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KEY EXPERIMENTS IN PLASMA-AERODYNAMICS TODAY 
 

Klimov A.I. 
Joint Institute of High Temperature RAS  

Izhorskaya 13 bld.2, Moscow, 125417, Russia  
   

 
Plasma aerodynamics (PA) was intensively 

developed during last 30 years. Remind that the 
first plasma- ballistic experiments were carried out 
by scientist joint team from Ioffe’s Institute (St.-
Petersburg) and Radio Engineering Institute 
(Moscow) in the frame of National State Research 
Program in 1978. Interaction of a moving projectile 
with weakly ionized non-equilibrium plasma was 
studied in this experiment. The diploma on 
scientific discovery [1] was obtained after 
investigation of this task. This work stimulated 
appearance of new science branch named plasma 
aerodynamics (PA). Many experimental and 
theoretical studies were carried out in the field of 
PA in Russia and foreign countries during last 30 
years. New important experimental results and 
theoretical ones were obtained in this time period. 
So, it is necessary to analyze of these obtained 
results to formulate the new key tasks and the 
strategy directives for its future PA development. 
These conclusions and key tasks help us to realize 
of plasma technology implementation in aviation.  

 

PA’s achievements are well-known today. The 
following experimental results are reliable and 
important [1-30]:  

1. Drag decrease by plasma up to 80%. 
2. Lift increase by plasma formation up to 

40% and higher. 
3. Flight control by plasma. 
4. Flow control by local plasmoid created by 

pulse repetitive electric discharge. 
5. Boundary layer control and flow 

separation control by surface plasma 
formations.  

6. Shock wave dispersion and its propagation 
in non-equilibrium weekly ionized plasma. 
Sonic boom reduction by plasma.  

7. Acoustic wave dispersion and its 
amplification in non-equilibrium weekly 
ionized plasma. Jet noise reduction by 
plasma formations.  

8. Heat flux control and flow control by 
magneto-hydrodynamic methods at 
hypersonic airflow velocity.  

9. And others. 

 

 
Figure 1. Flight vehicle with fast plasma actuators. Drag decrease by plasma formation. 
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According our opinion the item #4 is very 
important for possible implementation of the 
plasma technologies in hypersonic aviation  
namely. Really, the typical time of plasma 
formation creation near moving body by fast power 
electronic devices is very small about of 10-6- 10-9s. 
So, plasma actuator can operate with very high 
frequency up to F= 101-106 Hz. 

However there are many technical difficulties 
to use of plasma technologies in aviation today. The 
first of them connected with expensive plasma 
formation creation near a real airplane. Another one 
is connected with high value of electric power 
needed for flow control realization by plasma. For 
example, it is necessary to use onboard plasma 
generator with a mean electrical power about 1-
10MW to decrease of fighter’s drag up to 30-40%. 
But available onboard electric power of a modern 
fighter is about 30-60kW only. So, it is necessary to 
increase plasma efficiency and its effectiveness 

considerably for the possible plasma technology 
implementation in aviation today.  

 
The following Strategy Program of PA 

development is proposed in this work:  
1. Realization of a local flow control near 

vehicle by plasma formation at resonant 
regimes of plasma- airflow interaction (for 
example, Stroughal’s number St~0.3÷1; 
ionization wave velocity is closed to airflow 
velocity; and others) in the sensitive zones 
(such as flow separation zone, swirl flow, 
plasma precursor before bow shock wave and 
others) only, [2], Fig.2. 

2. Using a positive (or negative) feedback 
between plasma formation and airflow 
disturbed by it. For example, jet noise 
reduction is based on this method namely [3], 
fig.3. 

 

 

  

  
 

Figure 2. Jet noise control by HF plasma actuator (top). Noise spectra of unexcited jet (red) and excited jet by HF plasma 
actuator at frequency F=10.350 kHz 
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3. Plasma –gas dynamic hysteresis is revealed in 

the works [4, 5], fig.5. This hysteresis is 

connected with vortex reconstruction near 
body at a large attack angle. Note that this 
result is very important for minimization of 

    
 

Figure3. The on/off control scheme with control feedback of airflow around airfoil model 
 

 
 

Figure 4. Plasma-aerodynamic hysteresis. DC discharge created in the head part of the model N. Airflow Mach number 
M~4, Pst~40 Torr 
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mean power input in plasma and optimization 
of plasma actuators design.   

4. Electric power extraction from plasma flow by 
three electrode (3E) configuration is discussed 
in the works [7,8,17,18]. Creation of onboard 

plasma-gas dynamic convertor is possible by 
this electrode’s configuration. Well-known 
electrostatic Van der Graph’s generator is the 
prototype of this new device. Another 
possibility of extraction of electric power from 

 
 

Figure 5. Possible control of conical vortex parameters near plane by plasma formation at large attack angle. 1- HF 
plasmoid, 2-conical vortex    

 

 
 

Figure 6. Prototype of plasma-aerodynamic convertor. DS power supply created by HF plasma in supersonic airflow at 
M=1.5. Scheme of plasma aerodynamic experiment in wind tunnel (top), charged HF plasmoid in airflow (down) 
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plasma flow is discussed in [5] and connected 
with different ion drift of AC discharge in 
high-speed airflow. Plasma-aerodynamic 
rectifier was realized in the experiment 
described supply in our work [5]. Now this ion 
properties in high speed airflow helps us to 
create DC power supply in FH plasma in 
supersonic airflow at M~1.5 also, [4], fig. 6,7.       

5. Implementation of a plasma-chemical long-
lived charged plasmoid for airflow control. 
This method helps us to minimize of power 
input in plasma also. 

6. Flow control by a local external plasma-
assisted combustion formation created near 
vehicle’s surface is discussed in the work [9, 
10].   

7. Analysis of the experimental results obtained 
in the field of the PA helps us formulate the 
following main key task in this field: - Vortex- 
plasma interaction [11-13]. There are 
preliminary experimental results on vortex 
control by non-equilibrium plasma (vortex 
amplification and its destruction by plasma), 
[13]. Study of this task is very important for 
the different aviation applications today. For 
example, the results obtained during this study 
fulfilment may be used to control of wing’s 
lift force, flow separation, base drag and 
others by plasma formation, fig.5. However 
detail experimental study of plasma-vortex 
interaction is absent now.  

8. Implementation of a resonant power pumping 
of plasmoid near airplane by an external long-
distant power transmitter (radar,  radio 

antenna, laser beam and others) arranged in 
ground surface, sea water and space 
(Avramenko-Kapitsa-Tesla’s method).  

 
There is a number of research Programs based 

on external power pumping of the plasmoid created 
near vehicle, namely: 
 
• Russian Program “Trust” proposed by 

academician Avramenko R. Powerful MW 
radiation created by spaced radars is used for 
flight control of different moving bodies in 
atmosphere. 

• US Project “Light Vehicle” under the direction 
of Dr. Mirabo L, [14]. Combined Laser-MW 
powerful pumping of the plasmoid is used in 
this Work. There is analogical Research Project 
in Japan (Prof. Sacho), 

• US Project “MW Rocket”. Focused powerful 
MW radiation is used inside rocket’s nozzle for 
hydrogen jet heating, 

• Remind that the first Project on creation of MW 
weapon was proposed and realized in part by 
N.Tesla, fig.8, [15]. He tried to use MW 
radiation to create of a stable plasmoid near a 
vehicle. Note that this task was studied in 
plasma-ballistic experiment also, [1], fig.8b. 
One can see cylindrical projectile with 
secondary Tesla’s  coil in this figure. Primary 
coil was arranged inside ballistic set up. Two 
HF plasmoids were created near moving 
projectile. 

 

  
 

Figure 7. Typical HF plasmoid’s electric potential at different experimental conditions. 
Left.- longitudinal charged HF plasmoid with blue halo at Pst~300Torr, M~0.5 

Right.- longitudinal charged HF plasmoid with blue halo at Pst~300Torr, M~1.5 
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Figure 8a. Scheme of EM pumping of a plasmoid by Tesla’s coil generator. 1- HF Tesla’s coil generator, 2-vehicle with HF 
plasmoid created near its head part 

 

 

  
Figure 8b. Scheme of EM pumping of a plasmoid created near a projectile by Tesla’s coil generator and its testing. 1- 

projectile with HF Tesla’s coil; 2, 3- HF plasmoid created near its head part and its base, 4- primary coil 
 
 

1 
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Active jet noise control by DBD actuators is studied 
in a number of the works today [1, 2]. New plasma 
actuator based on surface capacity coupled HF 
discharge (CHFD) is used in this work to decrease 
jet noise. Organization of streamline vorticity inside 
a nozzle by using surface CHFD actuator is shown 
in fig.1. Dielectric nozzle (Nilon-6 or ceramics) 
with surface HF electrodes is designed, 
manufactured and tested in TsAGI’s facility, fig.2. 
It is obtained that this surface plasma actuator 
created by CHFD can induce an electric wind with 
the typical velocity up to 4m/s in the normal 
direction to the nozzle surface near inner nozzle 
surface. It is revealed that jet excitation by a plasma 
actuator at St~0.5 results in the broadband 
amplification of jet noise up to 5dB. Interaction of 
surface HF plasma created by pulse repetitive 
discharge with a high-speed jet (V~100m/s) is close 
to the Vlasov- Ginevsky’s effect in Aeroacoustics 
in many aspects. It is means that jet excitation by 
intensive high frequency sound waves created by 

pulse repetitive CHFD can reduce of broad band jet 
noise [3]. This study shows that a new CHFD 
plasma actuator has effect on acoustic 
characteristics of turbulent high-speed jet. This 
work is realized in the framework FP7 of research 
Project OPENAIR. 
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Fig.1. Scheme of HF electrode arranged in a subsonic nozzle and shadow picture of a subsonic jet near nozzle (Pst=1 Bar, 
Vj=160m/s) 
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Fig.2. Subsonic nozzle with operating CHFD actuator (Pst=1 Bar, Vj~100m/s) 
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Abstract Dielectric barrier discharge (DBD) plasma is used to create 4-phase spanwise travelling wave excitations for 
turbulent boundary layer control in uni- and bi-directional forcing configurations. Each forcing configuration generates a 
spanwise travelling wave, effectively spreading the low-speed fluid in the spanwise direction to reduce skin-friction drag. It 
was observed that the interactions of starting vortices on the initiation of DBD plasma are also important in the spanwise 
fluid transfer. More than half the boundary-layer thickness was affected by the spanwise travelling wave excitation, causing 
intriguing changes in the turbulent boundary layer structure. 
 
 
1. Introduction 
 

DBD plasma actuators consist of an upper 
and lower electrode separated by a thin dielectric 
material, Figure 1a). On application of several 
kilovolts of AC power at kilohertz frequency 
between these electrodes, local ionization takes 
place around the upper electrode. This couples 
momentum to the surrounding fluid to induce a jet 
flow1, which is caused by the movement of plasma 
ions to and from the dielectric surface. The charge 
build up on the dielectric surface opposes the 
charge of the exposed electrode, quenching the 
emission of the plasma discharge and stopping the 
plasma from collapsing into an arc. In other words, 
DBD plasma actuation is a self-limiting process2. 
During each AC cycle the plasma consists of glow 
and corona-like discharges. The glow discharges 
are qualified as micro-discharges or streamers3 of 
large amplitude, short duration current pulses which 

are separated by low current, longer duration 
corona-like discharges4-6. It is thought that the 
corona-like discharge phases have a dominant 
contribution to the total body force exerted by the 
plasma since their durations are much longer and 
act over a larger volume. 

Numerical simulations of plasma actuation 
in inert gases4-7, document that the predominant 
force is on the positive-going portion of the forcing 
cycle, the backward stroke. Whereas recent 
experimental results8, 9 suggest that the predominant 
force is on the negative-going portion of the forcing 
cycle, the forward stroke. Enloe et al8 used a 
Michaelson interferometer to measure the 
oscillatory motion of a second order mechanical 
system driven by a plasma actuator to show that the 
majority, 97%, of the momentum coupling occurs 
during the negative-going portion of the forcing 
cycle. Qualitatively, the same result was found by 
Kim et al9 who phase locked PIV measurements 

 

 
 

Figure 1. DBD plasma actuator. a) Asymmetric configuration, b) Actuator dimensions. 
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with the plasma forcing cycle. It is thought that the 
reason for the difference in results between the 
numerical and experimental studies is the omission 
of negative ions in the inert gas modelling. It is well 
known that plasma discharges in oxygen, hence air, 
produces both positive and negative ions which 
could offer the reason for the major force 
contributor being found in the negative half cycle 
experimentally8, 9. Recently Boeuf et al5 and 
Likhanskii et al10 modelled the DBD plasma 
actuator in air, identifying the key role of the 
negative ions which were absent in previous DBD 
plasma models. They found that the integrated 
tangential force was downstream of the plasma 
actuator for both the forward and backward stroke 
of plasma forcing.  

For some time glow discharge plasmas 
have been used in microelectronic fabrication, 
ozone generation, gas laser excitation11, 12 and for 
hypersonic velocity measurements through plasma 
anemometry13. Moreover, DBD plasma has already 
been successfully applied for lift enhancement and 
separation control of aerofoils14-17, circular cylinder 

flow control18-20, acoustic noise attenuation21, 22 and 
turbulent skin-friction reduction23, 24. An extensive 
review of airflow control by non-thermal plasma 
actuators can be found in Moreau25.   

It has been well established that the near 
wall region of the turbulent boundary layer26 is 
comprised of coherent motions. Low speed streaks 
collected on the upwash side of quasi-streamwise 
vortices break-up and cause ejection events, violent 
expulsion of low speed fluid into the outer region of 
the boundary layer. The downwash side causes 
sweep events, the inrush of high speed fluid into the 
wall. This turbulence production process is usually 
referred to as bursting and is responsible for the 
majority of the turbulence production in the 
boundary layer. It has been shown27 that sweep 
events are the major contributor to skin-friction in 
the turbulent boundary layer. As a result, drag 
reduction mechanisms28 attempt to disrupt the 
bursting cycle by displacing the low speed streaks 
inside the viscous sublayer in order to weaken the 
near wall structures. This leads to a reduction in 
skin-friction drag by lowering momentum transfer 
to the wall. Skin-friction reduction was successfully 
implemented with DBD plasma by Jukes et al.23, 24. 
Here, a spanwise flow oscillation created by 
oscillatory plasma forcing used two sets of 
asymmetric plasma actuators flush mounted over a 
flat plate inside a turbulent boundary layer, Reτ = 
380. A skin-friction reduction on the order of 45% 
was achieved. On initiation of DBD plasma starting 
vortices were created29, 30. It was postulated that in 
addition to the drag reduction mechanism of 
spanwise flow oscillation31, the starting vortices 
could be interacting with the quasi-streamwise 
vortices in the near wall region of the boundary 

layer, further disrupting the turbulence production 
cycle and weakening near wall events. 

Du et al.32 conducted direct numerical 
simulations of a wall bounded turbulent flow and 
found that turbulence production could be 
suppressed with the application of a spanwise 
travelling wave. The spanwise travelling wave was 
applied with a Lorentz force which was maximum 
at the wall and decayed exponentially. The 
maximum skin-friction reduction was on the order 
of 30% which was obtained by applying periods of 
T+ = Tuτ2/ν = 25, 50 or 100 depending on the 
penetration depth and amplitude of the Lorentz 
force. They proposed that if a product of force 
amplitude, I, period T+ and penetration depth, Δ 
equals unity, I x T+ x Δ = 1, a skin-friction drag 
reduction of 30% should be obtained. This implies 
that spanwise travelling waves have favourable 
energetics over similar flow control methods, like 
spanwise flow oscillation where increasing forcing 
amplitudes are needed to achieve higher skin-
friction reduction. However, not all combinations of 
(I, T+) were valid. Low amplitudes of forcing with 
large periods, I = 0.25, T+ = 200, led to drag 
increase as the travelling wave motion, the phase 
speed, was too low. This implies that a correct 
range of forcing period needs to be found with the 
correct forcing amplitude to produce a spanwise 
travelling wave capable of skin-friction reduction. 
Furthermore, penetration depths, Δ+ > 10, outside 
the viscous sub layer, were seen to increase skin-
friction.  

Xu & Choi33 studied experimentally a 
spanwise travelling wave with Lorentz forcing in a 
turbulent boundary layer and obtained a skin-
friction reduction on the order of 30% with forcing 
periods of T+ = 42 and 82 when the near wall fluid 
was displaced more than 115 wall units in the 
spanwise direction. This spanwise spatial scale is 
on the order of spacing between low speed streaks 
and provides a constraint for the minimum 
wavelength needed for skin-friction reduction, 
λ+/2 > 115. Xu & Choi33 also performed flow 
visualisations of the near wall region during 
travelling wave excitation and found that the near 
wall streaky structures, the low speed streaks were 
substantially altered. This phenomenon was also 
observed by Du et al.32 who saw the annihilation of 
the low speed streaks and a large ribbon of low 
speed fluid being propagated in the spanwise 
direction during forcing. The mechanism for the 
skin-friction reduction was thought to be due to the 
stabilisation of near wall streaks and the turbulence 
regeneration cycle.   

Furthermore, numerical simulations of a 
travelling wave by a flexible wall have been studied 
by Zhao et al.34 with a forcing period of T+ = 50, 
where a skin-friction drag reduction of 30% was 
achieved. They believed that the main mechanism 
for the drag reduction is the change in boundary 
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vorticity flux due to the flexible wall’s acceleration 
that causes a thin Stokes’s Layer of concentrated 
streamwise vorticity, which suppresses quasi-
streamwise vortices from the viscous sublayer and 
causes a regularised skin-friction pattern at the wall. 
Itoh et al.35 studied experimentally a flexible wall in 
a turbulent boundary layer of 8 m/s. The spanwise 
travelling wave was actuated with a 10 μm thick 
polythene sheet forced by a loud speaker at 100 Hz, 
fd

+ = 0.01, where a skin-friction drag reduction of 
7.5% was achieved.   

In this paper we present an experimental 
study using hot-wire anemometry and Particle 
Image Velocimetry (PIV) of spanwise travelling 
waves generated with DBD plasma for skin-friction 
reduction inside the turbulent boundary layer. As 
DBD plasma is a surface based technique it makes 
an ideal candidate for turbulent boundary layer 
control with spanwise travelling wave excitation. 
However Lorentz and plasma forcing are 
fundamentally different. Lorentz forcing has an 
exponentially decaying velocity profile, maximum 
at the wall whereas DBD plasma forcing forms 
laminar wall jets30 and the production of starting 
vortices. From the reviewed literature, we expect to 
see a skin-friction drag on the order of 30% with 

the spanwise travelling waves created by DBD 
plasma. 

 
2. Experimental Setup 
 

The plasma actuator sheet used in the 
spanwise travelling wave experiments consists of a 
250 µm Mylar dielectric, with 24 copper electrodes, 
18 µm in thickness in asymmetric configurations 
powered by a set of high voltage sinusoidal RF 
inputs, Figure 1. The upper and lower electrodes are 
2.5 mm and 6 mm in width respectively and have 
an active length of 338 mm. The actuator sheet is 
insulated with a thin coat of lacquer on its 
underside and bonded to a 10 mm Perspex substrate 
to ensure plasma formation on the upper surface 
only. The Mylar has a dielectric constant of ε = 3.1, 
with the actuator designs fabricated by photo-
chemically etching a double sided copper laminate 
of Mylar.  

The 4-phase, spanwise travelling-waves 
actuator sheets have two different forcing 
configurations. Figure 2a) shows a schematic 
representation of the bi-directional forcing. Here, 
travelling waves of the wavelength λ = 56 mm are 
created by two electrodes, by forcing fluid in 

 

 
 

Figure 2. Schematic representation of 4-phase travelling wave excitations. a) Bi-directional forcing, b) Uni-directional 
forcing. 
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opposite directions in each phase. Each 4-phase 
cycle covers the spanwise length of s = 100 mm 
over the actuator sheet 300 mm wide. Figure 2b) 
represents the uni-directional forcing, where the 
travelling waves are forced in one direction only. 
The spatial and temporal scales used in the 
experiments are based on the conditions studied by 
Xu & Choi33 where a 30% reduction in turbulent 
skin-friction drag was obtained using Lorentz 
forcing.  

Experiments in quiescent air are conducted 
inside a 1.5 m long, 508 x 508 mm2 octagonal 
chamber in a wind tunnel. Measurements of the 
flow field are performed using a time-resolved PIV 
system. This consists of a pulsed copper vapour 
laser and the Photron Fastcam SA-3 high speed 
camera. Glycerine droplets of 1 μm are used to seed 
the air inside the chamber. The laser sheet is 
aligned with the actuator mid-span illuminating the 
z-y plane, where the co-ordinate system has the 
origin at the end of the upper electrode on the 
dielectric surface where the plasma actuation 
initiates. Image pairs are taken at a frame rate of 1 
kHz with the time delay between frames being 
typically 200-400 µs. Each image is exposed with a 
30 ns laser pulse. PIV processing is performed 
using ILA software where velocity vectors are 
computed on a 32x32 pixel interrogation area with 
50% overlap using a cross-correlation technique to 
an accuracy of 3-5%36. Image calibration is 
performed using a calibration target to an accuracy 
of 0.2% with a typical conversion of 100 µm/pixel. 
This gives a spatial resolution of 1.6 mm in the 
velocity measurements. We create a single 
travelling wave over a distance s = 100 mm, 
powering the 8 central electrodes with 8 plasma 
power supplies. Throughout the experiments the 
sinusoidal voltage input to the plasma power 
supplies is varied from 6.3-7 kVp-p at a fixed 
frequency of 25 kHz, which is monitored using a 
Tektronix TDS2024 200MHz oscilloscope. The 
time period T is varied from 124-208 ms with an 8 
channel BNC 575 series Pulse generator.  

Turbulent boundary layer measurements 
are conducted using a low speed, closed loop wind 
tunnel. The wind tunnel has a cross section of 
508x508 mm2.The turbulent boundary layer is 
developed over a 3 m long flat plate, fabricated 
from polished MDF of 20 mm thickness with a 
super elliptic leading edge and a trailing edge flap. 
The flat plate is positioned in the upper section of 
the wind tunnel with a turbulent trip placed 100 mm 
downstream from the leading edge. Measurements 
are taken a further 2.3 m downstream from the trip 
where the turbulent boundary layer is fully 
developed. The free stream velocity was U∞ = 1.7 
m/s, which gave the boundary layer thickness of δ ~ 
90 mm. The Reynolds number based on the friction 
velocity was Reτ ~ 450, where the momentum 
thickness was Reθ ~ 1100. The pressure gradient 

across the test section is nearly zero and the free 
stream turbulence intensity is 0.24%.   

Flow diagnostics are made by constant 
temperature, hot-wire anemometry using Dantec 
56C17 CTA bridges and 56N20 signal conditioners. 
Measurements of the streamwise velocity are taken 
with Dantec 55P15 probes which have a 5 μm 
diameter and length of 1.25 mm. One probe is used 
to obtain the boundary layer profile. Another probe 
is kept stationary in the free stream of the wind 
tunnel to monitor the free stream velocity. Each 
probe is operated with an overheat ratio of 1.8 and 
calibrated in-situ. Ambient temperature drift during 
experiments is monitored using a LM35 Precision 
Temperature Senor and the hot-wire data 
compensated accordingly. Hot-wire signals are low 
pass filtered at 300 Hz and a gain of 5 applied 
before data acquisition. The entire CTA main frame 
is enclosed in a copper Faraday cage to minimise 
the noise effects during the application of DBD 
plasma. Data is collected using an IoTech 488/8s 
ADC and stored on a PC. The signals are sampled 
at 1 kHz with duration of 90 seconds without 
plasma, and 60 seconds with plasma at each 
measurement location. The plasma is actuated in 3 
second bursts with a 60 second pause at the end of 
each acquisition to minimise thermal damage to the 
electrode sheets. A 3-axis traverse mechanism is 
used to position the boundary layer probe. This has 
a spatial resolution of 1.25 μm in the wall normal 
direction and 2.5 μm in the streamwise and 
spanwise directions. For each boundary layer 
profile 127 data points are taken, where about 75 of 
these are located within the viscous sublayer (y+ < 
7). Each boundary-layer profile measurement lasts 
about 9.5 hours. Both uni- and bi-directional 
forcing in the turbulent boundary layer are 
examined by taking data at four spanwise locations, 
Figure 2. Throughout the boundary layer 
experiments the sinusoidal voltage input to the 
plasma power supplies is varied from 6.3-7 kVp-p at 
a fixed frequency of 25 kHz requiring up to 12 
power supplies. The time period T is varied from 
124-208 ms (50 < T+ < 90).  
 
3. Results and Discussion 

 
Instantaneous PIV images of a spanwise 

travelling wave with bi-directional forcing in 
quiescent air are shown in Figure 3 through velocity 
magnitude and vorticity plots. In each of these 
figures there are 4 images, one taken at the end of 
each phase. The location of the plasma actuators 
and the direction of the DBD plasma jets are 
indicated under each image, where the DBD plasma 
is actuated with 7 kVp-p at 25 kHz for 52 ms per 
phase, T = 208 ms. The travelling wave direction is 
from left to right. On actuation of DBD plasma a 
starting vortex is created. This vortex develops, 
moving along and away from the wall as seen in 
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Figure 3a). The vortices have an asymmetric 
velocity distribution with a maximum velocity on 
the order of 1 m/s under the core and have 
effectively collected fluid in a region close to the 
phase 2 actuator. The strong sense of vorticity 
indicates the core locations at 10 mm from the wall, 
with the secondary vorticities generated due to the 
no-slip boundary condition. The secondary 
vorticities are seen wrapped around the primary 
rollers, aiding vortex movement away from the 
wall37. Figure 3b) clearly shows the first movement 
of the travelling wave motion at the end of phase 2. 
A large stretch of high speed fluid on the order of 1 
m/s encapsulated within the first 10 mm of the wall 
can be seen emanating away from the second 
actuation region in the positive z-direction. This is 
part of the high speed fluid on the underside of the 
starting vortex that has been entrained into the 
plasma region by actuation of the second phase. 
This region of the fluid is then pushed forwards in 
the positive z-direction during this phase of 
actuation. Figure 3c) and 3d) show the end of 
phases 3 and 4. The stretches of high speed fluid 
have moved further in the positive z-direction 
through a combination of fluid entrainment and 
momentum addition from each actuation of the 

travelling wave excitation. As this region of high 
speed fluid is being transported along the wall in 
the positive z-direction there is also a highly 
vortical flow structure developing throughout the 
phases. Secondary vorticity is being generated at 
the wall which is being moved in the direction of 
the travelling wave. This is in qualitative agreement 
to Lorentz forcing in the turbulent boundary 
observed by Du et al.32 Other vortical systems are 
also generated on top, behind and in front of the 
travelling wave, showing a complex system of 
vortical interaction during the initiation of DBD 
plasma. 

The change in mean velocity inside the 
turbulent boundary layer with uni- and bi-
directional forcing at four spanwise locations is 
shown in Figures 4 and 5, where the DBD plasma is 
actuated with 7 kVp-p at 25 kHz with T+ ~ 90 (T = 
208 ms). It can be seen that the turbulent boundary 
layer can be modified up to y/δ ~ 0.3 (y+ ~ 150) 
with uni-directional forcing and y/δ ~ 0.6 (y+ ~ 300) 
for bi-directional forcing. Both forcing 
configurations lead to an increase in mean velocity 
up to the lower part of the logarithmic region. There 
is also a velocity deficit in the logarithmic region 
for each forcing type. Uni-directional forcing sees a  

  
 

 
Figure 3. PIV velocity magnitude (Left had column) and Vorticity (Right hand column) with bi-directional forcing. E = 7 

kVp-p, f = 25 kHz, T = 208 ms. a) Phase 1, t = 54 ms, b) Phase 2, t = 106 ms, c) Phase 3, t = 158 ms, d) Phase 4, t = 210ms. 
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Figure 4. Mean velocity profile of a turbulent boundary layer with uni-directional forcing, 7 kVp-p, 25 kHz, T = 208 ms.  
 
 
 

 
 

Figure 5. Mean velocity profile of a turbulent boundary layer with bi-directional forcing,  7 kVp-p, 25 kHz, T = 208 ms. 
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Figure 6. Turbulence intensity profile of a turbulent boundary layer with uni-directional forcing, 7 kVp-p, 25 kHz, T = 208 ms. 
 
 

 
 

Figure 7. Turbulence intensity profile of a turbulent boundary layer with bi-directional forcing,           7 kVp-p, 25 kHz, T = 
208 ms. 

 



30 

 

 
 

Figure 8. Skewness profile of a turbulent boundary layer with uni-directional forcing,  7 kVp-p, 25 kHz, T = 208 ms. 
 
 
 

 
 

Figure 9. Kurtosis profile of a turbulent boundary layer with uni-directional forcing, 7 kVp-p, 25 kHz, T = 208 ms. 
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Figure 10. Skewness profile of a turbulent boundary layer with bi-directional forcing, 7 kVp-p, 25 kHz, T = 208 ms. 
 
 

 
Figure 11. Kurtosis profile of a turbulent boundary layer with bi-directional forcing,  7 kVp-p, 25 kHz, T = 208 ms. 
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Figure 12. Uni-directional forcing time series without DBD plasma a) and with DBD plasma b) at y/δ ~ 0.007 at the Z2 
location.  7 kVp-p, 25 kHz, T = 208 ms. 

 

 
 

Figure 13. Bi-directional forcing time series without DBD plasma a) and with DBD plasma b) at y/δ ~ 0.007 at the Z2 
location.  7 kVp-p, 25 kHz, T = 208 ms. 
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reduction in velocity spanning from y/δ ~ 0.04 - 
0.25 (y+ ~ 25 - 115) by a factor of ~0.9, while bi-
directional forcing sees the velocity reduction 
spanning from y/δ ~ 0.05 - 0.6 (y+ ~ 20 - 300) by a 
factor of ~0.8. The change in structure of the 
boundary layer with the two forcing types shown in 
these two figures looks qualitatively similar. 
Turbulence intensity profiles for both forcing 
configurations are shown in Figures 6 and Figure 7. 
The turbulence intensity with both forcing 
configurations is larger than its canonical 
counterpart for the majority of the boundary layer 
thickness. Some spread of data over the four 
spanwise locations may be due to the spanwise 
travelling wave being generated from discrete 
actuators. In both figures we see two peaks in 
intensity, at y/δ ~ 0.01 (y+ ~ 5) and y/δ ~ 0.1 (y+ ~ 
50). At y/δ > 0.4 and y/δ > 0.6 for uni- and bi-
directional forcing the spanwise travelling waves 
cease to have an effect on the turbulence intensity 
profile. These locations are approximately the 
upper limit of the span of the velocity reduction 
seen in the mean velocity profiles, Figures 4 and 5.  
Skewness and kurtosis profiles for uni-directional 
forcing are shown in Figures 9 and 10, showing a 
clear increase in both skewness and kurtosis inside 
the viscous sublayer, y/δ < 0.01 (y+ < 5). However, 
both the kurtosis and the skewness for bi-
directional forcing are reduced for y/δ < 0.01 (y+ < 
5) as shown in Figures 10 and 11, respectively. This 
shows that there is a change in near wall structure 
of the turbulent boundary layer due to different 
forcing configuration. The fluctuating velocity time 
series and corresponding probability density 
functions for uni- and bi-directional forcing at the 
Z2 location at y/δ ~ 0.007 (y+ ~ 3.5) are shown in 
Figures 12 and 13, respectively. When DBD plasma 
is applied in uni-directional forcing, the time series 
spikes more evidently with larger positive 
fluctuations, Figure 12. This increased the skewness 
and kurtosis by a factor of ~1.25, which is clearly 
demonstrated by the change in the pdf’s shown at 
the side of each signal. On the contrary, bi-
directional forcing clearly shows a reduction in 
both skewness and kurtosis, Figure 13. This is made 
clear by the drastic changes in the pdf shown 
alongside the signal. Here the skewness is reduced 
by a factor ~ 0.9 and kurtosis by a factor ~ 0.3. It’s 
interesting to note that bi-directional forcing 
applied with Lorentz forcing experimentally33

 and 
numerically32

 have achieved skin-friction reduction 
on the order of 30% and typically drag reducing 
flows see an increase in skewness and kurtosis in 
the near wall region.38 However, generating a 
spanwise travelling with bi-directional forcing 
using DBD plasma appears to cause a reduction in 
skewness and kurtosis. Furthermore, Du et al.32

 
showed in their numerical simulations that creating 
a spanwise travelling wave with uni-directional 
forcing can increase skin-friction. Generating a uni-

directional travelling wave with DBD plasma 
causes increases in both skewness and kurtosis, 
exhibiting properties of a drag reducing flow.  

Currently cold-wire and cross-wire 
measurements are underway to establish the 
thermal effects and spanwise velocity created in the 
turbulent boundary layer with uni- and bi-
directional forcing. It is thought that DBD plasma 
excitation in the form of spanwise travelling waves 
should yield a 30% reduction in turbulent skin-
friction. The analysis of near wall gradients at 
different spanwise locations is close to completion 
which should hopefully lead to conclusive evidence 
as to whether DBD plasma in the form of a 
spanwise travelling wave excitation can yield 
turbulent skin-friction reduction.  
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Abstract. The non-linear system of the Navier-Stokes equations with a source-like term on the right-hand side in 
the energy equation is used in order to model the influence of heat flux on the evolution of a decaying cylindrical 
vortex. It is found that the heat flux diminishes the intensity of the vortex.The problem is considered in a semi-
infinite space (z≥0). The boundary condition v=0 is set on the plane z=0. 
 
 
 
Introduction 
 

Effect of a heat flux on the vortical flow 
was experimentally investigated by Hide  [1]. In his 
experiments, a cylindrical vessel contained water 
was rotated about its axis, and was heated near its 
border and cooled near its center. Under certain 
conditions an irregular flow pattern appeared, and 
changed its shape in an irregular manner.   

We studied theoretically the effect of a 
point thermal source on a decaying cylindrical 
vortex in gas. The boundary value problem is 
shown in Fig. 1. 

 

 
 

Fig. 1 The boundary value problem. 
 
 

We studied the problem using the system of 
the Navier-Stokes equations.  

A new method of solving the Navier-
Stokes equations is proposed recently[2]. It is based 
on the fundamental solution of linear parabolic 
systems.The distinctive feature of the method is that 
no finite-difference schemes are used. The method 
has no restrictions to values of Reynolds numbers. 

Thus the solutions used are intrinsic to the 
Navier-Stokes equations.  

Method for solving the Navier-Stokes Equations 
 

The full system of the unsteady Navier-
Stokes equations can be written in the form (using 
the Lagrangian variables) 
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Here F is a thermal source:  
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Here ρ, T, μ, λ are density, temperature, 

viscosity, thermal conductivity, respectively; Δ is 
the Laplace operator, Pr is the Prandtl number, γ is 
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the adiabatic exponent. The symbols f1i, f2, f3 
denote nonlinear members (with regards to the first 
derivatives). Appropriate expressions have been 
given earlier [2]. 

The system (1) is written in  dimensionless 
form, the characteristic length being 0 0cν , the 

characteristic time being 2
0 0cν , 0 0 0ν μ ρ= , 

where c is the sound velocity, the subscript “0” 
refers to the initial state. 

The system (1) is a parabolic one [3]. The 
proposed method of solution consists in reducing it 
into the system of integral equations of the Volterra 
type and in subsequent use of iterative procedure. 
The procedure can be divided into two parts. First 
of all we find an approximate solution, the so-called 
parametrix [4, 5]. Then we construct the 
fundamental solution. While considering the first 
part, we do not take into account the last terms in 
the right-hand side of Eqs. (1). The last terms in the 
right-hand side are taken into account while 
constructing the fundamental solution. As 
mentioned, the iterative procedure is used [4,5]. 
The solution of the linearized system is taken as the 
first iteration. Suppose that the (n-1)th iteration is 
known. Then the coefficients referring to the 
Laplace operators are known. Thus we have linear 
equations with variable coefficients. Furthermore, 
we suppose that the coefficients depend on t solely, 
the coordinates being considered as parameters. 

The Fourier transform of the system of 
equations under consideration with fi≡0 is 
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Thus we have a system of linear ordinary 

differential equations with variable coefficients. 
They can be solved, for example, using the 
technique proposed by Goursat [6]. 
 

Results 
 

We fulfilled computations for three values 
of the source frequency  and for two distances l 
from the heat source : 

 
 
 

We have 
 

Here the subscripts 0,s,d refer to the undisturbed 
value, the total one and to the disturbed part, 
respectively. The quantity Ωd  is always negative, 
except a small neighborhood near zero. So heat 
source decreases vorticity. The decrease is equal to 
several per cent and more.  

Figs. 2-4 show the evolution of the vortex 
when there is no source. Figs. 5-7 present the effect 
of the thermal source (temporal evolution of the 
quantity dΩ ).  
Conclusion 
 

The numerical procedure is set forth that 
enables to analyze vortical structures and the effect 
of heat flux. It is found that the intensity of the 
cylindrical vortex diminishes due to the influence 
of the thermal source. The proposed method can be 
applied for further investigation of the effect of heat 
flux on vortical structures.  
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Fig. 2. Vorticity distribution (no heat source), t=1;z=4. 
 

 

 
 

Fig. 3. Vorticity distribution (no heat source), t=10; z=4. 
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Fig. 4. Evolution of the vortex in a fixed point (no source) 
1 -  r=0.5, z=2.2; 2 -  r=2, z=4. 
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HF discharge with a frequency 320kHz in a swirling flow is studied at atmospheric pressure and discharge current 
<500mАmp. HF plasma parameters are defined. The measured value of reduced electrical field in this HF discharge is about 
E/N= 10÷15 Td. The gas temperature near vortex axis is about of Tg=1500÷2000К. The electron density is about of Ne≤ 
1012см-3. The gas temperature profiles in the vortex filament are measured at HF plasma on. Distributions of the HF voltage 
and phase shift along HF filament are obtained.  

A propagation and evolution of HF filament created by pulsed repetitive HF power pumping is studied by optical 
interferometer. It is revealed that plasma formation consists of two parts: filament and RF sparks (“streamers”) localized neat 
its head in this non-stationary regime. The similar structure is obtained for the transient regimes [2] of HF discharge at a 
latest stage of the process. The temperature distributions in HF filament and a separate HF spark are obtained by optical 
interferometer.  

It is revealed that preliminary gas flow heating leads to a single HF filament creation from multi spark discharge. 
 

Nomenclature 
LP = longitudinal vortex plasmoid 
HF = high frequency 
HFD = high frequency discharge 
FHF = HF frequency 
FM = modulation frequency of CHFD 
Ti = pulse duration 
IHF = HF electric discharge current 
VHF = HF electric discharge voltage 
NHF = pulse power input in plasma 
M = Mach number 
Vax = axial component of the velocity 
Vt = tangential component of the velocity 
Pst = static pressure 
Tg = gas temperature 
TR = rotation temperature 
TV = vibration temperature 
 
1. Introduction 

 
A problem concerning interaction of 

vortex structures with a non-equilibrium plasma of 
different electrical discharges is important for 
plasma aerodynamics itself and for a number of 
technical applications: parameters control of 
boundary layer, separated vortex region, trailing 
vortices.  

Several results of numerical study of 
compressible linear vortex filaments with local 
energy release regions are concerned in works [1-
5].  

Theoretical and numerical results on the 
dynamics and structure of the column-like vortex in 
a non-equilibrium excited gas are presented in [6]. 
It is shown, that stimulated relaxation processes in a 
non-equilibrium gas (in [6] condensation processes 
were considered) may lead to changes of the 
vorticity in the vortex core.  

Turbulizer vortical wake evolution in a 
non-equilibrium flow in the discharge chamber of 
the gas laser is studied in [7]. In [8] the same 

authors argued the evolution of the 2D vortex at 
different media relaxation rates after it’s 
instantaneous excitation.  

In [9] theoretical study was focused on the 
evolution of the the vortex flow with a non-
equilibrium plasma of the DC glow discharge. 
Authors assert, that the main vorticity component in 
the flow can increase or decrease, depending on the 
electrical field direction. 

A practical task of vortex parameters 
modification assumes interaction with the discharge 
at some distance from the plane surface. Therefore, 
HF and MW discharges seems promising in this 
case. In several publications, this interaction was 
considered for particular cases. In [10], linear 
vortex interaction with a shock wave in the 
presence of local heat release source was 
numerically studied at M~2-5. Several works were 
devoted to modification of the vortex structure 
behind the bow shock by MW filaments. However, 
relaxation processes and effects of space charge 
were not studied yet. 

Specific gas dynamics of the vortex 
structure also significantly affects the discharge 
properties. Arc discharge stabilization on the axis 
on the swiling flow in plasmatrons is widely 
known. Properties of the HF single-electrode 
discharge in the swirling airflow at atmospheric 
pressure are the main goal of this work.  

Some previous results on this subject were 
published earlier [11,12]. It was revealed, that  in 
the vortex airflow at nearly constant pressure 
discharge can exist in two main regimes – 
multifilament HF corona and stable flare 
(longitudinal plasmoid). Form of the discharge 
depends on the flow properties, namely on axial 
and tangential velocity ratio.  

 
2. Experimental setup 

 
Scheme of the experimental setup VT-1 is 

shown on the fig. 1. Swirling flow was created via 
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vortex generator 1, at that swirl rate can be changed 
by changing the ratio of flowrates Q1 and Q2 
through straight and tangential gas inlets. Test 
chamber of the setup is manufactures of the quartz 
tube 2 36mm in diameter and 40cm in length. 
Tube’s other end is opened either to the room air or 
to the vacuum chamber 6 (volume 0,8 m3 ).  

Single-electrode longitudinal capacity-
coupled discharge was created by a “RF-switch” 
generator. Plasma cord in a vortex flow was created 
on the electrode 3 – tundsten needle 2mm in 
diameter. Cuerrent loop is closed by displacement 
currents through the grounded parts of the setup or 
through the metallic shield 4. Discharge is ignited 
and hold by the resonant Tesla transformer. Pulse 
modulation of the HF power is made by external 
signal generator.  

Typical HF discharge parameters: HF 
power – less than 10kW, HF-frequency – 450 kHz, 
modulation frequency – less than 5kHz, pulse 
duration  – more than 80us. 

Discharge voltage was measured with 
Tektronix P6014A HV probe, discharge current 
was measured in the lead between metal shield and 
ground with Tektronix AC current shunt. Stray 
current between the needle and shield was digitally 
substracted from total one. Electrical power input 
was calculated by digital multiplication of current 
and voltage signals via TDS 2014B oscilloscope 
with ~10% error. 

Diagnostic instumentation of the 
experimental setup VT-1 includes pressure sensors, 
thermocouples, special rotating pressure probe for 
velocity measurements in a swirling flow [13], 
optical spectrometers DFS-1 (resolution – 0.01 nm) 
and Avaspec (resolution – 0.2 nm, 200 – 800 nm), 
optical interferometer with a He – Ne laser, 
capacitive HV HF voltage probe and  Tektronix 
current shunt P6021. 

For atmospheric pressure in the output 
chamber flow typical parameters are: top azimuth 
velocity – 30 m/s, top axial velovity – 15 m/s. 
Maximal pressure drop measured is 1,2 kPa, 
maximal tangentional vwlocity is achieved on the 
radius of 10 mm.Typical distributions of pressure 
and velocity components in the swirling flow across 
the channel cross-section are presented elsewhere 
[12].  

 
3. Results and discussion 

 
A. Discharge parameters 
Plasma parameters were measured by 

optical spectroscopy method. Optical spectra of the 
discharge was recorded by Andor 420OE CCD 
camera, connected to the imaging DFS 
spectrometer. Total spectral resolution of the 
system appeared to be 0.05 nm. 

Data were acquired with 1 mm resolution 
along the spectrometer slit in 25mm separated 
cross-sections of the discharge with ~1s integration 
time. 

Main features, obtained in the spectra of 
discharge column are A-X transition of hydroxyl 
and 2+ system of nitrogen molecules. One should 
note that OH emission is mainly obtained in the 
near-core regions of the discharge. 

The experimental conditions were the 
followings: 
● Mach number  M< 0.1 
● Static pressure  Pst ~1 Bar 
● Testing gas    air 
● Axial velocity Vx module 10 m/s 
● Tangential velocity Vt Vt<30 m/s 
● Mean HF power  NHF=240W 
● HF current amplitude  Id ~ 168mA 
● HF frequency  FHF ~0,32 MHz 
● Operation regime  continuous  
● Typical plasmoid’s length ~200mm 

 
Fig.1. Experimental set up SWT-2. 1-vortex generator, 2- HF electrode, 3-ground electrode, 4-to vacuum chamber. 
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Rotation temperature TR of the excited 
nitrogen molecules is defined by processing of the 
N22+ band spectra. Simulated spectra of molecular 
nitrogen band Δv=-1 (λ=345÷360 nm) are obtained 
by the program “SPECAIR” [14]. Accuracy of the 
method is about δTR~±(100÷200K). This accuracy 
depends on spectrum’s noise. It is well-known that 
rotation temperature of excited nitrogen is close to 
the translation temperature of gas in these 
conditions.  

The typical space temperature distribution 
inside a longitudinal plasmoid  is shown in the 
fig. 2. Folowing features of temperature field can be 
distinguished: 
● Temperature increases from Tg~ 1000 K near 
electrode up to 2000 K at the coordinate Z= 
20÷50 mm. It does not change in the space interval 
δZ = 20÷150 mm. There is a temperature drop with 
the typical temperature gradient about of 120K/cm 
at the Z > 150 mm. 
● Diameter of hot gas region is increased near 
HF electrode tip. Its maximal value is of about 
20mm 
● Maximal gas temperature is located  near cross 
section Z ~ 120 mm  
● The typical radial temperature distributions of 
HF plasmoid at the different cross sections are 
shown in the fig. 3.  

It is obtained that measured vibration 
temperature of excited nitrogen molecules  TV in 
vortex plasmoid is about TV~ 3000÷4000 K. It 
slightly depends on plasmoid’s radius and its 
length. So, plasma with a maximal non-equilibrium 
level η= TV/TR is created in a distant “cold” area 
around hot HF plasmoid’s kernel and plasma with a 
minimal non-equilibrium level is created in its hot 
area near vortex axis. 

 
B. Electric field distribution 
 
Distribution of the HF field amplitude 

along the discharge channel was measured by 
capacitive probe. The latter was made of a 5 mm 
diameter ball, connected to the P6014A HV probe. 
Probe could be transferred along the discharge cell. 
Probe head and HF cord constitute a voltage divider 
with ~1:5 coefficient. One can therefore calculate 
voltage distribution along the cord from probe 
signal amplitude at different points on Z axis. 

Typical UHF and φ distributions are shown 
on fig.4. One can see that amplitude reduces to the 
values ~0.3 kV, and phase shift changes from 0 to 
π/2 as the probe is transferred to the discharge tip. 
Voltage seems to reduce rather linearly than 
exponentially. Typical distance, for which phase 
achieves value of 1rad=0.31π, appears to be 12 cm. 
This gives as an estimate of attenuation coefficient 
β~8.3×10-2 cm-1. HF field amplitude on the cord 
axis can be estimated to be EHF||=500V/cm.Taking 
into account tempreture measurements (see part A), 
we get the reduced field value E||/N~12-15 Td. 
Finally, typical plasma conductivity can be 
estimated as σ=3x104 Ohm-1cm-1. Electron density 
can be calculated  as ne = 3.5x103 σ νm, with 
νm=3.9x10-5 s-1Torr-1 [15]. This estimation gives 
ne~1012 cm-3. 

Radial field value can be estimated from as 
Er=U/r=5-10 kV/cm. In this estimation, discharge 
was treated as ideal conductor with 1 cm radius, 
voltage amplitude is taken to be 18 kV. In the 

 
Fig. 2. The typical gas temperature spatial distribution 
in HF plasmoid. Vt~20m/s, IHF=168mAmp, 
<PHF>=240W 

 

 
 
Fig.3. The typical radial gas temperature distribution at 
different cross-sections of the longitudinal plasmoid 
created by CHFD in swirl flow. Vt~20m/s, IHF 
=168mAmp, <PHF>=240W 
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discharge shell Tg~600K, and reduced field value in 
she discharge shell can be estimated as E/N~50-
70 Td. 

Discharge can also be treated as a line with 
distributed parameters [16-18]. From the 
geometrical properties of the discharge, line 
capacity may be estimated as С=24/lg(R/r)=0.24 
pF/cm, resistance – R~E/I=2.3 kOhm/cm, where 
r=1cm and R=10cm – discharge and outer shield 
radii. In such a line, typical attenuation length 
should be ~72 cm. Obtained discrepancy of the 
estimation results with experiment should refer to 
neglecting of the real distribution of line parameters 
along the discharge. 

 
C. Discharge evolution in time 
 
In our previous work [12], discharge 

propagation along the vortex axis was studied by 
means of high-speed videocamera. Main results 
obtained from these experiments were the 
following: 
● a complex structure of the discharge head was 
revealed. At fact, discharge consists of a cord-like 
plasma formation (LP), justified along the vortex 
axis, and a multi-filament HF corona discharge on 
the top of it, 
● the head of LP propagates towards the air 
swirler with the typical velocity of 10 m/s. 

However, the reason of the two discharge 
forms existence remained unclear. 

In the current work, we have studied the 
temperature distribution of the pulsed-periodic 
discharge by an optical interferometer, combined 
with a high speed camera as an acquisition system. 

Two different regimes of LP creation are 
studied at maximal axial mass flow rate (Qax = Qt 
=5G/s) and minimal axial mass flow rate (Qax =0, 
Qt=5G/s). First regime corresponds to LP creation 
and the second one corresponds to HF plasma 
filament corona creation (or transient regime). The 
typical interferograms corresponding to these cases 
are shown in fig.5,6. One can see that there is 
secondary discharge propagate inside the hot 
cavern, created by previous pulses. 

It is revealed that LP propagates towards a 
swirl generator with a velocity of 5-10 m/s.. Mean 
temperature of this LP is about ~600K – 1000K in 
the pause between RF pulses. Stable hot cavern 
with diameter ~1.2 cm and length about 15 cm is 

 

 
 
Fig.4. Amplitude (а) and phase (b) of the HF voltage 
along the discharge. IHF~220 мA.  

 

 
 
Fig. 5. Interferograms of a longitudinal HF discharge in 
a swirl flow. Odd frame numbers correspond to pulsed  
HF power on, even – correspond to pulsed  HF power off. 
Fm=150Hz, τ=2.5ms, f =350 kHz Qax= 0 G/s, Qt= 5 G/s, 
texp=40us. 
 
 

 
 
Fig. 6. Interferograms of a longitudinal HF discharge in 
a swirl Flow. Odd frame numbers- HF power on, even- 
pause time period. Fm=150Hz, τ=2.5ms, f =350 kHz Qax= 
5 G/s, Qt= 5 G/s, texp=40us. 
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created at latest stages of HF generator operation 
and mean power input in plasma Np~700W. 
Therefore, discharge “head” velocity measured 
from high speed visualization corresponds to the 
typical velocity of the stable low density cavern, 
created by discharge on the axis of the vortex. 
Additionally in the case of discharge propagation 
towards the swirler, this velocity corresponds to 
axial speed on the flow axis. However, latter 
relation can be occurrent since heat release in the 
discharge might change the flow structure in the 
vortex. 

Discharge propagation seems to proceed as 
follows. Discharge initially appears on the electrode 
tip in the form of a multifilament RF corona. First 
pulses heat the gas in the vicinity of the electrode, 
that leads to density decrease in this region on ms 
timescales. Due to temperature rise, detachment of 
electrons from O2 molecules partly reduce electrons 
losses due to attachment processes. Consequently, 
further discharges propagate through the media 
with significant initial conductivity, that is thought 
to be the main reason of HF corona-to-flare 
transition. Also, a density nonuniformity leads to 
the increase of E/N in the preheated region, that 
should also affect discharge propagation process. 
4. Conclusions 
● Plasma-vortex interaction is studied in the 
atmospheric conditions and azimuthal velocities up 
to 20 m/s and discharge currents up to 500 mAmp. 
● Single electrode HF longitudinal discharge 
parameters for these conditions are: Tr<2,5 kK, 
Te>Tv>3,5 kK, E/N=12-17 Td, ne~1012 cm-3. Cord 
voltage-current characteristic is a decreasing one. 
● Discharge propagation along the vortex axis is 
studied by high speed interferometer and video 
camera. “Cord-like” discharge propagation 
velocities are of the order of convective ones – 6-
10 m/s. The complex structure of the discharge 
head is revealed. 
● Transition between the different forms of 
discharge is studied as a function of flow 
parameters, initial flow temperature, power input to 
the discharge. Main reason for discharge transition 
seems to be the overheating of the vortex core 
region. 
 
5. References 

 
1. A.V. Kazakov, “Stability of a viscous 

subsonic swirl flow,” Fluid Dynamics, vol. 33, 
May. 1998, pp. 338-345. 

2. A.V. Kazakov, “Stability of an axisymmetric 
swirled flow in a supersonic cocurrent stream 
for volume energy supply in the viscous 
vortex core,” Fluid Dynamics, vol. 40, Jan. 
2005, pp. 62-70. 

3. A.V. Kazakov, “Effect of volume energy 
supply on swirled flows in a subsonic 

cocurrent stream,” Fluid Dynamics, vol. 33, 
Nov. 1998, pp. 850-855. 

4. A.V. Kazakov and A.P. Kuryachii, “Stability 
of a compressible swirling flow in a circular 
pipe,” Fluid Dynamics, vol. 34, Jan. 1999, pp. 
29-34. 

5. A.V. Kazakov, “Effect of Volume Energy 
Supply on the Stability of a Subsonic Vortex 
Flow,” Fluid Dynamics, vol. 38, 2003, pp. 
552-560. 

6. I.P. Zavershinski, A.I. Klimov, N.E. 
Molevich, and D.P. Porfiriev, “Renkin vortex 
evolution in a gas with heat source,” Pisma 
Zh. Techn. Fiz., vol. 35, 2009, pp. 106-110. 

7. A.I. Osipov, A.V. Uvarov, and N.A. 
Vinnichenko, “Influence of the initial 
vibrationally nonequilibrium state of a 
medium on the structure of von Karman 
vortex street,” Physics of Fluids, vol. 18, Oct. 
2006, p. 105106. 

8. N.A. Vinnichenko, A.V. Uvarov, and A.I. 
Osipov, “Modification of a Single Vortex in a 
Medium With Internal Heat,” The third 
international workshop "Nonequilibrium 
processes in combustion and plasma based 
technologies", 2008, Minsk, pp. 75-78. 

9. V.S. Soukhomlinov, V.A. Sheverev, and M.V. 
Otigen, “Evolution of a vortex in glow 
discharge plasma,” Physics of Fluids, vol. 17, 
2005, pp. 1-4. 

10. E.A. Pimonov, A.A. Zheltovodov, and K. 
D.D., “Research of Shock Wave-Induced 
Vortex breakdown Control by Energy 
Deposition,” European conference for 
aerospace sciences (EUCASS) 2005, p. № 
2.02.03. 

11. A.I. Klimov, V.A. Bityurin, B.N. Tolkunov, 
I.A. Moralev, M.V. Plotnikova, and K.B. 
Minko, “Study of a Longitudinal Plasmoid 
Created by Capacity Coupled HF Discharge in 
Vortex Airflow,” New Horizons, 2009, pp. 1-
14. 

12. I.A. Moralev, A.I. Klimov, D.S. 
Preobrazhensky, B.N. Tolkunov, and K. V.A., 
“HF Discharge Interaction with a Swirling 
Flow in a Tube,” WSMPA Moscow, 31 march 
- 02 april 2009, pp. 267-271. 

13. A.I. Klimov, I.A. Moralev, K.B. Minko, and 
M.V. Plotnikova, “Diagnistic instrumentation 
for measurements of the dicharge-vortical 
flow interaction paramers,” 3d School on 
Magnetoplasma aerodynamics, Moscow, 8-10 
april 2008, pp. 191-196. 

14. C.O. Laux, “‘Radiation and Nonequilibrium 
Collisional-Radiative Models,’ von Karman 
Institute Lecture Series 2002-07, Physico-
Chemical Modeling of High Enthalpy and 
Plasma Flows, eds. D. Fletcher, J.-M. 
Charbonnier, G.S.R. Sarma, and T. Magin, 
Rhode-Saint-Genиse, Bel.” 



45 

15. Y.P. Raizer, Gas Discharge Physics, Springer-
Verlag, Berlin, 1991. 

16. I.A. Tihomirov, V.A. Vlasov, and Y.Y. 
Lutzenko, “HF flare discharge 
electrodynamics [in russian],” Izv. Tonsk 
Politechnical Univ., vol. 306, 2003, pp. 21-29. 

17. H. Nowakowska, Z. Zakrzewski, and M. 
Moisan, “Propagation characteristics of 

electromagnetic waves along a dense plasma 
filament,” Journal of Physics D: Applied 
Physics, vol. 34, 2001, pp. 1474-1478. 

18. M.A. Aronov and V.P. Larionov, eds., 
Electrical Insulation of high-frequency high-
voltage devices [in russian], "Znak", Moscow, 
1994.  

 
 



46 

PROPERTIES OF DC DISCHARGE NEAR SURFACE IN SUPERSONIC 
GAS FLOW AT LOW GAS PRESSURE 

 
I.V.  Schweigert 

Institute of Theoretical and Applied Mechanics, 
Novosibirsk 630090, Russia 

ischweig@yahoo.com 
 

 
Abstract. Kinetic particle�in�cell simulations are performed to examine the characteristics of the surface glow discharge 
in a supersonic nitrogen flow. The gas pressure is varied between 100 and 500 mTorr; the applied voltage, between 500 and 
1000 V. The analysis focuses on the effect of boundary conditions at the dielectric barrier surrounding the electrodes on the 
electron energy distribution function. The potential on the dielectric is found by using a local balance condition for the 
electron and ion currents to the surface. The results of self�consistent simulations show that a negative potential on the 
dielectric substantially reduces the rate of high�energy electron loss from the bulk plasma and thus significantly changes 
the ionization rate, as well as plasma parameters and configuration.        
 
 

Electrical discharges of various types are 
widely used to control the properties of gas flows 
around subsonic and supersonic vehicles. To 
understand the discharge modes in the upper 
atmosphere, where the gas pressure is relatively 
low, kinetic plasma simulations are required. 
When the voltage across a low pressure gas 
discharge is on the order of kilovolts, the plasma is 
characterized by nonlocal electron and ion energy 
distributions. This explains why both energy and 
momentum transfer from electrons and ions to 
neutrals must be simulated by kinetic modeling. 
Current simulations of the discharge plasma 
effects on gas flows around gas flows are based on 
fluid models [1–3]. However, this approach 
requires separate computations of the electron and 
ion distribution functions, and the resulting overall 
solution to the problem is not self-consistent. 
Furthermore, the boundary conditions at the 
dielectric surface are extremely difficult to 
determine in the framework of a fluid model [3]. 
Just as any surface exposed to a plasma, the 
dielectric layer surrounding the electrodes is 
negatively charged, because electrons have a 
higher mobility than ions. The charge density on 
the dielectric surface is deter mined by local 
balance between electron and ion fluxes. Because 
of steep electric field gradients near the surface 
and at the electrode edges, the barrier potential 
varies over the dielectric surface. This potential 
can significantly change the plasma properties and 
configuration by reducing the rate of high energy 
electron loss to the surface. In this study, the 
Particle-in-cell Monte Carlo collision (PIC–MCC) 
method [4] is used to examine the characteristics 
of a coplanar direct current (DC) discharge in 
supersonic flow at gas pressures of P = 100 and 
500 mTorr and cathode voltages of U = –500 and –
1000 V. The discharge geometry is illustrated by 
Figure 1. The simulations presented below take 
into account the secondary electrons produced by 

ion impact on the surface. The paper focuses on 
discharge plasma characteristics at low pressures 
and dependence of the electron distribution 
function on the boundary conditions for dielectric 
surface potential. 
 

 
 
Fig. 1. Calculation cell. Bold line segments represent 
cathode  and anode. Flow direction can be  from left to 
right or from left to right. 
 
 
The system of equations used in the present model 
to describe DC discharge in a gas flow includes 
kinetic equations for electrons and ions (three 
dimensional in velocity space and two dimensional 
in space) and the Poisson equation. The electron 
and ion energy distribution functions, fe(r, v) and 
fi (r, v), are found by solving the Boltzmann 
equations. The Poisson equation potential 
distribution is supplemented by the boundary 
conditions φ = 0 at the anode, φ = Uc at the 
cathode, ∂Ey/∂y = 0 at the upper boundary of the 
computational domain, and ∂Ex/∂x = 0 at its 
lateral boundaries. The boundary condition for the 
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potential on the dielectric surface at is determined 
by a local balance condition for the electron and 
ion fluxes to the surface. 

Equation system is solved self-
consistently performing PIC–MCC simulations of 
DC glow dis-charge in nitrogen [4]. The electron 
kinetics model includes elastic scattering of 
electrons by molecules, rotational and vibrational 
excitations, excitation of metastable states, and 
ionization. The emission of secondary electrons 
produced by ion impact on the cathode is also 
taken into account by introducing a secondary 
emission coefficient γ. The gas velocity profile is 
modeled as 
 

  
 
where vmax = 10  cm/s is the maximum gas velocity 
and  ys = 1.5 cm is the corresponding ordinate. 
The effects of gas velocity on ion motion, 
scattering by gas molecules, and ion production by 
electron impact are taken into account. An analysis 
of plasma effects on local flow characteristics 
based on self-consistent computations of DC 
discharge and gas flow parameters will be 
performed in a future study. 
       Now, consider the plasma parameters obtained 
by solving the equations self-consistently by PIC–
MCC simulation for a model gas. Two regimes 
were simulated: (a) P = 100 mTorr, U = –1000 V, 
γ = 0.1; (b) P = 500 mTorr, U = –500 V,  γ = 0.05. 
The computational domain geometry, including 
electrodes, is illustrated by Fig. 1. The anode is 
placed at 10.0 cm< x< 12.5 cm, and cathode is at 
14.5 cm< x< 16.0 cm for  P = 100 mTorr . For 
higher gas pressure of P = 500 mTorr  the anode is 
placed at 2.0cm <x< 3.5 cm, and the cathode  is at  
5.5 cm< x< 7.0 cm. We consider the cases when 
the gas flow directed from both direction and 
found that DC discharge glows when the flow 
direction is from  right to left. 
       The electron and ion number density 
distributions obtained for P = 100 mTorr are 
represented as  bontour plots normalized to 109cm–

3  in Figs. 2 and 3, respectively. The bulk plasma 
region extends over 15 and 6 cm along the x and y 
axes, respectively. The plasma density drops by a 
factor of 30 from center to periphery. The plasma 
is almost entirely quasineutral, except for a near 
surface region. The plasma density maximum is 
downstream from the cathode sheath toward the 
anode. The cathode sheath is clearly seen in Fig. 2 
because of the absence of low energy electrons. 
The corresponding electron energy distribution is 
illustrated by Fig. 4. In the quasineutral region, 
secondary electrons are thermalized and  confined 

by an electrostatic potential. The electron energy 
varies from 3.0 to 1.5 eV between the center and 
periphery of the bulk plasma. As the secondary 
electrons emitted from the cathode are accelerated 
by the strong field of the cathode sheath, their 
mean energy reaches 300 to 400 eV. 
 
 

 
 
Fig.2. Electron  density distribution at a pressure of 100 

mTorr: nemax = 3 × 109cm–3; nemin = 108cm–3. 
 
 
 

 
 

Fig.3. Electron  density distribution at a pressure 
 
 
 

 
 

Fig. 4. Electron energy distribution at a pressure of 100 
mTorr. 
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Fig. 5.  Distribution of electric field strength  

 
near the cathode at a pressure of 100 mTorr. 

 
 
 

Figure 5 shows a contour plot of the electric field 

 
near the cathode. The steepest field gradients are 
observed at the edges of the cathode. 

The electric field strength at the dielectric 
surface between the electrodes is E = 51 cm. 
According to simulations, the cathode sheath 
occupies a region of width ly= 1.6 cm separated 
from the cathode edges by a distance of lx =1.0 cm. 
Figure 6 shows the profiles of electric field 
strength, mean electron energy, and electron and 
ion number densities at  x = 15.3 cm, which 
corresponds to the cathode center. It is clear that the 
field strength decreases almost linearly from the 
cathode to the quasineutral region, while the mean 
electron energy monotonically increases over 
approximately 0.8 cm. This interval corresponds to 
the electron energy relax ation length λ = 1/σtot N, 
where σtot  is the total cross section for electron 
impact excitation of  N2 triplet states and ionization 
of molecular nitrogen, and N is the gas number 
density. The plasma number density increases in 
the quasi-neutral region, while the mean electron 
energy decreases to 2 eV. The ion number density 
is 3  × 108  cm–3  in the cathode sheath and reaches 
(1–3) × 109  cm–3  in the quasi�neutral region. 
When P = 500 mTorr and U = –500 V, the plasma 
number density is higher by an order of magnitude, 
while the cathode sheath is narrower (ly = 0.7 cm), 
than that at P = 100 mTorr. The electron number 
density distribution at P = 500 mTorr is illustrated 
by the contour plot in Fig. 7. Because of a higher 
rate of resonant charge transfer between ions and 
nitrogen mole cules, both the shift of the 
plasma density maximum and the distortion of the 
cathode sheath are more pronounced than those at P 
= 100 mTorr. 

For both gas pressures it is seen that the 
dielectric barrier surrounding the electrodes has a 
visible negative potential. This increases the 
potential barrier for electrons with energy close to 

the ionization threshold of  N2 (15.6eV), reducing 
the rate of highenergy electron loss to the surface 
and increasing the ionization rate and number 
density in the bulk plasma.  
 

 
 
Fig. 6. Distribution along the  y  axis of (a) electric field 
strength, mean electron energy, and (b) electron and ion 
number densities at x = 15.3 cm (cathode center) and P 

=100 mTorr. 
 
 
Figure 8 shows the distribution of the dielectric 
surface potential  obtained for  P  = 500mTorr. At 
this pressure, the plasma density is higher by an 
order of magnitude and the dielectric surface 
potential is much higher than those at  P  = 100 
mTorr. 

 
 

 
 

Fig. 7. Electron number density distribution at a pressure 
of 500 mTorr:  nemax = 2.6  × 1010  cm–3 ;  nemin = 2.6  

×107 cm–3 
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The results of kinetic simulations demonstrate the 
nonlocality of electron energy distribution function 
(EEDF) as a function of electric field strength even 
at relatively high gas pressures, such as 500 mTorr. 
The peak values of mean electron energy and 
ionization rate are reached at the boundary of the 
cathode sheath. At lower gas pressures, such as 100 
mTorr, ionization mainly occurs outside the 
cathode sheath. Figures 9 show the ionization rates 
at P = 100 mTorr; the cathode sheath boundary is 
represented by a dotted line.When the dielectric 
surface potential is zero at P = 500 mTorr, the 
ionization rate is approximately half that in the case 
of a self-consistent potential illustrated by Fig. 10. 
 

 
 

Fig. 8. Potential distributions over the dielectric surface 
at a pressure of 500 mTorr, U = –500 V, and γ = 0.05. 

 
 

 
 

Fig. 9. Electron impact ionization rate νi  normalized to 
1015  cm–3s–1 at P = 100 mTorr: νimax = 2.5 × 1010cm–3s–1; 
νimin = 1012cm–3s–1 

 
 
 Fig. 9. Electron impact ionization rate νi  
normalized to 1015  cm–3s–1 at P = 100 mTorr: νimax = 
2.5 × 1010cm–3s–1; νimin = 1012cm–3s–1. The results of 
kinetic simulations demonstrate the nonlocality of 
electron energy distribution function (EEDF) as a 
function of electric field strength even at 
relatively high gas pressures, such as 500 mTorr. 
The peak values of mean electron energy and 
ionization rate are reached at the boundary of the 
cathode sheath. At lower gas pressures, such as 
potentials. It is obvious that the fraction of high 

energy electrons capable of ionizing is larger in 
the case of a self�consistent  φs. As the surface is 
approached, the low�energy fraction decreases 
while the high�energy fraction increases, 
resulting in a relatively high ionization rate near 
the dielectric. 

 

 
 
Fig. 10. Electron energy distribution function at  x  = 
5.3cm, y = 0.3 cm for (1) self-consistent surface potential 
φs and (2) φs = 0; P = 500 mTorr. 
 
 
        The boundary conditions at the dielectric 
surface strongly affect the electron energy 
distribution. Figure 10 compares the EEDFs at the 
point x = 5.3 cm, y = 0.3 cm obtained for self - 
consistent and zero surface 
        In conclusions two dimensional kinetic 
particle in cell simulations are performed to 
examine the characteristics of dielectric barrier 
glow discharge at low pressures (P = 100 and 500 
mTorr). The gas velocity profile is a modeled by a 
function describing a supersonic flow boundary 
layer. The simulations demonstrate that produc tion 
of secondary electrons by ion impact on the 
electrode surface determines both ionization rate 
andplasma density. The electron energy distribution 
exhibits nonlocal behavior as function of electric 
field strength, and ionization occurs outside the 
cathode sheath. The potential induced on the 
dielectric surface by fluxes from the bulk plasma is 
computed. It is shown that the electron energy 
distribution function at the dielectric surface is 
determined by the surface potential. An additional 
negative potential barrier substantially reduces the 
rate of high�energy electron loss and increases the 
ionization rate both in the quasi neutral region and 
near the surface. 
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Energy deposition into the boundary layer 
of high-speed gas flow can be used to control the 
flow around the surface by the influence on the 
separation zone, the area of laminar-turbulent 
transition, the area of the interference of the 
boundary layer with a shock wave [1, 2]. Pulse 
energy deposition into the boundary layer can be 
realized effectively using the surface-distributed 
high-current discharge of nanosecond duration, i.e. 
the plasma sheet [2]. The analysis of shock 
dynamics from the area of the discharge showed 
that this type of discharge provides a high-energy 
influence on gas flow including supersonic flow 
with shock wave [3]. The sliding surface discharge 
having duration of about 200 ns and an area of 30× 
mm2 was initiated at the channel walls of the shock 
tube in a supersonic air flow behind the plane shock 
wave (flow Mach number was up to 1.5, the 
pressure of 150-400 Torr). The duration of 
homogeneous flow behind the shock wave was 
600-250 µs, its length was about 30 cm The 
transversal discharge was initiated in the laminar 
and turbulent areas of the boundary layer (laminar-
turbulent transition occurs at a distance of 10-15 cm 
from the shock front). The discharge current 
reached 1000 A when a voltage was of 25 kV.  

The energy contribution into gas occurs 
instantly in time t d i s  at initiation of plasma sheet in 
comparison with characteristic gasdynamics time 
t f l . Research of molecular kinetics for this type of 
electric discharge has shown that sufficient part of 
discharge electric energy is converted directly in 

translational degrees of freedom. Thus the quick 
discharge energy input produces sound disturbances 
and even shock waves in gas. The Damkohler 
number applied for the process of that type (flow 
characteristic time t f l  versus time of gas ionization 
t d i s ) is very big (10-103). Initiation of a nanosecond 
discharge greatly influence the structure of gas-
dynamic flow. Because of the quick input of energy 
into the thin near surface gas layer, shock waves 
arise. The disturbances arise it time t f l  - after flow 
luminescence interval t d i s  and can not influence 
plasma glow image. They were visualized by 
shadow method for both laminar and turbulent 
regions for the boundary layer. During registration 
of discharge radiation structure of the near surface 

flow does not change, because it has significantly 
less duration than the characteristic gasdynamic 
time in the shock tube. This enables to visualize 
"instantaneously" the structure of the surface flow 
by plasma sheet radiation. It is shown that the type 

 

 
 

Fig. 2. Gas discharge plasma radiation in the supersonic flow boundary layer: 
a) in the laminar area, b) in the turbulent area. The arrow shows the flow direction. 

 

 
 

Fig. 1. 
 



52 

of the boundary layer influences the character of 
development of discharge channels across a flow. 
Basic plasma instabilities do not have time to 
develop over the discharge time (less than 1 µs).  It 
distinguishes the plasma sheet from slower 
discharges. Image analysis of the integral discharge 
radiation images showed that behind the shock 
front (in the area of laminar boundary layer) 
discharge plasma radiation diffusely homogenous 
and smooth, without visible breaks of radiation. In 
the turbulent area of the boundary layer the 
discharge radiation becomes inhomogeneous with 
the separate curved plasma channels. The turbulent 
gas flow is ionized with the formation of plasma 
structures; their scale corresponds with the scale of 
flow turbulence.  

It was shown that the energy input into the 
area of the boundary layer of gas is comparable 
with the enthalpy of the gas behind the shock wave. 
The energy input reached 70-110% of enthalpy 
during the discharge both in the laminar and the 
turbulent layer. The thickness of the plasma sheet 
(the region of energy release) in a flow of about 0,5 
mm, i.e. scale of the thickness of the boundary 
layer. Change of the type of the boundary layer 
does not influence considerably the magnitude and 
uniformity of the energy contribution into the flow 
in the investigated range of parameters. The 

applicability of the fast homogeneous energy 
transfer model to analyze the influence of discharge 
on the flow is reflected in the identity of the 
dynamics of shock waves from the discharge area 
for both types of boundary layer. Turbulence of 
boundary layer does not significantly affect the 
uniformity of energy deposition. Inverse problem 
was solved and fitting method was used in order to 
find rate of electric energy, converted to heat during 
discharge current time versus gas density. As the 
mathematical model for flow simulation, the system 
of two-dimensional time-dependent Navier-Stokes 
equations were taken [3] with the corresponding 
boundary conditions. Inverse dynamic problem was 
solved: in comparing CFD and shadow images, the 
gas dynamic configurations of the shock wave 
produced by surface discharge were analyzed. On  
Fig.2 rate of electric energy, converted to heat 
during discharge current time versus gas density is 
shown. Rate of electric energy, converted to heat 
increases from 15% up to 60-65% at increasing of 
density  0.05-0.45 kg/m3. It should be connected  
with changing of kinetic processes in plasma of 
sliding surface discharge at changing of E/N. At 
E/N increasing (and gas density decreasing) rate of 
ionization, dissociating and electron energy 
excitation processes rises.  

 
 

Fig. 3. Rate of electric energy, converted to heat during discharge current time. 
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Thus, the quantitative research of the 
shock waves dynamics from the area of the 
discharge showed that this type of discharge – 
transversal distributed sliding surface discharge 
provides a high-energy pulse influence on both the 
laminar and the turbulent boundary layer. 
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Comparative numerical investigation of a supersonic flow past blunt and streamlined bodies in the presence of steady 

and pulsing toroidal-type upstream energy deposition was carried out. Depending on the geometry of the energy deposition 
region and the body, different regimes were observed. The conditions for equivalence of steady and pulse-periodic modes of 
the energy deposition are determined and the consequences of these conditions disturbance were estimated. 

 
 

Previously the possibility of control of flows 
past blunt and streamlined bodies by the energy de-
position in a small region, located upstream, was 
demonstrated [1]. The interaction of a thin high tem-
perature wake, which appears downstream an energy 
deposition region, with a shock layer ahead of bodies 
was mentioned as a reason for front separation zones 
formation. In this case the efficiency of wave drag 
reduction could be infinitely high because a static 
pressure inside a front separation zone is determined 
by a dynamic pressure value inside the temperature 
wake but not by the temperature wake thickness [2]. 
However a serious conceivable problem was volume 
and shift instabilities of front separation zones, which 
were observed during numerical simulations for 
small energy deposition regions. Some methods were 
proposed to avoid these instabilities [3]. 

The idea to use the energy deposition in a to-
roidal-type region for wave drag reduction was for-
mulated in [4]. The supersonic flows for different 
energy deposition regions geometry (ellipsoidal and 
toroidal-type) located upstream of blunt bodies were 
examined in [5]. The effect of Mach reflection of 
converging hanging shock wave near the symmetry 
axes was mentioned as a key factor for restructuring 
of flow regimes. 

In the present paper comparative numerical in-
vestigation of a supersonic flow both past blunt and 
streamlined bodies in the presence of steady and 
pulsing toroidal-type upstream energy deposition was 
carried out. Depending on the geometry of the energy 
deposition region and the body, different regimes 
were observed. The conditions for equivalence of 
steady and pulse-periodic modes of the energy depo-
sition are determined and the consequences of these 
conditions disturbance were estimated. 

 
1. Formulation of the problem 
 

The Euler equations were used for numerical 
simulation of unsteady inviscid flow in the presence 

of the localized energy deposition (here the equations 
are presented in vector form): 

 1div 0; grad 0;ρ ρ
ρ

∂
+ = + =

∂
d p

t dt
VV   

 2div ( ) ;
1 2

ρρ
γ

∂
+ + = = +

∂ −
e pe p Q e
t

V V   

 
Here p  is pressure, ρ  – density, V  – velocity 

vector, e  – the total energy of a volume gas unit. 
Axially symmetrical flows were examined, but de-
pending on the problem specific cylindrical ,r z  or 
spherical ,R θ  coordinates were used. The energy 
deposition was assumed to be the predetermined 
function of coordinates and time – that is the essence 
of the “energy source” mathematical model. The 
power input per a mass unit Q  for cylindrical coor-
dinates ,z r  is determined by the relationship: 

 

  
2 2

0 0
0( , , ) ( ) exp

( ) ( )
r r z z

Q r z t Q f t
r t z t

⎛ ⎞− −⎛ ⎞ ⎛ ⎞
⎜ ⎟= − −⎜ ⎟ ⎜ ⎟⎜ ⎟Δ Δ⎝ ⎠ ⎝ ⎠⎝ ⎠

  (1) 

 
Here 0Q – intensity, ,r zΔ Δ – radiuses of “effec-

tive” section, 0 0,r z – location (for toroidal region – 

0 0r > ). The space distribution for the power input is 
of Gaussian type, so that 0Q >  for each point in the 
calculation domain. But it is not a problem for a nu-
merical simulation because of exponential decreasing 
of the power input with the distance from the energy 
source center. 

For steady energy deposition regime the power 
input was “switched on” in the undisturbed superson-
ic flow (for all cases under the consideration – 

2M∞ = , 1.4=γ ): 
 

 
0, 0

( )
1, 0

t
f t

t
<⎧

= ⎨ ≥⎩
 (2) 
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Pulse-periodic unsteady regimes with rectangu-
lar pulses of the period duration T  and the pulse 
duration τ  were examined: 

 

 
, 0 mod( , )

( )
0, mod( , )

T t T
f t

t T T
τ τ
τ

≤ ≤⎧
= ⎨ < <⎩

 (3) 

 
The total power input W  is determined not only 

by the energy source parameters but also by the den-
sity distribution and therefore could be found only 
during the numerical simulation process: 

 

 ( ) 2W t Qr drdzπ ρ= ∫∫ . (4) 

 
All values are dimensionless. Scales for differ-

ent physical parameters could be combined from the 
basic scales: ,p ρ∞ ∞  – the static pressure and the 
density of the undisturbed upstream flow and l∞ – 
some linear scale (typically the radius of bodies mid-
section). For example, the scale for the velocity is 
( )1 2p ρ∞ ∞ , the scale for the time – ( ) 1 2l p ρ −

∞ ∞ ∞ , 
the scale for the power input per mass unit Q  – 

( )3 2 1p lρ −
∞ ∞ ∞ , the scale for the total power input W  

– 2 1/ 2( )p l p ρ∞ ∞ ∞ ∞  etc. 
The wave drag coefficient xc  was determined 

as an integral of the extra pressure over the body sur-
face with respect to the normal vector direction. The 
efficiency coefficient η  could be defined as a ratio of 
the saved power to the total power input W  ( BS  – 
the body midsection): 

 

2

2 ( 1) 2x
B

c p r dr
M S

π
γ ∞

= −∫ , 
3 2 3

2
B xM S c

W
γ

η ∞ Δ
=  (5) 

 
The explicit MacCormack  finite difference me-

thod [6] of the second order accuracy with coordi-
nates and time was used for the numerical simulation. 
Discontinuities (shock waves and tangential surfaces) 
were not allocated specially but calculated using reg-
ular algorithm. Special procedures were applied to 
ensure the impermeability conditions on the body 
surface and the condition of the free outlet – on the 
outgoing surface. On the incoming surface the flow 
was uniform. The time marching procedure was used 
to establish steady solutions or to examine unsteady 
processes. Courant–Friedrichs–Lewy stability condi-
tion was used to determine the time step. Spherical 
coordinates were used for blunt bodies and cylindric-
al coordinates – for streamlined bodies. Mesh resolu-
tion typically was 400x360 points for spherical coor-
dinates ,R θ  and 400x800 for cylindrical coordinates 

,r z . 

 

 
a) 0 0 050, 0.2, 0.05, 2.5, 0.5Q z r z r= Δ = Δ = = − =  

0.44, 44%, 3.8, 1.9x xc c W= Δ = = =η  

 
b) 0 0 050, 0.2, 0.05, 2.5, 0.3Q z r z r= Δ = Δ = = − =  

0.50, 37%, 2.3, 2.7x xc c W= Δ = = =η  

 
c) 0 0 050, 0.2, 0.05, 2.5, 0.1Q z r z r= Δ = Δ = = − =  

0.50, 37%, 0.77, 8.0x xc c W= Δ = = =η  
 
Fig. 1 The supersonic flow past sphere in the presence of 
the toroidal-type energy deposition: formation of front 
separation zone (a), temperature wake “explosion” (b), 
pulsing separation zone (c). 
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2. Regimes of steady flows for toroidal-type ener-
gy deposition 
 

The supersonic flow past sphere (initial wave 
drag coefficient 0 0.78xc = ) in the presence of up-
stream toroidal-type energy deposition was ex-
amined. Depending on the geometrical parameters of 
the region different regimes were observed during 
numerical experiments (Fig. 1). For the situation 
when the toroid radius is large enough ( 0 0.5r = ) – 
Mach reflection of the converging hanging shock 
wave near the symmetry axes was realized (Fig. 1a). 
Because of the total pressure defect near the symme-
try axes downstream the Mach stem the front separa-
tion zone ahead of the sphere surface appears. For 
smaller radius ( 0 0.3r = ) when the Mach stem is 
small the sudden enlargement of the high temperature 
wake during its interaction with the bow shock ahead 
of the sphere – “wake explosion”, was observed 
(Fig. 1b). For the small radius ( 0 0.1r = ) the unsteady 
pulsing front separation region of special type (with 
central high enthalpy stream) was formed (Fig. 1c). 

Thus new stable regimes for the supersonic flow 
past blunt bodies in the presence of upstream toroid-
al-type energy deposition regions were determined: 
the regime of front separation zone formation 
(Fig. 1a) and the regime of “wake explosion” 
(Fig. 1b). It is essential that these regimes are charac-
terized by the appearance of tube-type high enthalpy 
cold stream, which becomes an isolator for the body 
surface from the high temperature wake, spreading 
inside a shock layer. 

For all cases under the consideration the wave 
drag reduction was considerable (35% – 45%). The 
efficiency depends on the toroid radius – the larger is 
the radius, the less is the efficiency (the coefficient 
was varied from 2η =  to 8η = ). 

The supersonic flow past streamlined ogival-
type bodies was also examined. The surface of the 
body was formed by rotating of the circle arc around 
the symmetry axes. The initial wave drag coefficient 
was 0 0.37xc =  – much less than the one for blunt 
bodies. Previously the formation of front separation 
zones for streamlined bodies because of the interac-
tion of a shock layer with subsonic temperature 
wake, which was appeared downstream ellipsoidal 
energy deposition region, was observed [1,2]. 

The formation of front separation zones was not 
observed for supersonic flows past streamlined bo-
dies with upstream toroidal-type energy deposition 
regions. The flow over body was regular (with at-
tached shock wave at body apex) regardless of the 
toroid radius (Fig. 2). The appearing of complicated 
shock wave structures – “double Mach reflection” 
(Fig. 2a) or “single Mach reflection” (Fig. 2b) during 
the interaction of the temperature wake with the 
shock layer was typical. 

 

 
a) 0 0 050, 0.2, 0.05, 0.75, 0.5Q z r z r= Δ = Δ = = =  

0.28, 23.6%, 3.8, 0.48x xc c W η= Δ = = =  

 
b) 0 0 050, 0.2, 0.05, 0.75, 0.3Q z r z r= Δ = Δ = = =  

0.29, 20.5%, 2.3, 0.69x xc c W η= Δ = = =  

 
c) 0 0 050, 0.2, 0.05, 0.75, 0.1Q z r z r= Δ = Δ = = =  

0.32, 12.6%, 0.77, 1.26x xc c W η= Δ = = =  
 
Fig. 2 The supersonic flow past streamlined body in the 
presence of toroidal-type energy deposition: double Mach 
reflection (a), single Mach reflection (b), regular interac-
tion (c). 
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As before for blunt bodies the stability of gas-
dynamic structures and the appearance of isolating 
tube-type high enthalpy cold stream should be men-
tioned as the positive factor. The negative factor is 
low efficiency for wave drag reduction. When de-

creasing the toroid radius from 0 0.5r =  to 0 0.1r =  
the wave drag reduction decreases from 24% to 12% 
whereas the efficiency coefficient increases from 

0.5η =  up to 1.25η = . 
 

3. Pulse-periodic regimes of toroidal-type energy 
deposition 

 
Numerical investigation of supersonic flow past 

blunt bodies in the presence of a steady and pulse-
periodic toroidal-type upstream energy deposition 
was carried out. Pulse-periodic unsteady regimes (3) 
with rectangular pulses of the period duration T  and 
the pulse duration 2Tτ =  were examined.  

The sufficient condition for the quasi-stationary 
regime realization is the continuity of a temperature 
wake, which appears downstream the energy deposi-
tion region. So the simplest estimation for the critical 
period duration *T  could be delivered as follows. A 
drift of a temperature cloud by an ambient flow dur-
ing the time between pulses should be smaller then 
the length of the energy deposition region: 

 
 ( )* 2M T zγ τ∞ − ≤ Δ  (6) 
 

The appearance of vortexes for an early stage of 
an interaction of a growing high temperature cloud 
with a shock layer ahead of a body is typical both for 
steady and pulse-periodic (quasi-stationary and es-
sentially pulsing) energy deposition regimes (Fig. 3). 
The reason for this effect is the interaction of the 
tube-type temperature wake, which is formed down-

 

 
 
Fig. 4 Dynamics of wave drag reduction with time for 
steady (1), essentially pulsing (2) and quasi-stationary 
regimes (3) of toroidal-type energy deposition. 

 

 
a) T τ=  

b) 0.2, 0.1T τ= =  

 
c) 0.4, 0.2T τ= =  

0 0 050, 0.2, 0.05, 2.5, 0.5Q z r z r= Δ = Δ = = − =  
 
Fig. 3 Vortex generation for early stage of an interaction 
of a growing high temperature cloud with a shock layer 
ahead of a sphere for steady (a), quasi-stationary (b) and 
essentially pulsing (c) regimes of energy input. 
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stream the energy deposition toroidal region, with the 
bow shock wave ahead of the body. Flow structures 
for quasi-stationary mode (b) are very close to the 
steady ones (a). 

Flow structures for essentially unsteady mode 
(c) differ from steady (a) and quasi-steady (b) ana-
logs – every pulse generate vortex inside the shock 
layer. The generation of vortex structures during a 
whole calculation time is typical for essentially puls-
ing regimes, when the conditions for quasi-stationary 
regime realization were not satisfied. 

The dynamics of wave drag coefficient xc  with 
time t  for steady, essentially unsteady and quasi-
stationary time modes are presented in Fig. 4. The 
quasi-stationary mode function (3) repeats steady 
mode function (1) within some small oscillations. So 
the transitional dynamics during the numerical time-
marching estimation process for quasi-stationary and 
steady regimes are equivalent. The amplitude pulsa-
tions for the essentially unsteady mode (2) are very 
large and pick values are even higher than the initial 
wave drag level. 

So the equivalence of steady and pulse-periodic 
regimes of the energy deposition in toroidal region is 
the necessary condition for effective wave drag re-
duction – the pulse period should be shorter than crit-
ical to secure quasi-stationary regime of the energy 
deposition. For period longer than critical essentially 
unsteady mode is realized, vortex generation in the 
shock layer is taking place and pulsations of wave 
drag are inadmissibly large. The critical period dura-
tion is proportional to the elongation of the energy 
deposition region. 

 
Conclusions 
 

Comparative numerical investigation of a super-
sonic flow past blunt and streamlined bodies in the 
presence of steady and pulsing toroidal-type up-
stream energy deposition was carried out. Depending 
on the geometry of the energy deposition region and 
the body, different regimes were observed. The wave 
drag reduction was considerable and effective for 
blunt bodies but ineffective for streamlined bodies. 
The positive effect is the stability of gasdynamic 
structures and the appearance of tube-type high en-
thalpy cold stream, which becomes an isolator for the 
body surface from the high temperature wake. The 
conditions for equivalence of steady and pulse-

periodic modes of the energy deposition are deter-
mined. To realize quasi-stationary regimes the period 
duration should be less then critical value, which is 
proportional to the elongation of the energy deposi-
tion region. The realization of quasi-stationary re-
gimes of an energy deposition is the important condi-
tion for effective wave drag reduction. 
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 The flow choking by heat addition in a finite fixed layer (thermal crisis) in the flow field of a cylindrical 
or a spherical mass source is investigated. Choking is defined by the value of Mach number equal to unity at the 
back section of the energy addition layer or at the section that is very close to the back section. Distinction from 
the thermal crisis in the one-dimensional uniform gas flow is under consideration. It is shown that situations ex-
ist when Mach number takes its extremal value, which is close to unity, at some section inside the heat addition 
region, then after initial growth it diminishes, and after initial decrease it increases. Examples of thermal crisis 
are given for different energy release laws, for the source and the sink, to the stagnation region and to vacuum. 
Asymptotic solutions near such peculiar sections with the changing Mach number derivation sign are investi-
gated. Common regularities are outlined for relative values of energy parameters and coordinates of the peculiar 
section in the case of heat addition per unit mass and per unit volume, for the source to the stagnation region and 
to vacuum, for cylindrical and spherical sources, at variations of energy addition region location. Evaluation is 
made for the influence of circulation in the cylindrical mass vortex-source on flow choking by energy addition.  
 

 
1. Introduction  

 
In reference [1] identities and distinctions of 

stationary flows with heat sources for three-, two-, 
and one-dimensional cases are examined. The thre-
shold of shock wave formation is investigated, and 
the regime of continuous (without shock waves) 
transition through the sonic speed is studied [2]. 
The dependencies of the mentioned phenomena on 
similarity numbers E, Q (energy parameter E for 
heat addition per unit volume, or Q - per unit mass), 
adiabatic index γ, and on perpendicular-longitudinal 
sizes of the heat source are studied. The phenome-
non of flow choking (thermal crisis) for the one-
dimensional stationary stream is noted [3,4]. A 
principal physical difference is shown between the 
one-dimensional case and the two- or three-
dimensional ones [1].  

At cylindrical or spherical sources [5-8] we 
can also prescribe the heat addition g(r) per unit 
mass or per unit volume in some layer of thickness 
d. Energy sources may be chemical reactions, elec-
trical discharge, [9-11], laser radiation [12−14].  

As the analysis shows stationary flows (cy-
lindrical or spherical source/sink), that depend on 
one coordinate have characteristic distinctions [15]. 
The distinction is the greater number of possible va-
riants: flow to vacuum, to stagnation region, from 
stagnation zone, from the space of a rarified gas 
(from vacuum). The Mach number of the flow can 
vary not only due to heat addition but due to space 
divergence/convergence also. The investigation of 
E- and Q- variants of the energy increase process 
aimed at achieving Mach number values equal to 
unity at the back section of the energy addition re-
gion rcr=r2 or rcr=r1, showed that situations exist, in 

which, when energy parameters E, Q slightly differ 
from their critical values, the Mach number is very 
close to unity near the critical section r*<r2 at some 
coordinate rΔ, being close to r*, and simultaneously 
the Mach number derivation becomes equal to zero 
dM(rΔ)/dr=0. In this section the value of МΔ is ex-
tremal and in subsequent sections the Mach number 
varies in the opposite direction as compared with 
Mach number variations before the section r=rΔ. 
Strictly speaking by mathematics the Mach number 
is as close to unity as possible but not equal to uni-
ty. The sections rΔ and r* are indistinguishable by 
physics. The subsonic flow accelerating before the 
section rΔ starts decelerating, and the supersonic 
flow decelerating before r<rΔ starts accelerating. 
The thermal crisis realizes at the section r* and is 
impossible in the back section r2. This characteristic 
feature of the thermal crisis in the flow field of a 
cylindrical or spherical source seems to be essential 
both in theoretical and in applied aspects. For ex-
ample, one can economize energy by eliminating a 
part of the energy addition region (r*, r2), if the aim 
of the heat addition is to realize the thermal crisis, 
to achieve the value of Mach number equal to unity 
М=1.  

 
2. Statement of the Problem  

 
The conservation equations of gas mass, 

momentum, energy in physical variables are: 
  

011
=++

r
n

dr
du

udr
dρ

ρ
  (1) 

0=+
dr
dp

dr
duuρ  (2)  
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Here ρ is the density, p is the pressure, u is the gas 
velocity, n=1,2 for the cylindrical or spherical 
source accordingly; g0, q0 are characteristic intensi-
ties of heat addition per unit volume W/m3 or per 
unit mass W/kg.  

Without energy addition g(r)=0, conservation 
equations (1)-(3) give the integral of source mass 
flow m0, the isentropic condition p/ργ=const and the 
integral of total gas enthalpy H0 (J/kg):  

 

02 murnn =ρπ , 
γ

ρ
ρ
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

00p
p ,   (4)  

( ) ( ) 0

0
2
0

2

1221 ργ
γ

ργ
γ

−
≡=+

−
=

puupH
  

 

Substituting u(ρ(r)), p(ρ(r)) in the total en-
thalpy conservation equation, we find an implicit 
solution r(ρ) and therefore functions u(r), p(r):  
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 (5)  

 
Let us nondimensionalize the equations and 

define similarity numbers. We take values p0,ρ0,u0 
as characteristic gasdynamic values, that are the 
maximal pressure, density and velocity without heat 
addition (u→0, p→ p0, ρ→ρ0 at r→∞, the flow 
stream to the stagnation region; p→0, ρ→0, u→u0 

= [2γp0/(γ-1)ρ0]1/2 at r→∞, flow stream to vacuum) 
and the minimal radius r0, where the Mach number 
M(r0)=1 [6-8].  

Further we denote values u/u0, p/p0, ρ/ρ0, 
r/r0 as u, p, ρ, r. We rewrite nondimensional equa-
tions (1-3) in the following form:  
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Here (7), (10) are the integrals of mass and 
energy conservation equations, E, Q are the energy 
parameters (the main similarity numbers of the 
problem), moreover  
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where the dimensionless mass flow value m is 
found using the condition dr/dρ=0 of the minimal 
radius, and functions F(r), Fρ(r) are integrals:  
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The function f(r) is normalized, so that the integral 
by space of f is equal to the total source power W0:  
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We took the value q0 equal to q0=g0/ρ0. Due 

to the fact that in the Q-variant (heat addition 
prescribed per unit mass) the intensity function of 
heat source f(r) under the symbol of integral is 
multiplyed by the density value ρ, which is less 
than unity, the total energy added to gas Wadd is less 
than W0:  
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3. Examples  
 
Let us consider specific laws of heat addi-

tion. Uniform heat addition:  
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Linear law with intensity increase:  
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Linear law with intensity decrease:  
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Dome (quadric) law of heat release:  
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In Figure 1 dependencies of the Mach number on 
the coordinate are shown at the uniform heat addi-
tion for the Q–variant in the interval [r1=2, r2=3] at 
the flow field of the spherical mass source n=2. 
Curve 1 corresponds to the case of the stream to va-
cuum, 2 – to the stagnation region, 3 – from the 
stagnation region, 4 – from the space of the rarefied 
gas (from vacuum).   

Curve 2 corresponds to the case, in which 
М=1 is achieved inside the energy release zone at 
the critical coordinate r*≈2.78, curve 2a contains 
the point rΔ≈r*, at which the Mach number deriva-
tion dM(rΔ)/dr=0 and after which the value M goes 
away from unity. Note that strict values of Q*, r*, 
QΔ, rΔ depend on the step of the finite-difference 
scheme (or an equivalent one). Here the error of 
several percent is tolerable. So, Figure 1 shows the 
case being described in Introduction and 
representing the main essential distinctions as com-
pared to the one-dimensional uniform flow with 
heat addition. In the spherical mass source at inter-
val [r*, r2] even under energy addition the values of 
Mach number go away from unity.  
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Figure 1. Mach number as function of coordinate M(r) at 
uniform heat addition f(r)=C in the interval [2,3]. Spher-
ical mass source (n=2): 1 – to vacuum, Qcr=91.7; 2 – to 
stagnation region, Q*=2824, r*≈2.78; 2a - 
QΔ=2823.5<Q*; 3 – from stagnation region, Qcr=469; 4 
– from vacuum, Qcr=27; 5 and 6 – without heat addition. 
Adiabatic index γ=1.4 (air). 
 

 

Note that as compared to the one-
dimensional flow with the energy addition pre-
scribed in the interval (layer), the number of possi-
ble variants grows from two (E and Q-variants) to 
sixteen: 1) flow to vacuum, 2) to stagnation zone, 
3) sink from stagnation space, 4) sink from rarefied 
gas space (from vacuum) [16, 15]. Energy expense 
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(by the value of similarity number E and Q) 
increases in passing from one variant to another in 
the following order: 4, 1, 3, 2. For cylindrical and 
spherical cases, for E and Q-variants the hierarchy 
is identical. Thermal choking was defined by the 
M=1 at the back section of the energy release 
region, at rcr=r2 =4 for the source and at rcr=r1 =3 
for the sink (where M(rcr)=1 at E=Ecr or Q=Qcr; 
critical values Ecr,Qcr are similarity numbers at the 
thermal crisis).  

In calculating we took the system of equations 
(6)-(10) in the form [17]:  

 

( )

( )2

12

2

1
2

1 Mp

Q
E

rf
r
m

r
pnm

dr
dp nn

−
−

⎩
⎨
⎧

−
=

+

ργ
ρ

ργ

,       (21) 

 
( ) ( )

( )2

3

12

2

1
2

1
2
1

Mp

Q
E

rf
m

r
r
nm

dr
d

n

n

−
−

⎩
⎨
⎧−

−
=

+

ργ
ργ

ργρ
ρ  , 

 

( )
p

urM ρ
γ

2
2

1
2
−

= ,       ( )
ρnr

mru =   

 
This statement shows that in the limit M→1 

there is a peculiarity. The system of equations (6)-
(10) can be also written in the form of a single equ-
ation, for example, for M(r) (equations for u(r), ρ(r) 
or p(r) see in Reference [15]):  
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The first member in the right part of equa-

tion (22) describes Mach number variations due to 
heat addition: heat addition decelerates the gas flow 
at М>1, and accelerates it at М<1. The second 
member describes the spatial flow diver-
gence/convergence: on moving to vacuum the spa-
tial expanse accelerates the supersonic flow, but 
with the stream to stagnation zone it decelerates the 
gas flow. Therefore, in the case of the source the 
spatial expansion opposes Mach number variation 
due to heat addition.  

In the case of the sink from the stagnation 
space (М<1) both heat addition and space conver-
gence accelerate the gas flow. In the case of the 

sink from the rarefied gas zone (М>1) space diver-
gence and heat addition decelerate the gas flow.  

Thus for the source there might be situa-
tions, in which energy addition is compensated by 
space expansion well before the gas exits from the 
heat addition zone. At some section rΔ (<r*) for the 
energy parameter value EΔ (<E*) or QΔ (<Q*) we 
get dM(rΔ)/dr =0. After that section the values of 
Mach number begin to go away from unity.  

No similar situations are possible for sink.  
In Figure 2 the following functions of the 

coordinate r1 are presented: critical coordinate r* 
(curve 1) and critical value of the energy parameter 
Q* (4) for the case of the source to the stagnation 
space. As the energy release zone arrives close to 
the minimal radius, the difference between coordi-
nate r* and back coordinate r2 becomes comparable 
with the characteristic (minimal) radius.  
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Figure 2. Spherical source flow to the stagnation zone, 
n=2, γ=1.4, uniform heat addition f= C =3/[4π(r2

3 - r1
3)] 

in interval [r1, r2=r1+1]. Values r* (curve 1) and Q* (4) 
as function of initial coordinate r1, 2 – coordinate r2, 3 - 
r1.  
 
 

In Figure 3 the energy Q*Fρ* added to the 
gas from the initial to the critical section is shown 
as a function of the initial coordinate r1 of the heat 
release zone (curve 1). For the Е – variant the add-
ed energy ЕcrF(r2)/4π is higher throughout the 
whole range (curve 2). At r1=1.5 for the Е - variant 
the supplied energy is more than twice that for the 
Q – variant. Note that at r1=1.2 and the energy pa-
rameter equal to E =25 the Mach number inside the 
energy addition zone is practically constant 
M≈0.453 (with the error less than 1%).  
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Figure 3. Power supplied to gas 
Q*Fρ*=Wadd/(4πr0

2u0p0/(γ-1)) as function of coordinate 
r1, curve 1; added power EcrF(r2)= W0/(4πr0

2u0p0/(γ-
1))=Ecr/4π - curve 2. Spherical source, n=2. Uniform 
heat addition, γ=1.4 .  

 
 

For the case of the uniform law of heat addi-
tion in the flow field of the source, that streams to 
vacuum, in Figure 3 [15] it is shown that a slow 
energy addition to the extended region d=r2-r1=3 
(r1=1.5, r2=4.5) will require more energy to choke 
flow of a cylindrical mass source Еcr=2.125 as 
compared to the variant of intense heat release in 
the narrow interval d=1 (r1=3.5, r2=4.5), Еcr= 1.449.  

For the flow to the stagnation space and the 
narrow zone of heat addition d=1, r1=3, r2=4 the 
sufficient energy is Еcr=18.8, and for the wider zone 
d=2.5, r1=1.5, r2=4 – the sufficient energy is 
Еcr=13.4, i.e. the sufficient energy is lower for the 
wide zone of heat addition. Therefore in the consi-
dered examples it is preferable to decelerate the 
flow (which streams to vacuum) in the narrow in-
terval of heat addition, but to accelerate it (to the 
stagnation zone) in the wide one. 

Equation (22) differs from the respective one 
in [1], which describes Mach number changes at the 
axis (r=0) for two- and three-dimensional flows. In 
the present paper the situation is different by phys-
ics. Stream lines in the considered cylindrical or 
spherical sources may only be straight rays radiated 
from a single center with different angles, moreover 
the values of all independent variables are governed 
by the single coordinate r.  

For two- and three-dimensional variants [1] 
streamlines may be curved. In the case of cylindric-
al or spherical mass sources the curvature of 
streamlines is zero at the sections rcr and r*.  

The calculations of variants with the linear 
law of heat addition increasing along r by formula 

(18) show no sections r* (see Reference [15], table 
2,а).  

In Figure 4 for E - variants of cylindrical 
source the critical section coordinates r* (Figure 
4,a) and the critical energy parameters E* (figure 
4,b) are presented as functions of the initial coordi-
nate r1 of the energy supply zone for the case of 
flow to vacuum (curves 1) and to the stagnation 
space (2). In the second case the dependence E*(r1) 
is convex, weak, and in the first one it is concave 
and stronger.  

 

 
 
Figure 4. Cylindrical source to vacuum, n=1 (curves 1) 
and to the stagnation space (2), E – variants, heat 
addition by linear law (19):  
   a –critical coordinate r* versus initial coordinate r1,  
curves 3 - r2=r1+1; 
  b –critical energy parameter E* versus coordinate r1.  

 

 

In Figure 5 dependencies of the critical 
coordinate r*(r1), critical energy parameter E*(r1) 
and Mach number M(r) are shown for the E – 
variant of the cylindrical source to vacuum with 
heat release in unit layer r2=r1+1. The initial 
coordinate r1 of energy addition zone varies 
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throughout the range r1 =1.1-4. The dependence 
(curve) E*(r1) is convex.  
   The results obtained for the laws (19), (20) allow 
us to conclude that for f(r2)=0 the critical section 
r*<r2 always exists.  
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Figure 5. Cylindrical source (n=1), flow to vacuum, heat 
addition law (20), dome:  
a – critical coordinate r* (curve 1), back section r2 (2), 
initial coordinate r1 (3) as functions of r1;  
b – critical energy parameter E* versus r1;  
с – Mach number M(r);  
at r*=4.922, E*=1.484, r1=4 (curve 1),  
r*=3.392, r1=2.5, E*=1.367 (2), EΔ=1.366 (2a);  
r*=1.863, E*=1.174, r1=1.1 (3);  
without heat addition, E=0 (4).  
 
 
4. Asymptotic Solution Near a Peculiar Point  

 
Let us build up asymptotic expansions of 

gasdynamic values under consideration near sec-
tions r*. At the point r=r*, in which the Mach 

number equals unity M=M*=1 and in the vicinity of 
which the first Mach number derivation dM/dr≈0, 
one can write using equations (7), (10), (21) the 
following expressions for density ρ*, velocity u*, 
presure p*:  
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The examples presented in [15] and in Figure 6 
show that we have a peculiar point of “saddle” type 
[18].  
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Figure 6. Mach number М in the neighbourhood of 
critical coordinate r*≈3.89752 (with critical energy 
parameter E*≈ 17.1294793) inside heat addition layer 
[r1=3,r2=4] by law (19) in cylindrical source n=1 to 
stagnation space: 1 – М(rδ)=1, rδ<r*, dM/dr→∞ (flow 
choking); 2 - М(rδ→r*)=1, Eδ=17.1294795 (stricktly by 
mathematics it is the limit of curve 1), 2a - M→1, 
М(rΔ)<1, EΔ=17.1294791 (“limit” of curve 3), 3 – 
М(rΔ)=1-Δ<1, rΔ≠r*, dM(rΔ)/dr=0 (subsonic flow); 
curves B, A, C (dashed lines) are analytical 
approximations of variants 1, 2, 3, correspondingly.  
 

The asymptotes passing through the critical 
point r* can be described by the following expres-
sions, using an auxiliary value x=r-r* :  
 

( )...1 *4
2
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2

*2* +++= dxxdpp ,  
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..1 *4
2

*2 +++= αα xxM              (25)  
 
The coefficients ai*, αi*, bi*, di* of 

gasdynamic values expressions were defined by 
substituting expansions (25) to equations (6), (8), 
(9) and (22), these coefficients are presented in [15] 
in Appendix A as functions of n and γ. In Figure 6 
asymptotes of Mach number M(r) are presented by 
dotted lines А.  

If the energy parameter Eδ (or Qδ) is greater 
than its critical value by small quantity (Eδ-E*)/E* = 
(δ/r*)CE <<1 (where CE is constant, moreover at 
CE=0 it is necessary to take the next in order term 
(δ/r*)2CE2), then Mach number assumes unity at 
some point rδ<r* (such that 0<δ/r*=(r*-rδ)/r*<<1). In 
close proximity to the peculiar point rδ, which 
precedes the section r*, it is necessary to search 
asymptotic expansions by degrees of value z=⏐r-
rδ⏐1/2:  
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Substituting expansions (26) to the equations 

(6), (8), (9) and (22), we find the coefficients ai, bi, 
di, αi (see [15], Appendix B). The order of value of 
the coefficients α1, a1, b1, d1 is δ1/2, the coefficients 
α2, a2, b2, d2 are of the order of unity, and 
coefficients α3, a3, b3, d3 are of order ~ δ-1/2. The 
first two terms of asymptotic expansions (26) with 
the found coefficients in the neighbourhood of the 
point rδ sutisfactorily approximate the numerical 
solution (see dotted line B in Figure 6).  

Let us consider the behaviour of the solution 
in the neighbourhood of the point rΔ≠r* (at the 
energy parameter value EΔ<E*, QΔ<Q*), in which 
the Mach number is not equal to unity M=MΔ= 1+Δ 
≠1 and the Mach number derivation equals zero 
dM(rΔ)/dr=0. The differencies between the values 
rΔ and r*, values EΔ and E*, QΔ and Q* are small, so 
that δΔ/r*=⎜rΔ-r*⎜/r*<<1, the energy parameter 
equals EΔ= E*(1 + (δΔ/r*)CE), QΔ = Q*(1+(δΔ/r*)CQ), 
where CE and CQ are constants of the order of unity. 

Asymptotic expansions by degrees of x=r-rΔ are to 
be searched for in the form of series:   
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The coefficients of expansions αi3, ai3, bi3, 

di3 are presented in Appendix C in [15]. The 
coefficient α23 is equal to zero due to the zeroth 
first derivation of the Mach number dM(rΔ)/dr=0. 
And the coefficients a23, b23, d23 are the values of 
order of unity. The coefficients α43, a43, b43, d43, 
being peculiar, are of order of 1/δΔ. Expansions (28) 
give a satisfactory approximation of the numerical 
solution at ⎢x⎢<⎢δΔ⎢ (see Figure 6, curve 3), but at 
some values ⎢x⎢>⎢δΔ⎢ the distinction from the 
numerical solution is essential.  

Let us analyse the example of heat addition 
per unit volume (E - variant) by the linear law with 
zero value at the final back section f(r)= СLB(r2-r) 
for the cylindrical source n=1 to the stagnation 
zone, see Figure 6.  

Figure 6 shows numerical solutions 1, 2, 3 
and analytical approximations (dotted lines B, A, C) 
in the neighbourhood of the peculiar point 
r*≈3.89752 (at the energy parameter value equal to 
E*≈17.1294793): at the peculiar point rδ<r*, curve 1 
– energy parameter Eδ>E* (dotted line B is the 
approximation by formula (26), at M=1 we have 
flow choking) and at the coordinate rΔ (≠r*), curve 
3 – energy parameter equal to EΔ<E* (dotted line С 
is the approximation by formula (28), curve 2а is 
very close to the limit А, and everywhere the Mach 
number is less than unity M<1; curve 2 is valid only 
up to the cross section of asymptotes A, flow 
choking at M=1). Values r*, G*, rδ, Gδ, uδ, pδ, ρδ, 
,rΔ, GΔ, uΔ, pΔ, ρΔ, MΔ were taken directly from the 
procedure of numerical solution calculation.  

By physics the limit variant A with flow 
choking is not realizable, as it is in the numerical 
procedure. In Figure 6 this variant is presented by 
curve 2 as the limit of variant 1. Curve 2а can 
approach the asymptote А from the curve 3 as close 
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as possible, but the flow is subsonic everywhere, 
M<1. Curve 2а has break at the peculiar point rΔ 
(which is very close to r*). In concordance the coef-
ficient α2* can take two values, that differ in sign in 
the corresponding formula [15]. For the series of 
curves 1 the part of the analytical curve A up to the 
crosssection point of two analytical asymptotic 
curves is real. The flow can not be transformed in a 
continuous way through the speed of sound for the 
cylindrical or spherical source (sink) with a 
prescribed destributed heat addition, as well as for 
the case without heat addition. Therein lies the 
essense of the phenomenon of thermal crisis.  

Similar examples are presented in [15]. Note 
that, all other factors being the same, the critical 
section in the cylindrical source is always placed 
closer to the back section r2 as compared to the 
spherical source.  

A comparison of E– and Q–variants of the 
flow to the stagnation space gives us the following 
result: the section r* is closer to the back section r2 
for the E – variant (and for the Q – variant in the 
case of flow to vacuum).  

At the varying initial coordinate r1 and the 
fixed unit extent d=1 of heat addition zone and all 
other conditions being the same the peculiar 
coordinate r* approaches the coordinate r2 when 
coordinate r1 increases. Striktly speaking the terms 
“initial” and “back section” correspond to the case 
of the source, but, as we noted above, there are no 
critical sections r* in the case of sink.  

 
5. Circulation Influence on the Thermal Crisis 

in a Cylindrical Mass Source  
 
Let us consider a cylindrical mass source with 

circulation Г0, m2/c. The conservation equation of 
radial momentum component (8) will change and 
the conservation equation of azimuth momentum 
component is to be added to the mass (6) and ener-
gy (9) conservation equations [6-8]:  
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Here the azimuth velocity component v is di-
vided by u0, the circulation Г0 is divided by the cha-
racteristic value Г=Г0/2πu0r0, where u0=[2γp0/(γ-
1)ρ0]1/2 is the maximal speed, r0=m0/2πρ0u0m is the 
minimal radius, we described them at the begin-
ning. The mass conservation integral is the same, 
but the energy conservation integral (10) takes the 
following form:  
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Without heat addition we have a solution:   
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It follows from the condition of the minimal 

radius dr/dρ=0 that:  
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The solution r(ρ), taken at the minimal radius, gives 
the relation between similarity numbers m and Г:  
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The variation ranges of values m and Г are:  
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Figure 7 presents the relations between m 

and Г at the adiabatic index values γ=1.1-1.4-5/3. 
Therefore it is possible to characterize the circula-
tion and the mass flow by the single similarity 
number G=Γ/m, which varies within the range from 
zero to infinity G=0÷∞.  

 

  
 

Figure 7. Relations of circulation Γ with mass flow m: 1 
– adiabatic index is γ=1.1, 2 – 1.4, 3 - 5/3.  
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For the heat addition in the vortex-source flow 
field of the system of equations may be assumed in 
the following form [17]:  
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Figure 8. Critical values of energy parameters Ecr, E* as 
a function of circulation Γ. Vortex-source to the stagna-
tion zone. Uniform heat addition (17) – curve 1, linear 
law with decreasing (19) – 2; γ=1.4, r1=3, r2=4.  
 
 

Fig. 8 shows an abrupt increase of the criti-
cal energy parameters values Ecr, E* due to the 
growing circulation Γ= 0-1 (with the simultaneous 
diminishing of the mass flow m=mmax-mmax/2-
0=0.2588-0.1294-0, at γ=1.4) for the cases of uni-
form (curve 1, Ecr) and linear with decreasing (2, 
E*) laws of heat addition. An extremely fast growth 
can be seen at the circulation approaching to the 
maximal value Γ→1 (and the mass flow approach-
ing zero m→0). For the dependence Ecr(Γ), curve 2, 
flow choking is realized at the back coordinate r= 
r2=4, and for the relation E*(Γ), curve 1, it occurred 
at the critical coordinate r*<r2. The coordinate r* 
varies weakly r*=3.897-3.906. Curves 1 and 2 are 
very close each to other.  

In Figure 9 critical energy parameter values 
E* are presented as a function of the adiabatic index 
γ in the case of heat addition law (19) at the max-
imal mass flow (curve 1, circulation is Γ=0) and at 

the mass flow equal to one-half the maximal one 
mmax/2 (the circulation Γ and parameter G=Γ/m are 
Γ=0.2527-0.454-0.541, G=3.77-3.51-3.345 at the 
adiabatic index equal to γ=1.1-1.4-1.667). There-
fore at the circulation growing up to the value 0.6 
(Figure 8, γ=1.4) the critical energy parameter value 
Ecr, E* increases by three times. At the adiabatic in-
dex γ growing from 1.1 (multi-atomic gas) up to 
1.667 (5/3, single – atomic gas) the critical energy 
parameter value E* increases from 7.55, 13.8 to 
24.08, 43.93 (at the mass flow m= mmax, mmax/2), 
i.e. more than by three times. At the adiabatic index 
γ variations from 1.1 up to 1.4 (air) the critical 
energy parameter value E* increases more than 
twice. The critical coordinate r* increases weakly, 
less than 1%. 

 
 

 
 
 

Fig. 9. Critical energy parameter E* as a function of 
adiabatic index γ: curve 1 - m=mmax, 2 - m=mmax/2 (vor-
tex-source). Linear law of heat addition with decreasing 
(19), r1=3, r2=4. 

 
 
 

6. Transition Through Sonic Speed  
 
Near the minimal radius section, for exam-

ple at r1= 1.1, the azimuth velocity v=Γ/r is suffi-
ciently large, and the total flow velocity 
V=√(u2+v2) at the beginning is less than sound 
speed cs, the total Mach number is less than unity 
M=V/cs<1 (Fig. 10, curves 2, 1, section r1≈1.5), 
then in the neighbourhood of the critical section r* 
the Mach number exceeds unity. In this case the 
radial velocity component u is lower than sound 
speed cs and the corresponding radial Mach number 
Mr = u/cs is within unity everywhere. A body placed 
in the flow field of such a vortex-source with heat 
addition will result in shock waves.  
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Figure 10. Vortex-source to the stagnation space, initial 
coordinate is r1=1.1, back coordinate is r2=2.1 (linear 
law (19), adiabatic index is γ=1.4, mass flow is 
m=mmax/4=0.0647, circulation is Γ=0.608):  
Critical energy parameter value E*=1.94165, critical 
coordinate r*=1.85 – curve 2, Mach number 
M=√(u2+v2)/cs; 4, radial Mach number Mr=u/cs;  
Energy parameter value EΔ=1.9415<E* - curve 1 (M), 3 
(Mr).  

 
 
At the circulation equal to zero Γ=0 the 

Mach number would nowhere exceed unity (curves 
3 and 4).  
 
Conclusions  
 

It is shown that heat addition in a layer in the 
flow field of a cylindrical or spherical source/sink 
causes flow choking for the cases of stream to va-
cuum, to the stagnation zone, from the stagnation 
space, from the region of the rarefied gas. Critical 
energy parameter values Qcr, Ecr are defined, at 
which speed of sound is achieved (the Mach num-
ber equals unity М=1) at the back sections of the 
heat addition zone r=r2 (source) or r=r1 (sink) for 
the variants of a prescribed intensity of heat release 
per unit volume and per unit mass.  

For the source at supersonic Mach number 
M(r1) = M1>1, as well as at the subsonic one M1<1, 
there might be possible a balance of two factors, 
heat addition and space divergence, at some section 
r* (<r2). For the sink both factors act in the same 
direction and the section of equilibrium r* is 
impossible. The section r* exists in all the situations 
if f(r2)=0.  

In the cylindrical source the critical section 
r* is always closer to the back section r2 as 
compared to the spherical source. In the flow to the 
stagnation zone the critical section lies closer to the 
section r2 for the E – variant as compared to the Q – 
variant, all other conditions being the same.  

As the initial coordinate r1 of the heat 
addition zone grows and its width d is fixed, the 
coordinate r* approaches the coordinate r2.  

Circulation in the cylindrical mass source 
can essentially increase critical energy parameter 
values. The increment of critical energy parameter 
value grows when the adiabatic index increases (in 
passing from a multi-atomic gas (γ→1) to a single-
atomic one (γ=5/3) and it rises sharply at the circu-
lation Γ=Γ0/2πr0u0 approaching its maximal value 
Γ→1.  

In the vortex-source to the stagnation space, 
the local transonic regions near the critical section 
r* are possible, but at the circulation equal to zero 
in the flow field of a cylindrical mass source the 
flow is subsonic everywhere.  
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Abstract. Interaction of microwave filament regarded as heated rarefied channel with supersonic shock layer is under 
consideration. Mechanisms of drag force reduction for symmetrically located filament and temporary drag force 
enhancement for asymmetrically located filament are discussed.  The latter is shown to be connected with forming the “heat 
piston” in front of the body inside a shock layer. Limited length and infinite filaments are considered. Dynamics of local 
Mach number, parameters in the stagnation point (including its position), drag, lift and pitch forces are researched. Formation 
of periodical steady flow structures is considered, too. 
 
 
Nomenclature 

 
M                   =     Mach number of oncoming flow 
γ                     =   ratio of specific heats, γ=1.4 
p0,  ρ0,  u0,  v0     =   freestream values of pressure,  
                            density and longitudinal and  
                            normal velocity components 
F                    =    front surface drag force 
D, d               =     diameter of aerodynamic body and  
                          filament diameter 
αρ                            =    degree of gas rarefaction in the  
                             filament 
Δl                   =   filament length  
y                    =     distance between the axis and the  
                             lower filament boundary 
ps ,     ρs          =        pressure and density in the  
                              stagnation point 

 
I. Introduction 

 
Flow reconstruction over aerodynamic 

body under the effect of heat inhomogeneities in a 
supersonic flow was under the interest from the 80th 
years of the last century (see [1], survey [2] and 
additional surveys in [3, 4]). In [5] the possibility of 
supersonic flow control by a space-distributed 
energy supply was pointed out. The problem of 
instabilities generation in such types of flows was 
initiated in [6]. Effects of flow structure 
reorganization (including reverse circulation flow 
generation) caused by the interaction of heated 
rarefied channel (or heated layer) with a shock layer 
are established in [7]. In [8, 9] application of this 
phenomenon for modeling of microwave energy 
effect on aerodynamic characteristics of bodies for 
the purpose of flow control improvement was 
considered. The vortex was established to generate 
at the first stage of energy release / shock layer 
interaction, this vortex was shown to be the reason 

of the face drag force reduction [8]. Efficiency of 
this approach was under the interest, too.  At the 
same time this vortex was shown to be responsible 
for generation of the reversal flow and later for 
generation of the reverse circulation flow [10]. In 
[11] the flow reconstruction under the action of 
microwave filament regarded as longitudinal heated 
rarefied channel in a supersonic flow is investigated 
for different body’s shapes. Also the results of 
computation of asymmetrically energy release into a 
supersonic flow were discussed. Pulsed flows with 
contact discontinuities instabilities generated via 
microwave infinite filament / cylinder shock layer 
interaction were obtained in [12 – 17]. The primary 
vortex was shown to be caused by the instability of 
contact discontinuity similar to Richtmeyer-
Meshkov instability which is generated as the result 
of microwave filament (regarded as heated rarefied 
channel) / bow shock wave interaction [12,13]. The 
lines of vortexes resulting from the shear layer 
instability were obtained. In [13] it was pointed out 
that this instability is of Kelvin-Helmholtz type and 
the mechanism of this instability was established. 

Recent experiments [18] showed the 
possibility of drag force enhancement as the result of 
the MW energy effect on supersonic shock layer. 
The enhancement has been registered for limited 
filament length in particular cases of asymmetrical 
filament location. In [16] the mechanism of drag 
force enhancement is established numerically for 
asymmetrically located filament. The mechanism is 
shown to connect with forming “heat piston” in front 
of the body inside a shock layer. Steady flow 
structures for this case of filament location were 
obtained and researched in [14, 19, 20].  

In this paper the phenomena accompanying 
asymmetrical location of microwave filament 
relative to AD body are investigated for wide class 
of defining flow parameters: rarefaction degree in 
the filament, impulse time duration and filament 
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location. Bounded length and infinite filaments are 
considered. Dynamics of local Mach number, 
parameters in the stagnation point (including its 
position) drag, lift and pitch forces are researched.  

 
II.  Statement of the problem 

 
Interaction of microwave filament with a 

shock layer is numerically analyzed on the base of 
the systems of Euler equations for an ideal gas.  
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The statement of the problem is analogous to our 
previous work in [8, 12]. The Mach number of the 
oncoming flow was 1.89 and 3. On the entrance 
boundary the parameters of the oncoming flow are 
used. Reflection (slip) boundary conditions are 
utilized on the body surface.  A no-reflection 
boundary condition is applied on the exit boundary. 
Energy deposition by microwave pulse is modeled 
as the instantaneous creation of a heated finite or 
infinite rarefied channel ("filament").  The filament 
enters the computational domain at the entrance 
boundary (x=0) as a channel of  low density ρi, 
ρi=αρρ0 for 0≤r≤0.5d.  The static pressure and 
velocity of the channel are equal to those of the 
undisturbed flow. Thus, the channel is regarded as a 
heated layer. Non-dimensional undisturbed flow 
parameters corresponding to the normal conditions 
are ρ0=1, p0=0.2, u0=1, v0=0. The filament is 
assumed to arise instantly in the steady flow in front 
of the bow shock wave at the time moment ti. Space 
and time filament characteristics are in agreement 
with the parameters of the heated areas obtained 
experimentally as a result of microwave energy 
injection in air [8, 9]. Experimental filament image 
on the photograph and schematic sketch for the 
statement of the computations are presented in Fig. 1 
and Fig. 2. 
 

 
 

Figure 1. MW  filament (experiment) 
 
 

  
 

Figure 2.  Schematic sketch 
 

 
Governing dimensionless parameters for 

the considered cases of the microwave filament / 
shock layer interaction are presented in Tab.1. 
 

Table 1. Governing dimensionless parameters 

Type Description Definition Value 

Flow Mach number M 1.89, 3 

  Specific heats ratio γ 1.4 

  Body’s diameter D 0.2, 0.4 

Filament Density ratio αρ 0.3 - 0.6 

  Diameter d/D 0.1, 0.125, 
0.25, 0.26 

  Length (duration) Δl/D 3.0, 4.0, ∞ 

  Location y/D -0.05, -
0.125, -
0.13, 0, 
0.08, 0.16, 
0.24, 0.25 

 
 

The base variant of the employed difference 
scheme is described in [21]. Details of the used 
schemes modifications are described in [13, 14]. The 
schemes are second order accurate in space and 
time. In addition to the conservation property over 
divergent variables, the schemes are conservative 
over the divergent variables for space derivatives. 
This property provides correct computational contact 
discontinuities and vortices representation. 
Boundary conditions are incorporated in the 
calculations without breaking the conservation laws 
in the calculation area. All calculations have been 
implemented without introduction of any artificial 
viscosity into the applied schemes. 
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III. Results 

A. Asymmetrically located limited length 
filament: “heat piston” effect and drag force 
enhancement  

 
First we’ll demonstrate the effect of front 

body’s surface drag reduction as a result of 
symmetrically located limited length filament / 
shock layer interaction (see, also, [8]). Considered 
dimensionless parameters are presented in Tab. 2. 
One of the experimental results on drag reduction is 
presented in Fig.3. In the calculations the drag force 
reduction has been registered, too. In [8] the 
phenomenon of drag reduction was pointed out 
experimentally and numerically. It was shown that 
the phenomenon is caused by the vortices effect on 
the front body’s surface. The vortices are generated 
as a result of instability [12] initiated by the bow 
shock wave / heated channel boundaries (contact 
discontinuities) interaction. This instability is similar 
to the Richtmeyer-Meshkov instability. The vortices 
reach the body and decrease the pressure on the front 
surface.  
 

 
 
Figure 3. Finite filament / shock layer interaction: 
dynamics of the stagnation pressure 
 

 
Table 2. Dimensionless parameters. Case A. 

Type Definition Value Details 
Flow M 1.89 

 D 0.2  
Filament αρ 0.5 symmetrical 

location 
 d/D 0.26  
 Δl/D 3.0  
    
 y/D -0.13  
 ti 4.01  

 
 

Consider the mechanism of this drag 
reduction [10]. In Fig. 4 the fields of density (in 
isochors) and velocity are presented for the stage of 
drag reduction via the enlarged scaled slides. The 
central area of the increased density and pressure 
adjacent to the front body’s surface is divided into 
two symmetrical parts by this vortex structure. 
Upper vortex rotates clockwise and lower vortex 
rotates counterclockwise. Two streams enveloping 
these areas below are generated (t=5.2). With the 
help of these streams the values of density and 
pressure in the front area decrease (the areas of 
increased density and pressure are “blown out” from 
the front area). The shock structure moves to the 
body. At t=5.4 two vortex regions occupy all the 
space between the body and the vortex structure (the 
streams mention above have disappeared). Two new 
streams are now generating directed from the body 
(reverse flow generating), the gas inflow into this 
front area being locked up by two contact 
discontinuities located near the angles of the body 
(i.e. these contact discontinuities are close to 
tangential ones and gas cannot flow through these 
discontinuities). Thus, the pressure and density 
values near the front surface start to decrease. At 
t=5.6 the pressure continues to fall down and near 
the back side of the vortex structure the streams 

 

 
 
Figure 4.  Symmetrically located finite filament / shock layer interaction: density (isochors) and velocity fields [10] 
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directed to the body are generating. When these 
streams reach the body the parameters on the front 
surface re-establish (t=5.8). Note that the weak 
shock wave arises between the vortices and the 
pressure decrease is taking place together with this 
shock wave propagating to the body. Reflection of 
this shock wave from the body is registered in the 
experiment as the local non-monotony in the lower 
part of the pressure dependence on time (see Fig .3).   

In Fig. 6 the appropriate fields of local 
Mach number M, ,/ cvuM 22 +=  are presented. It 
is seen that the area adjusting to the front surface is 
subsonic. Note that in the vortices centres the local 
Mach number Mv, ,/)()( cvvuuM ccv

22 −+−= is 
close to zero (here uc and vc – the velocity 
components of the vortices centres, c – the sound 
velocity).   

B. Asymmetrically located limited length 
filament: “heat piston” effect and drag force 
enhancement  
 

Experiments [18] showed the possibility of 
temporary drag force enhancement as a result of the 

asymmetrically located microwave filament / shock 
layer interaction. For modelling this phenomenon 
[16] the following flow and filament dimensionless 
parameters were considered (see Tab.2). Underlined 
are the parameters of the calculations presented in 
Fig. 7-10. The reason for the drag enhancement is 
the formation of a “heat piston” in front of the body 
[10, 16, 22]. This structure is generated by the action 
of the lower vortex originating as the result of the 
instability of the filament boundaries (presenting by 
contact discontinuities) described in Part A. 
Consider this processes.     

The vortex flow rotates counter clockwise 
and turns the heated area. This heated area moves to 
the body together with the flow (because this 
structure is formed by the contact discontinuities).  
Near the body the shock structure is decelerated. 
Cooler gas doesn’t move through the boundaries of 
this area and has no possibility to flow away with 
the stream parallel to the front surface, so the 
pressure and density of the gas between it and the 
body increase (Fig. 7). Thus, the moving heated area 
acts like a moving piston and compresses the gas 
between its boundary and the body. Weak shock 
wave is registered in front of the heated area in the 

 
a) b) c) 

 
Figure 5. Symmetrically located finite filament / shock layer interaction: a) – density, b) – pressure on the front surface of 
the body; c) – face drag force dynamics 
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Figure 6.  Symmetrically located finite filament / shock layer interaction: fields of local Mach number M 
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pressure field (t=6.52) which strengthens the 
observed analogy. Pressure and density on the front 
surface increase together with the “heat piston” 
moving to the body (Fig. 8). The pressure growth 
defines the registered drag force enhancement.  

Respective dependences of density and 
pressure on the front body’s surface are presented 
in Fig. 5a and 5b (time moments are shown near the 
curves). According drag force dynamics is 

presented in Fig. 5c. It is seen that the interaction of 
the vortex structure with the body face is the reason 
of obtained drag force reduction.  

In [16] it is shown that moving heated area 
provides a compressed layer near the front body’s 
surface. In this layer for the considered parameters 
the pressure value is greater than its stagnation 
value maximally by 20% and the density value – 
about 10%. Then the area of increasing values of 

 
 
Figure 7. Asymmetrically located finite filament / shock layer interaction: density (isochors) and velocity fields [10] 
 

 
a)                     b) 

 
Figure 8. Asymmetrically located finite filament / shock layer interaction: a) – density and b) – pressure on the face of the 
body 
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Figure 9. Asymmetrically located finite filament / shock layer interaction: fields of local Mach number 
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pressure and density expands from the body. This is 
strengthened by the braking the shock structure near 
the body. Fields of Mach number are presented in 
Fig. 9. Formation of strongly subsonic area is 
registered in front of the body with increased value 
of density and pressure. Besides near the body’s 
corner the supersonic area of increased Mach 
numbers is formed as a result of the shock structure 
/ rarefaction wave interaction. 

The observed drag enhancement is based on the 
generation of a mass of compressed cooler gas near 
the body via the heated area boundary effect. Fig. 10 
presents the dependence of the front surface drag 
force on the defining filament parameters (αρ, Δl and 
y). This effect is stronger for smaller rarefaction 
degree αρ in the channel and greater Δl. For the 
considered parameters this enhancement has 
maximal value for y/D=0.08. For comparison with 
the experiments, where the diameter of the MW 
discharge channel is sufficiently less than in the 
computations,  we consider the value of filament 

coordinate location for maximal drag force 
enhancement as yc=y+0.5d=0.205D. In the 
experiment this value is 0.25D. Thus, the 
coincidence of the simulated and the experimental 
values is within 20%. Such close coincidence is 
surprising because in the experiments both the AD 
body and the MW filament are cylinders (3D case) 
whereas our model is plane and is of 2D-geometry. 
Also the effects of viscosity are present only at the 
scheme level (as the scheme viscosity). We can 
conclude then that the basic factors defining this 
phenomenon are weakly dependent on 
dimensionality of the constituent objects and 
dissipative effects. 

C. Asymmetrically located infinite filament / 
shock layer interaction  

For the interaction of an infinite filament 
with the shock layer the drag force and stagnation 
parameters are investigated up to statistically steady 
state (see also [23]). The dimensionless parameters 

 
                         a)                                                            b)                                                            c)  

Figure 10. Asymmetrically located finite filament / shock layer interaction: drag force enhancement for governing filament 
parameters, a) Δl/D=3.0, y/D=0.08, variation of rarefaction degree αρ, b) αρ=0.5, y/D=0.08, variation of filament length 
Δl/D, c) αρ=0.5, Δl/D=3.0, variation of filament location y/D   
 

Table 3. Dimensionless parameters. Case C. 

Type Definition Value Details 

Flow M 1.89  

 D 0.2  

Filament αρ 0.4, 0.5, 0.6 asymmetrical location 

 d/D 0.125, 0.25  

 Δl/D ∞ 

 y/D 0.08, 0.16, 0.24 ,0.25 

 ti 3.58, 4.01 
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are presented in Table 3.  
 

 
 

  
 

Figure 11. Flow dynamics of the infinite asymmetrically located filament/shock layer interaction, isochors [14]   

 
 

  a)   b)   c) 

 
        d)                e) 

Figure 12. Infinite asymmetrically located filament / shock layer interaction: a) - d) dynamics of defining pulse flow 
parameters; e) - dynamics of stagnation point y-coordinate on the front body’s surface ys (curve 1) and stagnation pressure ps 
(curve 2)  [14] 
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Dynamics of the process in isochors is presented in 
Fig. 11. As compared with the symmetrical case an 
additional shock wave is generated from the left 
boundary of the rarefaction wave with the centre in 
the bottom body’s corner (Fig.11, t > 9.6). Note that 
for smaller rarefaction in the filament this shock 
wave does not appear. The stagnation point is 
established to be formed in a new position lower the 
body’s face center point.  

Fig. 12 presents the force F, pressure pc and 
density ρc at the center of front surface, the x-
coordinate of the point of intersection of the lower 
channel boundary and the bow shock wave front and 
the dynamics of the new position of the stagnation 
point.  Here  

,∫
+

=
dbr

br
pdrF  

where rb is the lower body’s r-coordinate. It is seen 
that the behavior of pc defines approximately the 
behavior of F. Some temporary drag force 
enhancement (“heat piston” effect) relatively the 

symmetrically located filament is seen at the 
beginning of the process (see Fig. 12a - 12c). Note 
that in this case the pressure in the centre of the front 
surface is greater than the undisturbed stagnation 
pressure but the maximal value of the drag force 
does not exceed its undisturbed value. Thus, the 
character of pressure in the centre point in this case 
does not entirely define the character of the drag 
force. Besides it can be concluded that the presence 
of the back filament boundary (bounded length 
filament) plays an important role in drag force 
enhancement.  

It is shown that in statistically steady 
state the stagnation point is forming in the lower 
position than that for the case of symmetrical 
filament location (Fig. 12e), its position dynamics 
being of pulse character reflecting pulse (stochastic) 
flow character in whole.  
Slides of the steady state in isochors calculated on 
more roughly grid (with hx and hy equal to 0.001) are 
presented in Fig. 13 for asymmetrical (y/D=0.16) 
infinite filament location. On this grid stochastic 
character of the processes does not registered in the 

y/D=0.08 
     αρ=0.4       αρ=0.5   αρ=0.6 

           
 

y/D=0.16 
αρ=0.4       αρ=0.5   αρ=0.6 

           
 
 

Figure 13. Asymmetrically located filament / shock layer interaction: steady flows for different defining parameters (density, 
isochors) 
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steady state but using here difference scheme is 
established to produce averaged flow characteristics 
with sufficient accuracy on more roughly grids [13]. 
In the case of symmetrical filament location the 
heated flow envelopes the upper and down body’s 
surfaces. For asymmetrical filament location the 
contact discontinuities form a new structure, the 
below contact discontinuity turns near the body and 
becomes parallel to body’s front surface dividing the 
gas near the front surface into cold (adjacent to the 
front surface) and heat layers. Lower part of the flow 
decelerates (with new position of stagnation point 
generation), changes its direction and becomes 
parallel to the front body’s surface.  

Near the upper body’s corner a new 
separation area is registered with vortex flow inside 
of it. The values of pressure and density are 
decreased in this area. The warm flow envelopes the 
upper body’s surface at some distance from it. The 
arising shock wave near the upper body’s surface is 
diffracted inside the heated flow. The appropriate 
fields of Mach numbers are presented in Fig. 14. 
White color denotes flow transonic areas. In the 
separation area near the upper body’s corner the 
supersonic area is registered similarly to that 

described in Part B.  According dynamics of the 
drag forces for different defining flow parameters is 
presented in Fig. 15. It can be indicated that the 
processes are stochastic and for more rarefied 
channel the large scaled pulsations are registered. 
The averaged dependencies of the relative values of 
stagnation point location, drag force and stagnation 
pressure over defining flow parameters for 
asymmetrical filament location are presented in Fig. 
16. Here ps0, Fs0 and ys0 – accordingly, stagnation 
pressure, drag force and stagnation point coordinate 
(equal to 1) for the flow without filament. It is seen 
that the stagnation point location on the front of the 
body is lower and drag force reduction is greater for 
greater gas rarefaction in the filament (or the greater 
values of the filament temperature). Note, that these 
dependencies are close to linear over αρ. 
Dependencies of the relative stagnation pressure on 
αρ for y/D=0.16 and 0.24 are more complicated, but 
for y/D=0.08 it is linear, too, and the behavior of 
drag force is defined by the behavior of the 
stagnation pressure. In Fig. 17 averaged 
dependencies of the relative values of stagnation 
pressure, drag force and y-coordinate of the 
stagnation point on the body over the release 

 y/D=0.08 
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Figure 14. Asymmetrically located filament / shock layer interaction: steady flows for different defining parameters (fields of 
local Mach number) 
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filament location are presented for different 
rarefaction factor in the release filament. The 
stagnation point location on the front of the body is 
lower and drag force reduction is greater for greater 
values of y/D. Note, that these dependencies are 
linear over the value of the relative distance from 
filament to the axis of symmetry y/D. Dependencies 
of the relative stagnation pressure on y/D for 
different αρ are more complicated. 

D.  The mechanism of lift/pitch force origination 
in the case of zero attack angle 

 
If the heated channel/thermal layer is 

placed up from the axis, only one vortical structure 
is originated in the steady state instead of two such 
domains. The warm stream entering the triangle 
heated area now is not divided and it flows through 
this area above the vortical structure to the upper 
corner of the body and then along the upper lateral 
surface (see Fig. 13). Disposal of a thermal layer up 
from the axis leads to the overall up shift of the 
heated triangle area and as a consequence to opening 
of a lower part of the body to the action of a cold 
supersonic stream. As a result, new stagnation point 

is formed on the front surface near the lower corner 
of the body, as it was described above in Part C. In 
this point the pressure value exceeds that for the 

 
 

Figure 15. Asymmetrically located filament / shock layer interaction: drag force F dynamics for different defining parameters  
 

 

 
 
Figure 16. Dependencies of relative values of stagnation 
pressure, drag force and y-coordinate of the stagnation 
point on the body over the rarefaction factor in the release 
filament for different filament locations [23] 
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flow without thermal layer by tens of percent. The 
most part of the stream goes down and then is 
convected down along the lower lateral surface. The 
rest (small) part of this cold flow goes up along the 
front surface of the body pressing the warm triangle 
structure away from this surface. Reaching the upper 
corner of the body this cold flow comes into contact 
with warm flow exiting from the triangle structure, 
turns to the right and then is convected down along 
the upper lateral surface, leading to origination of a 
separated region described in Part C. This separated 
region occupies the distance of 1…2 body diameters 
counting downstream from the corner of the body 
(see Fig. 13, 14).  

In Fig. 18 the distributions of a pressure 
along lateral body surfaces are presented. It is seen 
that at the lower surface the pressure quickly 

approaches the static pressure of the oncoming flow. 
On the contrary, at the upper surface it achieves such 
a value only at some distance downstream the 
separated region. Thus, a net force arises as a result 
of pressure difference which could be distinguished 
as a lift force if it were not extremely limited in 
spatial domain of its application. More correct is to 
determine it as a pitch force. Lift/pitch force is a 
function of a shift value from the symmetry axis of 
thermal layer and a degree of rarefaction in it (see 
Fig. 19). It is seen that in the limits of investigated 
parameters, this force rises linearly with the shift 
distance of thermal source from the axis and is 
approximately inversely proportional to the degree 
of rarefaction in the source. 
 

 
 
Figure 19. Infinite asymmetrically located filament / shock 
layer interaction. Dependence of the lift force over y/D for 
different values of rarefaction degree 
 
 

Thus, the shift of thermal source from the axis 
of symmetry leads to origination of a pitch force 
under the zero angle of attack. Note that while 
investigating of drag reduction the effect scale was a 
pressure at stagnation point. In the case of 
investigation of lift/pitch force such a scale is a static 
pressure in the oncoming flow.  

E. Numerical analysis of periodical steady flow 
structures accompanying shear layer instability 
of flat-parallel tangential shock   

In the case of an asymmetrical filament 
location relative to the body (see Part C) another 
type of instability has been observed near the body’s 
front surface (see [19]). This instability can be 
characterized as the instability of a flat-parallel 
tangential discontinuity (which simultaneously in 
steady state appears to be a contact discontinuity). 
For the particular set of inflow parameters steady 
flow structures with some oscillations of the 
parameters in its (structure elements) are observed in 
the area of cooler gas between the vertical contact 
discontinuity and the front surface of the body [14, 
19]. Fields of density (in isochors) and velocity in 

 
 
Figure 17. Dependencies of relative values of stagnation 
pressure, drag force and y-coordinate of the stagnation 
point on the body over the release filament location for 
different rarefaction factor in the release [23] 
 
 

 

 
 
Figure 18. Infinite asymmetrically located filament / shock 
layer interaction. Pressure on the lateral body’s surfaces: 
curve 1 – on the lower surface, curve 2 – on the upper 
surface 



 81

the steady flow structures with two and three 
elements are presented in Fig. 20. 

In the dependence on the freestream 
parameters (including rarefied heated channel 
parameters) the amount of elements in these steady 
structures varies from one to four. The flow with one 
and half element has been observed, too. Transverse 
velocity component generation during the evolution 
of the structures shows the presence of the tangential 
shock instability under these conditions. The 
mechanism for the generation of these structures is 
connected with multiple reflection of a primary 
compression wave inside the flow between the 
tangential shock and the wall (see [19]). The 
mechanism is similar to that of generation and 
forming structures which are accompanying Miles-
Ribner instability of super-reflection observed 
experimentally (in a cylinder flow) in shallow water 
[24]. 

Characteristics of these structures were 
investigated for their dependence on the distance 
between the heated channel and x-axis, y/D, and the 
degree of gas rarefaction in the channel αρ. The 
results are as follows [19, 20]:  
- amount of elements in the structures and its length 
decrease with increasing y/D; 
- period and amplitude of oscillations in structures 
increase with increasing y/D; 
- amplitude of oscillations in structures increases 
with decreasing density in the heated channel; 
- amount of oscillations in the structures and its 
period and length are weakly dependent on the 
degree of rarefaction in the heated channel.  

It should be underlined that the 
structures under consideration are disposed in a very 
small part (~1/400) of the calculation area and the 
calculations are performed for a time intervals 

comparable to the time intervals needed for 
establishing steady state.  

IV. Conclusions 
 

Interaction of microwave filament and a 
shock layer is analyzed numerically on the base of 
the Euler system of equations. The filaments are 
regarded as the heated rarefied channels (heat 
layers). Investigation of the details of the 
mechanisms of front body’s surface drag force 
reduction, temporary drag force enhancement and 
lift/pitch force generation via characteristics and 
locations of microwave filaments / heat layer in a 
supersonic flow is implemented. The flow dynamics 
up to steady states is considered, including the 
dynamics of drag forces, parameters in the 
stagnation point and forming new position of the 
stagnation point for asymmetrical filament location.  

It is pointed out that drag reduction for 
symmetrical filament location is caused by the 
vortices effect on the front body’s surface and is 
connected with generation of the gas stream directed 
from the body. Temporary drag increasing is pointed 
out to base on the generation of a mass of 
compressed cooler gas near the body via the heated 
area boundary effect inside the shock layer (“heat 
piston” effect). It is shown that in statistically steady 
state in the case of asymmetrically filament location 
the stagnation point is forming in a new position 
against that for the case of symmetrical filament 
location, its dynamics being of pulse character 
reflecting pulse (stochastic) flow character in whole.  

It is also shown that in the case of zero 
attack angle the shift of thermal source from the axis 
of symmetry leads to origination of a pitch force, 

 
 

a)                                                          b) 
 
Figure 20. Density (isochors) and velocity in the periodical steady flow structures with two – a) and three – b) elements, 
αρ=0.5 [20]
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which is a function of a shift value from the 
symmetry axis of thermal layer and a degree of 
rarefaction in it. The mechanism of lift/pitch force 
origination is revealed. The mechanism of this effect 
was established to be of vortex nature. For this type 
of flows the steady flow structures have been 
obtained and researched.  

The phenomena are analyzed for a 
sufficiently wide class of initial conditions, namely, 
the freestream parameters and the values of 
microwave filament characteristics (i.e., Mach 
number, rarefaction factor, position relative to the 
body centerline and finite/infinite filament sizes).  
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Abstract. The results of an experimental study in which examined the influence of an electric discharge on the structure of 
supersonic overexpanded air and methane jet flows (М=3.5) impacting a flat face of impermeable cylinder are discussed. The 
impulse electric discharge was initiated in the gap between the nozzle exit and the obstacle. The influence the geometric 
parameters of the nozzle-obstacle system on the oscillation frequency of normal compression shocks was examined. It was 
shown that, following the discharge initiation, the oscillation frequency of the bow shock wave and Mach disk displayed 
changes. The results obtained in the present study may prove useful in the development of new control methods for 
supersonic jet flows, and also in the development of high-speed plasma-chemical reactors and gas-spray processes 

 
 

1. Introduction  

Unsteady gas-dynamic regimes may affect 
performance characteristics of various gas-phase 
setups. In plasmochemical reactors, for instance, 
such regimes may have an influence on the yield of 
final products. Results concerning unsteady and 
transient regimes can therefore prove useful in 
modernization and development of advanced high-
speed plasmochemical reactors and other gas-phase 
facilities (see, for instance, [1-5]), and also in 
solving various applied problems in gasdynamics 
and magnetoplasma aerodynamics related to the 
control of supersonic jet flows and jet-obstacle 
interactions. 

Steady and unsteady jet flows impacting onto 
obstacles were the subject matter of many studies 
(see, for instance, [6-9]). In overexpanded jets, 
depending on the nozzle pressure ratio, three 

characteristic flow modes are possible. At low 
overexpansion values, regular reflection of incident 
compression shock from the jet axis is observed. 
On decreasing the nozzle pressure ratio below some 
critical value, irregular reflections appear. If the 
obstacle is located in the subsonic region behind the 
central shock, then no bow shock forms at the 
obstacle.  

In [8, 9], it was shown that, in underexpanded 
jets, unsteady flow regimes may arise in a broad 
range of gasdynamic conditions and geometric 
parameters of the nozzle-obstacle system. The 
ranges of gasdynamic and geometric parameters 
examined in [8] were as follows: nozzle pressure 
ratio n=1÷55, Mach number M=1.0÷2.0, relative 
obstacle diameter d/D=1÷8, and relative nozzle-to-
obstacle separation h/D=1÷12.5. In a certain range 
of governing parameters, when the obstacle exerts 
an influence on the central compression shock, an 

 
 

Fig.1. Experimental facility: 1 – pressure release valve for auxiliary gas; 2 – auxiliary-gas chamber; 3 –pre-chamber; 4 – fast 
valve; 5 – test chamber; 6 – electric discharge area; 7 – obstacle; 8 – pylon; 9 – low-pressure chamber; 10 – backing pump; 
CP – control panel; PS – power supply; ОSC – oscilloscope; DPG – delayed-pulse generator; AIR – air flask; CH4 – methane 
flask; Sh – shadow device; PCO1200hs – high-speed video camera; PC – personal computer. 
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unsteady flow regime arises, in which the 
compression-shock system displays oscillations. 
For underexpanded jets, there exists a range of 
nozzle pressure ratios in which emerging 
oscillations display a periodic pattern, whereas 
outside that range an aperiodic “noise” pattern is 
exhibited. The authors of [9] examined the case in 
which a supersonic underexpanded jet impacted 
onto an infinite obstacle: n=1.5÷40, M=1÷3. In 
those experiments, pressure pulsations at obstacle 
location were measured. In unsteady regimes, 
depending on the distance to the obstacle, changes 
of the frequency and amplitude characteristics of jet 
shockwave-structure oscillations in front of the 
obstacle were registered; those changes were also 
reflected in the pressure pulsations at obstacle 
location. Low-amplitude oscillations were detected 
at frequencies up to 20 kHz, and at a 4-kHz 
frequency five-fold increased pressure pulsation 
amplitude was registered.  

An analysis of phenomena underlying the 
production of high-amplitude oscillations in impact 
jet flows was given in [6]. The mechanisms giving 
rise to such unsteady flow regimes still remain 
poorly understood. One of the advanced hypotheses 
relates the manifestation of the unsteadiness with 
the motion of the triple shock-wave configuration.  
 
2. Experimental facility 
 

The experiments were carried out on the 
Potok-3 plasmochemical facility, ITAM SB RAS. 
The facility was a supersonic pyrolitic reactor 
operated in a pulsed mode (Fig. 1). The 2-liter 
settling chamber was filled with a gas under study. 
On initiation of the fast-response pneumatic valve, 
a supersonic flow, lasting for a period of 500 ms, 
established in the nozzle. In the downstream region 
of the nozzle, an obstacle was installed. Energy 
input into the supersonic flow was organized with 
the help of an electrode system; as one of the 
electrodes, the nozzle lip or the obstacle could be 
used. As an instrument for examining the shock-
wave structure in the vicinity of the obstacle, a 
shadow device of standard optical scheme was 
employed. Visualization was performed with the 
help of a PCO 1200hs high-speed video camera 
capable of registering images at frequencies up to 
10 thousand frames per second. Flow regimes 
emerging in the jet impinging onto an impermeable 
cylindrical obstacle were examined. The relative 
obstacle diameters were d/D=1/3; 1.0; 1.5; 2.0. The 
relative distance to the obstacle h/D was varied 
from 1/3 to 2.0, where h is the distance between the 
exit plane of the nozzle and the front face of the 
obstacle. The settling-chamber pressure P was 
varied in the range from 4 to 12 atm. The conical 
nozzle was a Mach 3.5 nozzle (air). The gases 
under study were methane and air. Energy input 
into the high-speed flow was organized using a 

pulsed electric discharge. The duration of discharge 
was up to 300 ms. A longitudinal-transverse gas 
discharge has a typical voltage of 60-80 V and a 
typical current of 50 A, the peak amplitude of 
transient voltage amounting to 100-150 V. An 
overexpanded regime of supersonic jet flow (air or 
methane) was investigated (see Fig. 2 and 3). With 
the obstacle located in the upstream region of 
regular reflection, a triple shock-wave 
configuration, or Mach disc, was formed in the 
flow.   

 

 
 

Fig. 2  A typical shadowgraph taken from the air jet flow 
impinging onto the obstacle at the moment of discharge 

initiation: d/D=1.5; h/D=1.0; n=0.7; P=6 atm.. The flow 
direction is indicated with the arrow. 

 
 

 
 

Fig. 3. A simplified gasdynamic pattern of the jet flow:D 
– nozzle outlet diameter; Xc – distance from the nozzle 
exit plane to the normal compression shock, or Mach 

disc;Xt – distance to the bow shock; h – distance to the 
obstacle; 

 d – obstacle diameter. 
 
 

3. Experimental results 
 
 A proper choice of supply unit, discharge 

characteristics, electrode arrangement geometry, 
and parameters of the discharge-initiating circuit 
has allowed us to organize stable electric-discharge 
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initiation and burning in the space between the 
nozzle and the obstacle during the examined flow 
regime of 150 ms (see Fig. 2).  

For identical stagnation pressures, the 
oscillation frequencies F of the bow shock in air 
and methane differed in value, these frequencies at 
nozzle-to-obstacle separation h/D=1.0 falling into 
the range from 250 to 950 Hz. Some minor 
differences between the cases with methane and air 
flows were observed. For obstacle with d/D=1.0, on 
increasing the nozzle-to-obstacle separation h/D 
from 1/3 to 2.0, the oscillation frequency of the 
bow shock decreased from 700 Hz to 300 Hz at P=4 
atm and from 1800 Hz to 750 Hz at P=12 atm (See 
Fig.4). On increasing the distance to the obstacle 
h/D from 1/3 to 2.0, the interval of Mach disk 
oscillation frequencies for different relative 
obstacle diameters shifted from 500–2100 Hz down 
to 160–550 Hz. 

 

 
 

Fig.4. Influence of nozzle-obstacle separation h/D on the 
oscillation frequency of the bow shock wave d/D=1.0 and 

initial stagnation pressure P from 4 to 12atm. 
 
 

 
 

Fig.5. Alteration of flow mode observed on initiation of 
an electric discharge near the edge of supersonic 

methane jet: d/D=1/3;h/D=1.0;P=6 atm. The flow 
direction is indicated with the arrow. Left – flow regime 

with a central shock, or Mach disc, and with a bow shock 
at the obstacle. Right – flow regime without a Mach disc. 

 
 

 Apart from the «normal» flow modes, like 
the one in Fig. 2, in the experiments abnormal flow 
modes with sudden alteration of shock-wave 

configurations were observed. Figure 5 shows 
successive frames taken from the supersonic flow 
with initiated electric discharge. Without electric 
discharge, no alteration of flow modes was 
observed. A transition is seen possible during which 
the flow with a normal compression shock, or Mach 
disc, gives way to a stable regime without Mach 
disc. A factor probably affecting the transition was 
the change of nozzle pressure ratio induced by the 
discharge thermal wake in the mixing layer. Here, 
the point at which irregular reflections from the jet 
axis emerged was shifted in the upstream direction 
and replaced by regular reflection. The obstacle, 
although located in the downstream region of this 
point, was also streamlined by supersonic flow.  

 

 
 

Fig. 6. Influence of the electric discharge on the 
oscillation frequency of the bow shock wave for various 
relative obstacle diameters d/D. Data for methane and 
air are presented, h/D=1.0; P=6 atm. 1 –  air without 
electric discharge; 2 – air with electric discharge; 3 – 
methane without electric discharge; 4 – methane with 

electric discharge. 
 
 

 Experiments showed that, under the action 
of discharge plasma ignited in the vicinity of the 
obstacle, the oscillation frequency underwent 
changes (see Fig. 5). On increasing the relative 
obstacle diameter d/D, the oscillation frequency 
grew in value. With the discharge, the frequency 
response to the external action was more 
pronounced in air in comparison with methane. For 
instance, at d/D=1/3 and P=6 atm the bow-shock 
oscillation amplitude in air and methane was about 
0.35D and 0.05D respectively with and without 
ignited discharge. Simultaneously, no 
transformation of flow pattern similar to that in Fig. 
5 was observed in air. 
 
4. Conclusions 
 
 New experimental data on the frequency 
and amplitude characteristics of  normal-shock and 
bow-shock oscillations emerging in supersonic 
overexpanded air and methane jet flows inpacting 
onto variously sized obstacles installed at a certain 
distance from the nozzle were obtained for 
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conditions with and without initiated electric 
discharge.   
 The compression-shock oscillation 
frequency depended on the working-gas (air or 
methane), on the nozzle-to-obstacle separation, on 
the relative diameter of the obstacle. 
 An electric discharge initiated in the space 
between the nozzle and the obstacle can be used to 
modify the oscillation frequency of the bow shock 
wave formed in supersonic methane and air jet 
flows in the vicinity of the obstacle. 
 Conditions were identified under which the 
flow pattern in the vicinity of the flat obstacle 
suffered dramatic reconstruction on electric-
discharge initiation in the mixing layer of the 
supersonic overexpanded methane jet.  
 
 The work was partially supported by the 
Program for Basic Research of Presidium RAS 
(project 11.11). 
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Introduction.  

 
One of the most promising methods of 

airflow control near the surface of aircraft is DBD-
actuator. DBD (dielectric barrier discharge [1]) 
plasma actuator – the electrical device that can 
transfer small amount of momentum to quiescent or 
moving air near the surface of solid body.   The 
peculiarity of asymmetric DBD is a presence of 
areas near the electrodes with huge values of 
electrical field strength, where the ionization of air 
and discharge occur. When the high voltage is 
applied, the partial ionization of air occurs with the 
generation of different ions (of oxygen, nitrogen), 
which accelerate due to electrical field. When ions 
collide with neutral molecules in air, the ions give 
them momentum, and therefore along the surface of 
actuator the airflow occurs. The value of airflow jet 
that induced by DBD is up to 10 m/s and this value 
is sufficient to have influence on the airflow pattern 
around the body [2]. 

Last time many works occurred about the 
successful delay or even the complete prevention of 
flow separation from the wing surface with the help 
of DBD-actuator [2]. There a lot of attention is paid 
for experimental determination of maximal possible 
momentum that is transferred to airflow and also 
for optimization of DBD-actuator characteristics. 
Though, the gasdynamic processes that occur at 
initial time moments after voltage applying to 
actuator have not been investigated completely [3]. 

This work is devoted for investigation of 
flow that generates with DBD in quiescent air near 
the surface of actuator at initial time moment after 
high voltage applying. 

 
Experimental setup and diagnostics.  
 

The experiments of investigation of 
unsteady processes that occur in the vicinity of 
electrodes of electrical device (DBD-actuator) were 
carried out with the actuator model the sketch of 
which is presented on Fig. 1. The plexiglas plate of 
5 mm thickness and 60 mm on 80 mm dimensions 
was covered by conducting paint that has high 
adhesion with plexiglas. After the desiccation and 
polishing of paint layer its thickness became 
approximately 0.02 mm. Then the 0.10 mm double-
sided scotch tape was stuck on the surface in such 
way that there were no air bubbles under the tape. 
The 0.20 mm teflon tape was stuck on above and in 

this case there were no air bubbles under the tape. 
The teflon tape played role of dielectric that 
separates the electrodes of device. With the help of 
double-sided scotch tape the copper strip of 0.05 
mm thickness was stuck on the teflon in such way 
that the edges of exposed and encapsulated 
electrodes have zero overlapping, Therefore, in the 
discharge device the distance between the 
electrodes was 0.4 mm. It is necessary to mention 
that the distance 0.4 mm – was the minimal value in 
experiments. The width of exposed electrodes was 
varied from 2 mm to 20 mm. 

The power supplying of discharge device 
was provided by high voltage supply (AC/AC-
converter) of altering voltage through the ballast 
resistor. The adding of active resistance in 
discharge scheme is necessary, after all, due to high 
thermal loads on the material of dielectric layer. 
The limitation of discharge current allows 
increasing of the life-time of actuator considerably 
and this fact allows saying about the recurrence of 
experimental results. The parameters of high 
voltage supply are below: 
– variable amplitude of voltage in range 0 kV – 5 
kV; 
– maximum power output is 400 W; 
– frequency of output voltage is 5.00·104 Hz. 

In the experiments the value of resistance 
of ballast resistor was varied from 0 Ohm to 250 
kOhm. It is necessary to underline, that the 
estimated value of actuator reactance, that is a 
capacitor per se, with that frequency is about 10 
MOhm and this value is on two orders greater than 
the resistance of ballast resistance. The actuator was 
placed in the airtight working chamber that was 
equipped with the transparent windows from optical 

 
 

Fig. 1. The scheme of device used in experiments for 
visualization. 



89 

glass for gas flow visualization. 
The main experimental methods, used in 

investigation, were: 
– high speed digital schlieren visualization; 
– particle image velocimetry; 
– measurement of applied voltage and discharge 
current. 
For high speed schlieren visualization the system 
was developed and it consists of mirror-meniscus 
schlieren device IAB-451 [4], arc lamp DKSSh-
150-1 as light source, high speed digital 
videocamera Photron FASTCAM SA4 as 
registering device. The image of slit with 3 mm on 
0.4 mm in dimensions was cut buy the Foucault 
knife by 50%. Then the pattern was projected on 
the videocamera CMOS-matrix by the lens of 
variable focus length up to 200 mm. The typical 
acquisition speed in the experiment was 104 fps 
with exposition time 10 us. On the Fig. 2 the 
scheme of schlieren visualization near the actuator, 
placed in the working chamber, surface is 
presented.  
 

 
 
Fig. 2. The scheme of schlieren visualization of flow near 

the actuator surface. 1 – working chamber, 2 – DBD-
actuator, 3 – high voltage supply, 4 – schlieren device 

IAB-451, 5 – light source, 6 – high speed videocamera, 7 
– registering computer. 

 
 
The actuator was placed with the micrometric 
screws in such way that its surface and edge of 
exposed electrode were parallel to optical axis of 
schlieren device. 
 For the instantaneous measurement of 
spatial distribution of velocity vector of flow [5] 
induced by discharge the system 2D PIV LaVision 
FlowMaster was used. The microscope MBS-10 
was used as lens for PIV-videocamera. The 
parameters of measurement system are: 
– energy of laser pulse is 125 mJ at 6 ns; 
–particles of cigarette smoke with diamter about 
300 nm as tracers; 
– delay between two laser pulses is from 3 us to 5 
us; 
– delay between discharge start and velocity 
measurement is from 185 us to 10 ms; 
– maximum acquisition speed 14 Hz; 
– visible area is 5 mm on 7.5 mm; 
– spatial resolution is 70 um; 

– synchronization error is 20 ns; 
– measurement error is about 2%. 
On the Fig. 3 the scheme of measurement of 
velocity vector spatial distribution is presented. 

For the electrical parameters 
measurements of discharge the digital oscilloscope 
Tektronix TDS3014B with 100 MHz bandwidth 
and 1 GS/s discretization, high voltage probe 
1:1000 Tektronix P6015A, current probe Tektronix 
P6021 with the 2 mA/mV sensitivity were used. 
 
Stationary airflow induced by discharge.  
 
The first stage of investigation was the 
determination of dependence between the velocity 
of induced air jet and electrical parameters, such as 
the amplitude of applied to DBD-actuator voltage 
and the value of active resistance of discharge 
scheme in stationary case. On the Fig. 4 the 
experimentally obtained curve of dependence 
between the maximum velocity of induced by 
discharge near-wall jet and the amplitude of voltage 
is presented. In this case the value of resistance of 
ballast resistor was 160 kOhm. The measurement of 
velocity was carried out with the PIV, described 
above. 

It was possible due to the high voltage 
equipment to carry out the investigation of 
influence of the potential of encapsulated electrode 
on the parameters of stationary airflow. The 
investigation was carried out in this way. At first 
the distribution of velocity vector of induced 
airflow in case, when the encapsulated electrode 
was grounded. Then obtained result was compared 
with the measurement result, obtained in case, 
when the amplitude of applied potential (in relation 
to laboratory ground) applied to encapsulated 
electrode was -1.0 kV and the amplitude of 
potential applied to exposed electrode was +2.0 kV. 
And the amplitude of difference of these potentials 
was the same in first and in second cases and it was 
3.0 kV. The value of active resistance of scheme 
was constant and it was equal to 160 kOhm. It was 
found that the pattern of induced airflow does not 

 

 
 

Fig. 3. The scheme of velocity distribution measurement of 
flow induced by discharge. 1 – DBD-actuator, 2 – double-

head Nd:YAG laser, 3 – light sheet optics, 4 – PIV-
videocamera, 5 – visible area, 6 – smoke particles. 
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depend on the potential of encapsulated electrode. 
In other experiments the encapsulated electrode was 
grounded. 
 

 
 

Fig. 4. The dependence between the maximum induced 
airflow speed and the value of voltage amplitude applied 

to DBD-actuator. 
 
 
 The investigation of influence of active 
resistance of discharge scheme value on value of 
maximum air jet speed was carried out. The range 
of values of resistor resistance used in experiment 
was from 1.3 kOhm to 250 kOhm that is much less 
than reactance of actuator with the frequency 50 
kHz.  It was found that in this resistance value 
range the maximum airflow velocity, induced by 
discharge, changes significantly (Fig. 5).  

This phenomenon can be explained by the 
help of experimentally obtained curves of voltage 
and discharge in discharge scheme. On the Fig. 6 
two examples of these oscillogramms are presented 
for resistance 12 kOhm and 250 kOhm.  

One can see that the value of discharge 
current undergoes considerable changes in 
amplitude. It is known [6] that the most efficient 
discharge stage, from the point of view of creation 
airflow by DBD, is the negative half-period of 

voltage, where the most spatially uniform 
ionization of air occurs. But at the positive half-
period of voltage the formation of localized threads 
(filaments), which are characterized by high 
thermalization rate of gas, is observed [7]. One can 
see that the discharge at the positive half-period is 
almost suppressed with greater value of resistance.
  
 

 
 

Fig. 5. The dependence between the maximum airflow 
velocity and the value of active resistance of discharge 

scheme. 
 
 
Investigation of the flow formation after voltage 
applying.  

 
The investigation of unsteady gas flow was 

carried out with the same methods that are 
described above. The diagnostic systems were 
synchronized with the process of DBD initiation. 
The registration of schlieren pictures of induced by 
DBD airflow was carried out with the acquisition 
speed 104 fps, and the measurement of flow 
velocity vector distribution with PIV was carried 
out with the minimal time step 100 us. The 
visualization time was 10 ms that corresponds to 
time of flight of unsteady airflow out of 
visualization area of space near the actuator 

 
 

Fig. 6. The typical oscillogramms of voltage and current in the discharge scheme with the resistance values 12 kOhm 
(top) and 250 kOhm (bottom). 
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electrodes. The schlieren visualization has shown 
that in initial time moment after voltage applying 
on the actuator near the electrode overlapping area 
the vortex forms, its diameter increase with the 
course of time and its center shifts in direction of jet 
propagation. On the Fig. 7 the process of airflow 
formation is shown schematically. 
 

 
 

Fig. 7. The scheme of vortex flow formation, caused by 
DBD. 1 – dielectric, 2 – dielectric layer, 3 – exposed 

electrode, 4 – encapsulated electrode, 5 – high voltage 
supply, 6 – ballast resistor, 7 – vortex. 

 
 
The results of PIV measurements have confirmed 
this fact. In addition, the high spatial resolution of 
PIV has allowed reveal the secondary vortex that 
forms under the surface of exposed electrode. It 
was found that its dimensions in several times less 
than in case of main vortex, but the airflow velocity 
in area of secondary vortex less than in area of main 

vortex (Fig. 8). 
 The main advantage of PIV in comparison 
to other methods of velocity measurement is the 
possibility of vorticity measurements at one 
experiment. It is necessary to mention, the vorticity 
is a vector quantity. But in this case only one 
component that has direction perpendicular to the 
figure 7 plane is important, because in this plane (in 
plane of light sheet) the flow is quasi two-
dimensional. 
The values of vorticity were obtained in different 
time moments up to 10 ms after the discharge start 
(Fig. 9). It was found that in every time moment the 
vorticity values in the centers of main and 
secondary vortices are equal in magnitude but are 
opposite in sign. From the presented time 
dependences one can see that the time of vortex 
flow formation time is about 2 ms and the 
relaxation time of vorticity is about 5 ms. 
 
Conclusions. 
 

1. The investigation of airflow formation 
process, induced by dielectric barrier discharge, 
was carried out. 

2. The dependence of  the maximum velocity 
of induced air jet from the amplitude of applied 
voltage and from the value of active resistance were 
obtained 

3. It was found that in initial time moment of 
airflow formation under the surface of exposed 
electrode the secondary vortex occurs. 

4. The carried PIV-measurements of induced 
flow has shown that at each time moment in range 

 

 
 
Fig. 8. The schlieren visualization and PIV-measurement at time moment 2 ms after the discharge start with the amplitude of 
voltage 3 kV. 1 – main vortex, 2 – secondary vortex. The point (0,0) is the edge of exposed electrode. The spatial resolution is 

decreased in three times for clarity. 
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from 0 ms to 10 ms after discharge start the values 
of vorticity in area of main and secondary vortices 
are related, videlicet these values are equal in 
magnitude but are opposite in sign.  
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Fig. 9. The dependence of vorticity value from time in area of main (1) and secondary (2) vortex. The numerical 
coefficients at approximative equations have dimension of 1/s. The voltage amplitude is 3 kV. 
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Introduction 

 
Chemical waves propagations is a basis for 

models construction for variety of objects – a gas 
mixture, chemical reactors, ecological objects, gas 
discharges. At the description of this wave fronts, 
as a rule, one starts from the multicomponent 
diffusion equations of with a nonlinear source [1 –
3]. In spite of the fact that the systems of such 
equations is widely used in problems of numerical 
modeling [4 – 7], analytical models (and their 
properties) are investigated in details only for 
unicomponent systems [8 – 10]. Its application to 
set of practically important problems is limited 
owing to difficult chemical kinetics of real process. 
Therefore we have actual problem: how to find-out 
conditions at which it is possible to convert a 
multicomponent problem to the unicomponent, 
whether is it possible to accelerate process of phase 
transition by external influence and if yes, what 
should be this influence.  

The given work deals with the further 
development of a way of consecutive simplification 
of multicomponent systems to one diffusion 
equation with "effective" nonlinear particle source 
and diffusion coefficients, offered by authors in 
[11, 12]. Simple expressions for ionization front 
speed are received. In contrast to the previous 
model, participation in reactions of the charged 
particles, excitation of ambipolar field in a 
multicomponent mix, and also influence of an 
external field on front propagation are investigated.  

 
1. The multicomponent diffusion equation  

1.1 Initial system of the equations 
 
Let's assume, that as a result of discharge 

development, the medium, consisting from m 
chemical component, described by local 
concentration ( ) ( )mnnt ,,, 1 K=rN  of particles1, is 
transgressed from stationary condition 1 to a 
condition 2 (fig. 1).  
Densities ( )t,rN  is governed by the system of 
diffusion equations a nonlinear source.  
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1 Such system describes variety of chemical reactions [1 
– 3], and, at the account of ionization and electric fields, 
–  gas discharge [4 – 10]. 
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Here V – is a speed of an medium element, zj – is a 
charge components j in units of electron charge, μij, 
Dij –  are tensors of mobility and diffusions, Fj – are 
the sources of particles  For simplification of 
calculations the medium is considered 
homogeneous2, u,v,w – are indexes designating 
space variables x,y,z). Repeating indexes u and w 
suppose summation. Summation on the indexes 
designating chemical components, are written out 
obviously. Transfer coefficients Dijxy is assumed to 
be independent of concentration, in order to exclude 
from consideration modes with sharpening [8, 9].  
 

 
 
Fig. 1. A phase portrait of system with two stationary 
points: saddle (1) and stable node (2). 
 
 

1.2 The reduced system of the equations 
 

В работе [8] был предложен способ 
сведения In work [8] The way allows to transform 
the offered system to one diffusion equation with a 
nonlinear source describing movement along 
separatrix3  

 

                                                           
2 In most cases it is possible to consider, that 0=ijμ  and 

0=ijD , when ji ≠ . 
3 The way allowing to calculation separatrix is described 
in [7], [8] 
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and system of the equations for the coefficients Aj 
describing a deviation from it 
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(3) 

 
Composed in the right part are responsible for 
excitation of the higher modes by spatial 
heterogeneity of the basic function (shift from 
separatrix I to a close curve II), composed in the 
second line – of the higher modes interaction 
among themselves, born by the same heterogeneity 
and the second term in the first line – for the 
transformation of modes connected with non 
stationarity of process. Modes with a speed of 
approaching to a stationary point above, than the 
increment of an unstable mode can be considered as 
quasi stationary, and for them it is possible to 
neglect derivatives on time in system (3). At 
construction of system of the equations (2), (3) we 
have searched solution in a form 
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and have projected the equations (1) on a direction 
of separatrix (the first composed in the expression 
(4)), and also on eigenfunctions Nm of linearized 
systems  
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The form of eigenfunctions depends on a point in 
space (more precisely from value of particles 
densities of in this point of space). The system, 
conjugated to (6), forms conjugated vectors iN~ . 
We will assume eigenfunctions of a problem (6) to 
be sorted in decreasing order of eigenvalues. 

2. The unicomponent diffusion equation with 
nonlinear source 

 
2.1 The comparison theorem 

 
It is possible to note one more property of 
unicomponent solutions, already for the nonlinear 
equation, for which typical forms of dependence 
F(n) are shown on fig. 2  
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+
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The property is following from the theorem of 
comparison for the parabolic equations: the velocity 
V moving front )( Vtxn −  will lay in limits 
 

( ) ( )
n
nFDMaxV

n
nFDMin 22 ≤≤ ,  

 
where the maximum is searched on all separatrix 
(n1<n<n2), and a minimum – on a section from an 
unstable stationary point to a point in which the 
maximum is reached.  
 

2.2 Diffusion equation with a convex and not 
convex source. Active area and a problem on 

eigenvalues 
 

The formulas received in the previous section allow 
us to find expression for wave propagation speed in 
unicomponent system when reaction goes most 
quickly near to an unstable point of equilibrium 1. 
Such case is realized most quickly in biological 
systems [12], [13], however it is not carried out, for 
example, for a flame propagation [11] (Fig. 2). 
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Fig. 2. A typical curve of a nonlinear source F(n): 1 – a 
convex source, 2 – not convex source, 3. – Phase 
transition. 

 
 

Approximations for front velocity at not convex 
source are known for cases when speed of reaction 
sharply grows with n (In the case the temperature 
usually acts as this quality) 
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and also for the phase transition close to 
equilibrium 
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It is possible to show, that the area in which speed 
of chemical reaction is maximum is essential to 
definition of front speed propagation. For this 
purpose let's pass from function ( ) ( )ζnVtxn =−  to 
the new unknown variable  
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d
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satisfying to the equation 
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where ( ) ( ) dnndFn =Φ , or, at the account of the 
expression (7) 
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The shape of function ( )nΦ−  corresponding to 
dependences ( )nF  is shown on fig. 2. 
 

-Ф(n) 

 
 
 
Fig. 3. The Form of function ( )nΦ−  corresponding to 
dependences ( )nF , shown on fig. 2. 
 
 
Thus, function ψ0 represents the solution of a 
nonlinear eigenvalues problem (8). After the 
solution of a problem (8), the form of self similar 
front can be found from the relation (7)  
 

( ) ( ) ( )dxxNdxxn
xx

∫∫
∞∞−

−== ψψζ 2
. 

Behavior of function ( )xψ  near to the ends of a  
 
numerical axis it is easily calculated 

( )( )xC
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exp1ψ ,  

( )( )xC
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∞Λ= ++
∞→ 22 expψ .  

 
where  
 

( ) ( )xDVx m2−=Λ± , ( ) ( )( )xnVxD Φ−= 42 . 
 
Then near to points of equilibrium the solution can 
be received by a method of geometrical optics 
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For a nonlinear problem the next system of the 
differential equations follows from (9), (10) 
 

( )( )ψψ xn
dx
d −Λ= , 

( )4 xDdx
dn ψ

= , (9a) 

( )( )ψψ xn
dx
d +Λ= , 

( )4 xDdx
dn ψ

= . (10a) 

 
which can be easily solved (for example 
numerically, or by method of successive 
approximations). First two equations are fair near to 
negative and second two – the positive end of a 
numerical axis. As the solution (9) should 
transforms continuously to (10), it should have 
branching points, where ( ) ( )xx −+ Λ≈Λ  and 
geometrical optics approach of is not applicable. 
For finding the solution in this area we will write 
the equation (8) in the self-conjugated form. It is 
possible to do, entering new function ϕ, connected 
with ψ by parity 
 

( )xVd∫= expϕψ , (11) 
 
Function ϕ satisfies to the equation 
 

( ) 0,2

2

=−
∂
∂ ϕ
ζ
ϕ xVU , (12) 

 
where 
 

( ) ( )( )42VnxU −Φ−=  
 
is nonlinear potential. As the required solution 

( )ζnVtxn ≡− )(  is monotonous, the function ( )ζψ  
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keeps a sign and has no roots. Near to a bottom of a 
potential hole the nonlinear potential can be 
represented as series 
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Substituting the last expression into the equation 
(12) we will receive 
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In the simplest case 
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The equation (13) – is the equation of harmonic 
oscillator with potential well depending on 
amplitude of wave function. The condition of 
normalization looks like 
 

( ) 12 NNdxx −=∫
∞

∞−

ψ , (14) 

 
Matching of solutions (9), (10), (13) at the account 
(14) can be carried out in the various ways and 
allows to define front velocity V and the wave form 
( ) ( )ζnVtxn =− . The main assertion in this case is 

that chemical reaction wave propagation speed for 
not convex source is defined by chemical kinetics 
and diffusions features in a vicinity where of a 
point where ( ) ( ) 0==Φ dnndFn .  
 
3. The complicated system of the equations  

 
3.1 Full system of the equations 

 
 The system of the equations describing the 
real gas discharge in addition to (2) – (3) should 
contain the equations of movement for neutral 
components 
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(15) 

 
balance of energy equation for heavy gas 
components, 
 

( )

QTdivNkTdiv

TNkT
t

Nk

+∇=+

∇
−

+
∂
∂

−
χ

γγ
u

u
1

1
1

1
  

and the equations of electrons energy balance  
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As movement of the charged particles leads to 
electric field occurrence, the system should be 
added by quasistationary Maxwell equations  
 

0=Erot , jH
c

rot π4
= , πρ4=Ediv , 0=Hdiv   

 
3.2 Conservation laws and system of the reduced 

equations 
 
Specificity of a considered problem in a 
homogeneous medium is presence of integrals of 
movement connected with conservation of matter 
[16], charge and energy [15]. For flame propagation 
the fact has been taken into consideration by Burke 
S.P., Shuman T.E. in work [16].  Let's consider 
lower as it modifies the procedure offered above. In 
this case the equations for remaining sizes kn~  
become 
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3.3 System of equations for charged components. 
Conditions of ambipolarity 

 
In item 3.2 it was pointed out that the law of charge 
conservation allows us to modify system of the 
equations. In the same way as in case of chemical 
reactions, strong electrostatic interaction of 
particles leads to modification of system of the 
equations. Let's start with system quasistationary 
Maxwell equations 
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It is known, that in 1D non-uniform system 
ambipolar potential satisfies to the equation  
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In 2D and 3D systems expression on the right will 
be not obligatory a gradient, therefore correct 
record looks like 
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where vector A satisfies to the equation 
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with boundary conditions for A and Cϕ∇  
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3.4 Behavior of the solution near to an instability 

point 
 

The behavior of system of the equations 
(1) at n→n1 can be found by means of Fourier 
transformation ( ) ( ) ( )krkNkN itdtx exp,, δδ ∫= , where 

( ) ( ) ( )krrrδδkδN itdt −= ∫ exp2,, π . Fourier image of 

density satisfies to system of the equations 
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It is possible to present the solution of this system 
in the form of the sum 
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Coefficients Ai(k) in (17) is defined by initial 
conditions.  
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In coordinates ( )t,r  the solution of the equation (1) 
can be written down in form 
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This expression gives a common solution of the 
problem in linear approach. Asymptotic relation for 

( )t,rδN  at t → ∞ usually can be calculated by 
saddle point method. A stationary point k0i satisfies 
to expression 
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Entering a new variable 

ii 0kkk −=Δ , and a 

designation it is possible to write down parity (17) 
in a form 
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If in a close vicinity of a saddle point there are no 
special points (pole, branching points, etc.) the 
argument of exponent can be expanded in series on 
degrees of Δk, leaving only to the second order.  
Then it is easily calculated  
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It is interesting to receive value of integral (18) in 
system of co-ordinates moving with velocity V, i.e. 
if tVrr −= . In this case the stationary point satisfy 
to the equation  
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and the argument in an exponent before integral 

( )( )ti iii Vkk 00 +Λ . Thus, in a point, moving with 
speed V, the perturbation grows, if 

( )( ) 0Re 00 >+Λ Vkk iii i  and also decreases 
otherwise. Last two parities allow to receive system 
of the equations for definition of chemical wave 
propagation speed V and characteristic size of front 
of ionization k0 at any dispersion law: 
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In weakly inhomogeneous medium Fourier 
transform of coefficient ( )kiA
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satisfies to the equation 
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For record simplification here are entered effective 
coefficients of mobility and diffusion 

 Ek∂∂Λ∂=
uweffμ , 

wuiuw
i
eff kkD ∂∂Λ∂−= 22 . 

Knowing all coefficients Ai(r,t) it is possible to 
calculate spatial distributions of particles density 
using expression (18): 
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It follows from the received parities, that 
propagation speed of reaction front in such medium 
is defined by the formula 
 

1
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4. Example of calculation of effective diffusion 

and birth coefficients of particles for two-
component system 

 
Features which bring in calculation of 

integral (19) multicomponent media, it is possible 
to outline qualitatively on an example of the two-
componential system described (in linear approach) 
by the equations: 
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Eigenvalues of the given system of the equations 
can be written out obviously: 
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Solution has saddle points and branching points on 
a complex plane. It is necessary to notice, that the 
saddle point (20) is usually displaced from the real 
axe to the complex plane therefore similar 

 

 
 

Fig. 4. Possible behavior of dispersive curves on an axis Rek=0, –∞<Re k<∞. a) –  intersection of curves in one of points, 
b) – the interaction leading to increase of distance between eigenvalues, c) – the interaction leading to occurrence of 

periodic solutions, d) – absence of intersection. 
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consideration it is necessary to spend not only on 
the real axis, but also in its some vicinity, where 
Imk≠0. Besides, there can be a question on 
uniqueness of the solution of system of the 
equations (20). In system where drift of particles is 
absent it is sufficient to consider only behavior on 
real axis enough. (Fig. 4). In many cases dispersion 
laws are that, that the equation (20) is reduced to 
one equation 
 

( ) ( ) 0Re 0
00 =⎟
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∂
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−Λ
k
kkk i

iii
,  

 
from which follows, that the characteristic scale of 
heterogeneity of front is defined by point in which 
the tangent to a curve Λ(k) passes through the 
beginning of co-ordinates. When the solution is 
ambiguous, apparently real speed is defined by the 
solution corresponding to larger density of 
particles. 
 
Influence of sound waves in case speed of 
propagation of front is much less than speed of a 
chemical wave is not significant. 

 
Conclusions 

 
We have proposed a mathematical model 

of chemical reaction front propagation 
characteristics calculation in multi component 
medium. The model is based on a transformation of 
the balance equation system for different plasma 
components to one diffusion equation with the 
nonlinear source. The basis for such a 
simplification consists in difference of various 
processes chemical reaction velocities. Use of the 
given approach allows to reduce essentially volume 
of numerical calculations at construction of 
discharge mathematical model. The analysis of the 
solution of the unicomponent equation of diffusion 
shows, that in many cases the speed of ionization 
front propagation defined by speed of chemical 
reaction and diffusion in the region of phase space 
near to a point in which speed of reaction is 
maximum. 
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Numerical simulation of supersonic flow 
M=2 (V~500 m/s) in convergent-divergent duct 
with near-surface heat sources is described. 
Influence of power magnitude and position in 
respect of wedge on the flow structure is 
investigated. Results comparison of two CFD 
applications was provided. The main objective of 
simulations was to obtain the data, which is 
difficult to be measured experimentally [1]. 
 

 
 
Figure 1.  Geometry of computational region. 
 
 

Calculations of three-dimensional 
undisturbed flow in experimental set up were 
executed by using ANSYS™ CFX software and 
SolidWorks Flow Simulation (SWFS) software. 
Model of perfect gas in experimental set up was 
used at modeling supersonic flow.  Numerical 

modeling of undisturbed flow was based on 
solution of 3D time-dependent Reynolds averaged 
Navier-Stokes equations with the utilization of the 
wide used two-equation SST-model of turbulence 
and two-equation k-ε-model of turbulence 
respectively. No-slip and adiabatic conditions were 
specified on upper, lower, and on lateral walls of 
the duct. Symmetry conditions were used in central 
plane of the duct to decrease the calculation domain 
which contained about 1.7x106-6x106 mesh points. 
Inlet of the duct was 72x60 mm, output was 72x72 
mm. Direct current electrical discharge between 7 
electrodes was simulated by introducing 7 
volumetric heat sources. Heat sources were located 
at L = 0-40 mm upstream 1st wedge of convergent-
divergent model. The geometry of the whole 
channel and of the areas of volumetric heat sources 
is shown in Fig.1. 

A comparison of calculated flow structure 
and experimental schlieren image for undisturbed 
flow is shown in Fig.2. We can conclude that the 
volumetric heat sources influence on the flow the 
same way as the discharge does. In both cases 
power increase results in crossed shock angle 
increase and makes crossed shock more strong. 
Low power (about 4 kW) is insufficient to reduce 
crossed shocks caused by ramp model. Therefore 
all other information obtained at our numerical 
modeling can be used for investigation of discharge 
influence on undisturbed flow. Crossed shock angle 
values for heat source position 20mm in front of 
model are presented in Fig. 4. 

 

 
 

Figure 2. ANSYS: comparison of experimental schlieren image and 
calculated flow structure. 

L=20 mm: a – no discharge, b –  discharge: W=8kW. 

Figure 3. SWFS: density distribution, W=8kW. 
a – L=10 mm to 1st wedge ; 
b – L=40 mm to 1st wedge. 
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Important information that can be obtained 
by calculation is the three-dimensional structure of 
crossed shocks. In all cases crossed shock has a 
plate like form with small curvature near the lateral 
wall and in case of heat source enabled shock has 
undulated structure near the down wall caused by 
discrete heat zone structure. With increase of heat 
power the undulated shock structure becomes more 
plane. In case of 4.2kW power flow has complex 
three crossed shocks structure that can be reduced 
by power increase. 

SolidWorks Flow Simulation was used to 
carry out investigation of the effect of heat sources 
location. Illustrations of flow structure for different 
heat sources location are presented in Fig.3. 
Location of heat sources on the 1st wedge or at 
10mm upstream makes shock angle significantly 
higher. Heat sources location at 30-40mm upstream 
1st wedge makes shock angle less than angle at no-

heat case. Therefore we can modify flow structure 
by variation of distance between electrodes and the 
ramp. Increase of distance between 1st wedge and 
the electrodes location results in not only crossed 
shock angle decrease. It also contributes to moving 
of 1st shock reflection point upstream so it may 
lead to impossibility of flow control. But small 
distance, especially heat location on 1st wedge, 
increases the possibility of channel blocking for 
slightly smaller Mach numbers. So we can conclude 
that the optimal electrodes location is about 20 mm 
from ramp. Simulations result of the heat sources 
location effect is presented in Fig.5. 

Heat source filaments make strong 
influence to static pressure distribution along the 
channel. Pressure increases in 1st and 2nd model 
parts at the heat power increase, but decreases in 3rd 
part. Pressure increasing in 4-6th parts caused by 
strong reflection of frontal crossed shock and front 

 
Figure 4.  Crossed shock angle vs Power Figure 5.  Crossed shock angle vs Distance 

 

 

 
 

Figure 6.  Static pressure distribution along channel. 
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of this pressure increase moves upstream from 5th to 
4th ramp part with power increase. Static pressure 
distribution is presented in Fig.6. Result 
comparison for symmetry plane and for plane 
moved on 23.5 mm to sidewall (this plane is placed 
between two heat source filaments) leads to 
conclusion that the discrete heat source structure 
has no significant influence on static pressure 
distribution. 

Important information was obtained about 
the air temperature. There are three zones with 
significant temperature increase in comparison with 
no-heat case: 2nd area – the end of heat source, 4th 
area – at the place of crossed shock reflection, 6th 
area – temperature increase is caused by model 
geometry. Maximum temperature values are 
presented in Table   

The numerical simulation gives some 
important details of plasma-flow-model interaction. 
The following features were considered: 

Results obtained by different CFD 
calculation are in good agreement with 
experiment and with each other; 

Despite of discrete 3D character of the 
heat source the resulting flow structure looks not 
very irregular; 

Crossed shock angle dependency on 
power is in good agreement with experiment, but 
numerical values have small difference; 

Low heat power (about 4kW) does not 
eliminate influence of ramp wedges to crossed 
shock creation, high  power (about 12kW) have 
strong thermal action to the ramp material, 
therefore 8kW power source is optimal for ramp 
crossed shock structure control; 

The maximal gas temperature is 2166K 
at 8.2kW and 4727K at 12kW 

The variation of the heat sources 
location leads to significant modification of the 
resulting flow structure, particularly increase of 
distance between 1st wedge and the electrodes 
location results in crossed shock angle decrease. 
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Temperature, (K) No heat (0.5mm 
from down wall) 

4.2kW 8.2kW 12kW 

2nd area 283 754 2166 4727 

4th area (back part) 236 290 404 589 

6th area 290 343 412 519 

 
Table   Maximum temperature in specified zones. 
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The paper deals with the investigation of 
influence a gas flow and external electric circuit on 
the properties of so-called gliding arc discharge. 
Principle of discharge operation is demonstrated in 
Fig. 1. In most publications [1−3], the discharge 
properties are interpreted in a framework of steady 
state models. Such models imply that at initial 
instant of time the very first breakdown occurs over 
the shortest distance between the electrodes under 
that action of voltage V0. After that due to gas flow 
the plasma column moves along the electrode 
surface, the column length increases with time and 
the discharge burning voltage increases as well. 
When the column length reaches a critical value 
[1], the discharge is extinguished, current is 
interrupted and new breakdown occurs over the 
shortest path in the interelectrode gap. So that the 
above described cycle is repeated. Then in the stage 
between the successive repeated breakdowns the 
discharge column is considered as sustaining in 
steady state conditions with a permanent specific 
conductivity [2]. 

In this paper, we demonstrate that with a 
rather high gas flow the discharge properties are 
essentially nonsteady state. It resembles the 
discharge behavior in so-called low-current 
nonsteady state plasmatron [4]. The principal 
features of discharge are reduced to the following. 

Due to the very first breakdown, a kind of 
spark discharge appears in the gap. The energy to 

the spark is delivered from the capacitance of 
connecting cable Cc. However, with a low current 
level from power supply (less that 0.5 A) the 
discharge is not able to be sustained as a steady 
state arc. After a time interval of about 1 μs the 
discharge burning regime transforms into a glow 
mode. So that at the stage of displacement of the 
discharge column over the electrode surface we 
deal with a glow type of discharge. 

In some regimes, the metal vapor cathode 
spots arise abruptly and chaotically in the place of 
glow discharge current attachment at the cathode 
surface. At these instants of time, the discharge 
burning voltage sharply decreases as far as the 
cathode voltage drop region of the glow discharge 
is bridged by metal vapor plasma. The origin of the 
arc cathode spot could be initiate the glow to arc 
transition process [4]. Nevertheless, the lifetime of 
arc cathode spot is limited. As a result, this spot is 
extinguished and discharge starts burning in a glow 
mode again. In such regimes, we can speak of the 
non-completed glow to spark transitions. 

The new spark discharge over a short 
interelectrode distance appears not due to repeated 
breakdown after the current interruption in the 
primary discharge column. In most cases, the spark 
discharge occurs long before the primary glow 
discharge current could be interrupted. The 
phenomenon in its main features resembles rather 
the glow to spark transition than a repeated 

 
 

 
 

Fig. 1. Principle of gliding arc operation and integral photograph of discharge luminosity 
(Rb=10 kOhm, СС=300 pF, V0=3 kV, Rsh=1 Ohm). 

 



104 

breakdown of the gap. Correspondingly, the 
transitions are accompanied by the current pulses 
with duration of about 100 ns. The pulses appear 
due to discharging the capacitance Cc across the 
gap. 

The above data had been obtained in the 
experiments with recording the current and voltage 
waveforms jointly with photographing of the 
discharge image by CCD camera. An example of 
such data for a time interval between successive 
glow-to-spark transitions is presented in Fig. 2. 
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Fig. 2. Voltage and current waveforms and CCD frames of the gap at different instants of time 
(exposition time − 50 µs, V0=3 kV, gas flow 0.1 g/s). 
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The possibility of the plasmoids performances 
control is one of actual questions, appears in 
applied technical problems. At use the erosive type 
discharge in a pulse mode for the plasmoids 
formation the possibility of scale (the linear size), 
energy (energy content) and time (plasmoid 
lifetime) performances control represents the prime 
interest. 

As a result of experimental researches it is 
shown, that the plasmoids formation takes place in 
a restricted range of the erosive type discharge 
parameters [1, 2, 4]. In particular, there are the 
limiting values of discharge pulse power density (5 
MW/cm3), current increase velocity (500 kA/s), 
medial current density (10…20 kA/cm2) which 
excess is accompanied by the plasmoid energy 
parameters decrease and by intensification of the 
processes of equilibrium plasma formation in its 
neighborhood. Essential excess of the specified 
parameters (for 2…3 orders) is accompanied by the 
formation of plasma flow that is propagate to a 
distance, less than 10 calibers from the capillary 
edge [3]. In this case the plasmoid formation is not 
observed.  

Variation of the full power input into erosive 
type discharge, at maintenance of power density, 
can be viewed as one of methods of the plasmoid 
scale and energy performances control. In particular 
it can be implemented by the discharge channel 
volume variation. Besides, the plasmoids 
performances appears depend in the strong degree 
on the boundary conditions on the discharge 
channel outlet, in particular: the shape and the 
spatial position of the outside electrode (cathode), 
the condition of atmosphere, magnetic field 
presence, - that also can be assumed as the 
additional control possibilities of scale and energy 
performances. 

 
The experimental bench. 
 

Experimental researches were spent on the 
erosive type discharger experimental model (fig.1). 
The discharge channel 1 material is 
polymethylmetacrylat, used as the plasma source 
substance. In a carbon anode 3, mounted on the 
discharge channel 1 inlet, the through hole 6, that 
provides the compressed gas delivery, is made. 
During experiments the possibility of the distance δ 
variation (between the cathode 2 plane and the 

channel 1 edge) was provided. Next modifications 
of channels were used in experiments: the diameter 
d=1, 2, 3, 4 mm and the length l=3, 5, 10, 15, 20 
mm. The relation of the discharge channel length to 
the diameter is in a range of values l/d=2,5…5. 

Capacitors were used as energy source. The 
maximum energy value of capacitors is 22,5 kJ at 
the voltage level 5 kV and the net capacity value 
С=1800 uF. Registration of a current, a discharge 
voltage and the plasmoid radiation in an optical 
range have been spent during the experiments. The 
possibility of the compressed gas delivery at 
redundant pressure level up to 6 Barr was provided. 
This permitted to study the gas flow influence on 
the processes of the plasmoids formation. 

 

 
 

1 – dielectric channel (polymethylmetacrylat) 
2 – cathode 
3 – anode (carbon) 
4 – anode holder 
5 – anode busbar 
6 – hole for the forced delivery of air through the 
discharge channel 
 
Fig. 1. The design scheme of erosive discharger. 

 
 
Targets of a conductive material, mounted on 

fixed distance from the discharge channel edge, 
were used for estimations of the plasmoid energy 
content. Estimations of the plasmoid energy content 
were yielded by comparison of the holes sizes, 
formed in a target as a result of contact interaction 
with a plasmoid. The plates of conductive material 
(copper, brass, steel, aluminium) with thickness 
from 0,2 to 6 mm were used as targets.  
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The influence of pulse power density, current 
increase velocity and discharge duration on the 
plasmoids performances. 
 

Depending on the erosive type discharge pulse 
power density it is possible to select two modes of 
plasmoids formation.  

The first mode takes place in the range of 
power density values 0,5…1 MW/cm3. This mode 
is characterized by almost silent plasmoid 
formation, oriented along the discharge channel 
axis. The plasmoid is characterized by sharply 
expressed boundaries; the shape is close to 
cylindrical, pointed to the extremity. For various 
diameters of the discharge channel (capillary) the 
plasmoid linear size varies in a range of 10…40 сm, 
diameter at the basis is about 5 mm. Dynamics of 
the plasmoid evolution is the smooth length 
magnification during the discharge. Velocity of the 
plasmoid length magnification is 30…100 m/s and 
depends on the discharge current increase velocity 
and pulse power density values. Given mode takes 
place if the discharge current value does not exceed 
100 A.  

The plasmoid lifetime is exceed duration of 
the erosive type discharge which in the given 
experimental series reached up to 50 ms. Long-term 
enough time prolongs a plasmoid to exist after the 
discharge termination after that a plasmoid becomes 
to dissipate. The characteristic plasmoid lifetime, 
obtained in the given experimental series, is 
20…500 ms. The integral plasmoid photo formed in 
a mode of current restriction, and also the 
characteristic oscillograms of current, voltage and 
signal from photodiode, mounted at level of 10 cm 
relatively to the discharge channel edge, are 
presented on fig.2. 

The maximum plasmoid length received in a 
current restricted mode is 30…40 cm for capillary 
diameter value d=2 mm. Magnification of the 

discharge channel diameter leads to the plasmoid 
length reduction. For example, plasmoid length 
does not exceed 15 cm for the capillary diameter 
value d=4 mm. For the capillary diameter value d=1 
mm the peak value of the plasmoid length in some 
cases is reached up to 60…80 cm [1, 5, 6]. 

The tendency of the plasmoid length reduction 
while capillary diameter magnification, and, hence, 
the discharge channel volume (at relation l/d 
maintenance), can be explained by the pulse power 
density reduction. In this case also the decrease of 
the plasmoid energy content can be observed. This 
was checked by comparison of the contact 
interaction effects on testing targets. 

It is necessary to note essential dependence of 
the plasmoid linear size from the current increase 
velocity. The range of current increase velocity 
values 100...500 kA/s corresponds to the peak 
plasmoid linear sizes. Decrease of the current 
increase velocity leads the plasmoid length 
reduction. Parallel with the length reduction the 
upper limit excess causes the intense ionization in 
plasmoid boundary neighborhood. 

The second mode of the plasmoid formation 
takes place in a range of pulse power density values 
1…5 MW/cm3. A peak current value for given 
mode is reached up to 2,5 kA, the discharge 
duration has the order of 2…25 ms. Exterior 
appearances: on the discharge channel outlet there 
is a plasmoid formation (the base diameter is 
nearby 1,5…2 cm) with expressed boundaries, 
surrounded by breaking up plasma cloud in 
diameter about 10…15 cm (fig.3а). Depending on 
the discharge parameters the plasmoid length can 
be reached up to 1 m. 

The discharge is accompanied by the strong 
shock wave formed by gases during the plasma 
heating and the capillary wall ablation. In some 
cases the separation of plasmoid and its free motion 
along the discharge channel axis (fig.3b) is 
observed, that is registered in the form of surges on 
the plasmoid radiation oscillogram (fig.3c). 

Depending on discharge circuit parameters 
embodying of two modes is possible - aperiodic, 
when the discharge duration is restricted by a 
current half-period (fig. 4a), and periodic one, when 
the alternating-sign current and voltage oscillations 
(fig. 4b) takes place during a discharge pulse. 

The volume of the breaking up plasma area 
appears minimal at aperiodic mode. Plasmoid 
boundaries appear more sharply expressed, than for 
an oscillating mode. At invariable values of medial 
power density, current increase velocity and the 
discharge duration, the energy content and also the 
plasmoid lifetime appears larger for aperiodic 
discharge mode (fig.4). 

The forced delivery of gas through the 
discharge channel causes the plasmoid linear size 
magnification up to 1,5…2 times. When pulse 
power density value is lower than 0,5…1 MW/cm3, 

 

 
 
Fig.2. Integral plasmoid photo in current restricted mode, 
and the typical current, voltage and radiation oscillograms.  
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there is the limiting pressure on the discharge 
channel inlet which excess causes reduction of the 
plasmoid linear size and energy content. The 
limiting pressure value varies in the range 1,5…2 
Barr [5]. 

 

 
 

Fig.3. Video frames of the plasmoid formation (a, b), and 
the plasmoid radiation oscillogram registered by the 
photodiode (c) for a case of the plasmoid separation and 
moving. 

 
 
Rising of pulse power density up to 1…5 

MW/cm3 and current increase velocity up to 
100…500 kA/s causes the limiting pressure value 
increase. In particular, at magnification of 
redundant pressure up to 6 Barr it was not possible 
to find out the tendency of the plasmoid length 
change, related to presence of critical pressure. In 
the explored range of redundant pressure values the 
forced delivery of gas through the discharge 
channel does not lead to appreciable change in the 
discharge current and voltage oscillograms. In this 
case a plasmoid lifetime after the discharge 
termination is considerably increased (fig.5). 

Generally the forced delivery of gas through 
the capillary provides the discharge localization in 
the near wall area [3, 5]. Most possibly, it is due to 
a lapse rate of stagnation pressure in a boundary 
layer which value reduces in a direction to a 
capillary wall. Besides discharge stabilization in the 
near wall area, the forced delivery of gas allows to 

reduce the ablation velocity of walls, and hence to 
raise discharger resource. Also it allows increasing 
the erosive discharge stage duration during which 
there is possible to maintenance the plasmoid 
existence without its fracture. According to spent 
experiments, in the absence of the forced delivery 
of gas the optimum duration of this stage does not 
exceed half-period of the discharge circuit 
oscillations, defined from requirements when a 
pulse power density and a current increase velocity 
are close to the limiting values (5 MW/cm3 and 
100…500 kA/s, accordingly). The forced delivery 
of gas allows increasing the optimum duration of 
the erosive discharge stage, approximately, to 2…3 
times. In current restricted mode the optimum 
duration of the erosive discharge stage appears 
essentially longer [6].  

 

 
 

 
 

Fig.4. The typical oscillograms of voltage, current, 
radiation, detected by photodiode, for aperiodic (a) and 
oscillating (b) discharge modes.  

 
 
The processes related to plasmoid formation 

and dynamics are reflected on radiation time 
dependence. After the discharge termination, which 
moment corresponds to the beginning of the first 
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inflexion (the plus inflexion, fig. 5), intensity of 
radiation decreases linearly on time. After some 
interval there is a second inflexion (negative) on 
radiation time dependence after which radiation 
dependence gets character of a damping 
exponential curve. The forced delivery of gas 
through the discharge channel leads preferentially 
to magnification of the time interval corresponding 
to linear dumping of radiation intensity. The 
exponential damping interval changes in a less 
degree. If to assume, that the exponential damping 
interval corresponds to plasmoid dissipation time 
(which on 1…2 orders exceeds plasma 
recombination time at atmospheric pressure) the 
linear damping interval can be compared with a 
plasmoid lifetime.  

Excess the upper value of current increase 
velocity (dI/dt> 500 kA/s) leads to considerable 
decrease of the plasmoid energy performances. In 
this case change of the plasmoid linear size is 
inappreciably, however duration of the plasmoid 
existence after the discharge termination decreases 
up to 4…5 times (fig.5a and 5b).  
 

 
 

Fig.5. Oscillograms of the plasmoid radiation for the 
cases with and without forced delivery of gas through the 
discharge channel for essentially different values of 
current increase velocity. 

 

Magnification of the erosive discharge integral 
power at respective increasing of the discharge 
channel volume (at invariable values of pulse 
power density and current increase velocity) leads 
to proportional growth of the plasmoid energy 
content and to some magnification of the plasmoid 
linear size. Thus, the plasmoid characteristic size 
and the energy content appears to be peak in a case 
when the erosive discharge parameters are closed to 
critical values (pulse power density w~5 MW/cm3, 
current increase velocity dI/dt~500 kA/s). Change 
of the specified parameters towards diminution, or 
magnification, is accompanied by decrease of the 
plasmoid size and energy content. 

 
Influence of the ionic current spatial 
configuration, formed on the discharge channel 
outlet, on plasmoid parameters. 
 

It is revealed experimentally, that plasmoid 
parameters depends on ionic current spatial 
distribution on the discharge channel outlet in a 
strong degree. For the used organization scheme of 
the erosive type discharge the ionic current spatial 
distribution depends on the shape and the size of 
the cathode, the cathode position relatively the 
discharge channel outlet, and also from geometry of 
the discharge channel outlet profile. 

Few variants of ring cathodes with different 
inside diameters were used in researches. The 
appreciable distinction of the plasmoid parameters 
(the linear size and the energy content) depending 
on the cathode inside diameter value (at the fixed 
cathode position relatively the discharge channel 
outlet) was not revealed in experiments. 

Change of the cathode position relatively 
discharge channel edge makes appreciable 
influence on plasmoid parameters. So, the linear 
size and the plasmoid energy content appear to be 
peak in the case when the discharge channel edge 
raises over a cathode plane.  

Replacement of the cathode plane to the level 
of the discharge channel edge and above is 
accompanied by reduction of the plasmoid length 
(fig. 6a-d). Diffusion of the plasmoid boundaries, 
the breaking up plasma volume magnification in the 
plasmoid neighborhood is thus observed. So, 
replacement of the cathode plane to the level of the 
discharge channel edge leads to plasmoid length 
diminishing for 10…20 %. The further cathode 
replacement leads to more essential diminishing of 
length at some magnification of the plasmoid 
visible diameter. It is remarkable, that current and 
voltage time dependences are not change 
considerably while the cathode replacement. At the 
same time, the plasmoid lifetime is change enough 
essentially (fig. 6e). So, the peak value of the 
plasmoid lifetime is observed if the cathode 
positions relatively the discharge channel edge in a 
range of values 0…+3 mm. The cathode 
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replacement relatively the discharge channel edge 
in a range of values -3…+6 mm is accompanied by 
the monotonous decrease of the plasmoid energy 
content. 

Change of capillary outlet profile geometry by 
facet performance (the capillary sizes - d=2 mm, 
l=10 mm, a facet depth - 2 mm, a corner value - 
1200) has not revealed appreciable influence on the 
plasmoid shape, size and the energy content in 
comparison with a case when the capillary edge is 
not handled. On the contrary, change of the cathode 
shape yields essentially influence on geometrical 
and energy plasmoid parameters. The most 
probable reason of that, in our opinion, is influence 
of electrical potential distribution which essentially 
depends on cathode geometry, and in less degree - 
from density distribution of a gas flow.  

 

 

 
e) 

 
Fig.6. Dependence of geometrical performances (а-d) 
and plasmoid radiation intensity (e) from the cathode 
position relatively the capillary edge. 

 
 
For studying of the cathode shape influence on 

the plasmoid performances the hollow cylinder has 
been mounted coaxially to the discharge channel. A 
cylinder material - aluminium, inside diameter 
value - 28 mm, height - 30 mm. Essential change of 
the plasmoid geometrical performances (fig.7a and 
7b) is observed in this case, in particular: decrease 
of the plasmoid linear size, increase of the plasmoid 
diameter, formation of the breaking up plasma area, 
expanded while removal from the discharge 
channel edge. Intensity of the plasmoid radiation 

thus decreases (fig.7e), though the radiations 
duration is little increasing. The character of 
radiation time dependence becomes close to 
exponential damping, that is essentially differ from 
the character of radiation dependence for the case 
of cathode with initial shape (fig.7a), where there is 
the linear dumping interval (a corresponding curve 
in fig.7e). Also the essential decrease of the 
plasmoid energy content is observed. 

 

 

 
e) 
 

Fig.7. Influence of the cathode geometry and of the 
magnetic field orientation on the plasmoid geometric 
performances (a-d) and its radiation intensity (e). 

 
 
Magnetic field of the ring magnet, mounted 

coaxially to the discharge channel, leads to more 
essential influence on plasmoid parameters. The 
ring magnet with next parameters: the sizes 
φ73×φ32×18, a material - Fe-Nd-B, a magnetic 
intensity near the surface ~1,2 Tl, - was used in 
experiments. As far as the magnet material is a 
conductor, thus changes of the electrical potential 
distribution, caused by magnet installation, is quite 
similar to the previous case. However, the magnetic 
field makes more essential influence on the 
plasmoid performances (fig.7c and 7d). The length 
of plasma formation in this case decreases, diameter 
of the brightest part is increasing till the sizes of the 
magnet inside diameter, and the volume occupied 
by the breaking up plasma is increasing. 
Dependence of the size of the brightest area of 
plasma formation on the magnetic field direction is 
observed. The volume of this area appears to be 
larger while orientation of northern magnet pole 
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towards the discharge channel (fig.7c), than for the 
opposite magnetic field direction (fig.7d). 

Character of radiation intensity, namely: 
almost full lack of a linear damping interval and 
presence of an exponential damping interval, - 
appears to be similar for a case, when the magnetic 
field is absent. However, if for a case, when the 
northern magnetic pole is oriented toward the 
discharge channel (fig.7c), the character of 
radiation intensity has little distinctions from an 
exponential damping, and it is possible to find out 
signs of the linear damping interval, in a case, when 
the northern magnetic pole is oriented oppositely 
(fig.7d), exponential character of radiation damping 
becomes more expressed (corresponding 
dependences in fig.7e). 

It is necessary to note, that magnet placement 
on the considerable distances from the discharge 
channel edge (10…15 cm) does not cause 
appreciable influence on plasmoid performances. 

In these requirements formation of plasma 
area on the discharge channel outlet (nonuniform 
localized area with the raised ionization which does 
not have obviously expressed boundaries) takes 
place. The similar tendency is observed while 
changing the cathode spatial position relatively the 
discharge channel edge, where variation of radial 
and axial ionic current components relation also 
takes place (fig.6). Thus, set of the gained data can 
indicate on the essential role of the ionic current 
spatial distribution on the discharge channel outlet 
in mechanisms of plasmoid formation. 

 
Influence of a gas flow on plasmoids 
performances. 
 

Interaction of the plasmoid with the 
transversal gas flow which is not touch the removal 
currents area in the discharge channel edge 
neighborhood, leads to reduction of the plasmoid 
sizes (fig.8a and 8b, it is visible the peak intensity 
area of radiation, gained from video shooting using 
neutral light filters NS-13 and NS-3). At the 
redundant pressure value on branch pipe outlet ~6 
Barr, the diminution of the plasmoid length reaches 
40…50 % of the initial value. Unlike the breaking 
up plasma area the plasmoid does not drift by a gas 
flow. Presence of the gas flow does not influence 
discharge current and voltage time dependences. 
Radiation time dependences are different in 
duration of the plasmoid lifetime after the discharge 
termination. As a rule, duration of the plasmoid 
lifetime after the discharge termination in the 
conditions of transversal gas flow changes 
inappreciably. However in a number of cases 
magnification of the plasmoid lifetime is observed 
(fig.8c). 

The gas flow action in the discharge channel 
edge neighborhood on removal currents spatial 
domain makes essential influence on process of 

plasmoid formation and its parameters. In 
particular, at redundant pressure value on the 
branch pipe outlet р~1 Barr, placed apart ~10 cm 
relatively the discharge channel edge, diminution of 
the plasmoid length up to 60…80 % is observed. 
The further magnification of redundant pressure 
leads to practically full inhibition of plasmoid 
formation. 

In the viewed case the gas flow makes 
essential influence on electrical potential 
distribution (and the ionic current density) on the 
discharge channel outlet, first of all, due to 
magnification of recombination rate of charged 
particles. The gained effect is quite similar for cases 
with influence of the cathode shape and magnetic 
field on plasmoid parameters. This allows 
considering the ionic current distribution on the 
discharge channel outlet as one of the main factors 
determining the plasmoid formation process.  

 

 

 
c) 

Fig.8. The transversal gas flow influence on the plasmoid 
sizes. 

 
 
Conclusions. 
 
Thus, results of experimental researches 

shows possibility of the plasmoid scale and energy 
performances control, in particular, due to variation 
of the erosive discharge integral power (at 
maintenance of pulse power density and current 
increase velocity), and also by the means of the 
erosive discharge stabilization in the near wall 
capillary area carried out by the forced delivery of 
gas.  
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In the technical applied problems it is 
necessary to consider essential influence of the 
ionic current spatial distribution on the discharge 
channel outlet on the plasmoid formation processes. 
In this connection study of questions related to 
possibility of minimization of exterior factors 
influence (in particular, air flows) on removal 
currents area - on a section between the discharge 
channel edge and the cathode - is actually. Given 
questions can be solved both by the means of 
constructive measures, and by the changes in the 
organization of the erosive type discharge. First of 
all, the solution of the specified question is actually 
for expansion of plasmoid generators applications 
(for example, for use as the onboard flying vehicles 
generators for aerodynamic drag decrease, as the 
plasma antenna, etc.). 

This work is executed at the support of the 
Russian Foundation for Basic Research, the project 
07-02-12029. 
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Abstract. Multistage inflammation in the propane-air mixture was considered.  The longest phase of multistage ignition 

is an induction time of cool flame appearance. It has been shown by modeling that the operation of discharge in hydrocarbon-
oxidizer mixture may reduce the low temperature inflammation stage is appreciably (in tens times and more), due to initial 
radicals resulted from dissociation of fuel and oxygen by electron impact. At the same time the duration of second (blue) and 
third (hot) stages remains the unchanged. This effect is associated with a fast appearance of C3H7OOH and CH3OOH, and, as 
a consequence, a partially release of chemical energy in the system under decomposition of hydroperoxides.  

 
 

1. Introduction.  
 

Primordially, the interest to low 
temperature oxidation  of fuel-air hydrocarbon 
mixtures has been associated with the study of 
combustion in a spark ignition engine (an engine 
knock) and diesel engine with homogeneous charge 
(for example, nature gas with air) [1,2]. The 
appearance of low temperature oxidation of 
hydrocarbon-air mixtures is accompanied by the 
fluorescence of formaldehyde (CH2O) and formyl 
radical (CHO) with the wave-length of blue spectral 
region, and the stepped release of fuel mixture 
chemical enthalpy throughout the organic peroxide 
decomposition. Multistage inflammation includes 
the cool flame stage (Т ~ 550-750 К), blue flame (Т 
~ 800-1000 К) and hot flame (Т>1000 K) stages.   

At present time, it is actively developed 
the new area in combustion, namely, plasma 
assisted combustion. We suggested that under 
certain conditions generated by exterior source 
(discharge, laser spark) the onset of multistage 
inflammation may occur [3]. The results of 
preliminary calculations showed the radicals (O, H, 
CH3 - the dissociation products by direct electron 
impact) reduce the induction time of cool flame 
ignition, conserving the duration of blue and hot 
stages the unchanged [3]. As a result the total 
induction time becomes smaller. In given work on 
the basic of developed earlier kinetic mechanism 
and preliminary results the reason of remarkable 
reduce of cool flame stage is established. The 
modeling results were obtained for the mixtures, 
containing the methane or propane.  

 
2. Description of modeling approach 

 
The initial concentrations of radicals were 

determined taking into account the treatment of 
mixture by discharge which is simulated in the 
approximation of specified electric field. The 
concentration of primary active particles is 
estimated through the coefficients of corresponding 
processes of dissociation and excitation of species 

by electron impact and input energy per one 
molecule. All the kinetic and transport coefficients 
as functions of the reduced electric field E/n (where 
E is the electric field and n is the gas density) are 
obtained by averaging of corresponding cross 
sections with the electron energy distribution 
function. The latter is calculated using the 
BOLSIG+ kinetic code [4].  
 Initial concentrations of radicals were the 
inlet parameters for chemical kinetic code. The 
calculation of inflammation process was carried out 
using the kinetic code [5] for the constant volume 
condition with taking into account a heat emission. 
The cooling of walls was not taken into 
consideration, and nowadays insufficiently studied 
peroxide decompositions on the walls was accepted 
in some reactions just approximately. In 
experiments the multistage ignition is identified 
throughout the stepped growth of pressure and light 
emission. In calculations the identification of those 
flames is the change of pressure or temperature, and 
concentrations of the key components.  
 
3. Results and discussion 
 

The basic set of species and reactions of 
present chemical kinetic code has been used earlier 
for the description of formation and removal of 
toxic impurities in the automobile exhaust gases 
[6], for the simulation of physical and chemical 
processes in the chemical compression reactor [7], 
in the study of ignition of fuel-air counter-flow jets 
by electrical discharge [8] and other tasks. To 
decide the low temperature inflammation problem 
that chemical kinetic scheme was added new 
reactions and components taken from several 
sources, including [9-11]. 

In Fig.1 the temperature and OH 
concentration as the result of modeling for mixture 
6.5%C3H8+19.6%O2+73.9% N2 are presented. The 
first peak of OH corresponds to appearance of cool 
flame (time is 1.16 s) with increase of temperature 
at 130º, a weak OH peak at time of 1.202 s 
corresponds to the blue flame stage and the hot 



113 

flame arises at time of 1.207s. For this case the 
concentrations of acetaldehyde (CH3CHO), and 
alkyl hydroperoxides C3H7OOH and CH3OOH are 
showed in Fig.2.     
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Fig. 1. Temperature and OH concentration 

in dependence on time in 6.5%C3H8 
+19.6%O2+73.9%N2 mixture. 

P0=5.5atm, T0=650 K. 
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Fig.2. Temperature and component concentrations in 
dependence on time: “1” is CH3CHO, “2” is CH3OOH, 
“3” is C3H7OOH. Conditions are in Fig.1. 
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is  no discharge, “2” is mixture activated by discharge. 

6.5%C3H8+19.6%O2+73.9% N2 
mixture.  P0=5.5atm, T0=650 K. 

 
 

If the mixture is activated by discharge, the 
induction time noticeably reduced. In Fig. 3 the 

comparison of temperature dependence on time for 
two cases demonstrates the shift of induction time 
more then one order of magnitude: from 1.2 s to 
0.09 s. The primary concentrations of radicals were 
calculated using the constant rates of dissociation 
and excitation for propane-air mixture [12] at the 
fixed electric field of 200 Td, and in suggestion that 
the input energy into the system was equal to 0.01 
eV/molecule. As a result the concentrations of 
active particles generated by discharge were 
[O]0=1500 ppm, [H]0=500 ppm, [n-C3H7]0=[iso-
C3H7]0=[C2H5]0=[CH3]0=250 ppm.      

The analysis of leading reactions of cool 
flame stage in C3H8:O2 and C3H8:air mixture 
showed that the preferred mechanism of organic 
peroxide formation under conditions of alkyl 
radical production by discharge becomes the way 
through the formation of propylperoxy radicals iso-
C3H7O2 and n-C3H7O2. 

Then the sequence of propylperoxide 
(C3H7OOH) formation may be written as follows: 

 
C3H8+e → iso-C3H7 +H+e 
 
O2+iso-C3H7 → iso-C3H7O2 
 
C3H8+iso-C3H7O2 → C3H7OOH+n-C3H7  
 
C3H7OOH → OH+iso-C3H7O 
 

The C3H7OOH decomposition with OH 
production gives the main input in the cool flame 
inflammation when the enthalpy partially releases, 
and, as a consequence, the temperature and pressure 
increase. In contrast, the auto-ignition of CH4 and 
C3H8 containing mixtures the formation of hydro 
peroxides for the most part comes from the 
intermediate product – acetaldehyde.  

In assisted ignition by discharge the cool 
flame induction time is observed both for rich 
mixture and close to stoichiometric. In rich mixture 
the leading species are alkyl radicals resulted from 
dissociation by electron impact. In mixtures close to 
stoichiometric the main radical is produced by 
discharge the O atom, which triggers some 
reactions important for hydro peroxide formation. If 
the primary radical concentration is ~500-1000 ppm 
the induction time can be reduced by the order of 
magnitude and more at the initial temperature of 
600-700 K. It depends on mixture.  

The simulation results are evidence that 
the treatment of fuel by gas-discharge plasma is so 
important as air, moreover, it should be carry out 
with small amount of oxygen (see above reactions). 
In accordance with stated above we can await, that 
the most effective manner of fuel-air mixture 
preparing is two steps preparing: the first step is 
treatment by plasma only rich fuel-oxygen mixture, 
where the only cool flame stage is realized, without 
transition to hot inflammation, second step is 
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addition and mixing the prepared mixture with 
heated air or oxygen (~700 K), because just for rich 
mixture the cool flame stage is mostly expressed. 
That fuel preparation one can use, for example, for 
the diesel engine with homogenous charge (nature 
gas with air), and also with the purpose of fuel 
reforming and production of syngas. 

 
4. Conclusion. 
 

The results of multistage inflammation 
simulation in the discharge system in propane-air 
mixture showed that the operation of discharge 
promotes the quick hydro peroxide formation and, a 
as consequence, a partial release of chemical 
enthalpy throughout of organic peroxide 
decomposition. That process results in stepped heat 
of gas at 50-200 degrees. 

Perhaps, it will be able to explain some 
unaccountable phenomena in experiments of 
assisted combustion (for example, the fast 
propagation flame (200 m/s and more) [13] and the 
low temperature ignition (600-720 K) [14],) if to 
join the modeling of discharge, hydrodynamics and 
full chemical kinetic code comprising the 
description of low temperature inflammation. This 
is a future work.  

This work was supported by Russian 
Academy of Sciences (the Program of the Basic 
Research “Fundamental problem of combustion and 
detonation in energetics” ) 
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Abstract. Comprehensive study on processes controlling plasma assisted ignition of ethylene-air mixtures at conditions 
typical for scramjet combustion chamber. It is shown that at plasma initiation gas heating proceeds by two steps defining two 
stages of ignition process. On the first stage, the gas is heated due to exothermic reactions involving atomic oxygen and 
secondary chemical radicals. Temperature increment to the end of this stage for ethylene-air mixture is relatively small. An 
important effect of this stage is not heating but production of transient species. The second stage is finished by complete 
combustion.  
 The first and second stages can be identified through temporal peak intensity in optical spectra from excited OH 
and СH, respectively. 
 The calculated whole induction time varies with the particular combustion mechanism exploited. This demonstrates 
necessity to refine combustion mechanism for conditions typical for scramjet combustion chamber with plasma initiation – 
one atmosphere pressure, static gas temperature around 700 K and appearance of atomic oxygen.  
 
 
Introduction 
 
 Scramjet combustor is destined for 
providing flights of hypersonic aircraft at the 
altitude about 20 km with Mach number М about 8. 
Head wind is slowed down to М ≈ 2 in the inlet on 
a system of attached shocks. Then it comes into 
combustor. As a result of slowing down, the static 
gas temperature becomes about 700 K and static 
gas pressure grows up to about one atmosphere.  
 Shortening of combustion induction length to 
the length of combustion chamber is the primary 
problem for scramjet designers. It is expected that 
non-thermal plasma may allow diminishing of 
energy required for faster ignition of air-fuel 
mixtures [1-3]. 
 Authors of ref. [3] have calculated the 
threshold energy input required for uniform plasma 
ignition initiation of a premixed ethylene/air 
mixture in conditions typical for the scramjet 
combustor. The reduced threshold energy is as large 
as 210 J/g. To provide this value rather powerful 
energy supply is necessary. One of options to get 
lower threshold energy is usage of a filamentary 
discharge allowing for utilization of heat released in 
chemical reactions in locations with high discharge 
power density. It was shown in [4] that indeed 
usage of a filamentary discharge can lead to a 
significant reduction of the reduced threshold 
energy for ignition of ethylene/air mixture as 
against uniform discharge. 
 Mechanisms of plasma induced combustion 
acceleration are actively discussed in publications: 
formation of atomic oxygen and other chemical 
radicals (see f. e. [5]); production of singlet delta 
oxygen molecules О2(a1�g) [6-7]; chain ion-
molecule reactions with radicals as intermediates 

[8]. Today, majority of researchers believe that the 
main precursor responsible for ethylene/air 
combustion acceleration is the atomic oxygen. 
 The most important source of atomic oxygen 
in plasma is dissociation of O2 molecules in 
collisions with excited nitrogen molecules and by 
electron impact. Then oxygen atoms come into fast 
chemical reactions with hydrocarbons. As a result 
of these reactions, a number of intermediate 
products are formed: H2O2, HO2, H2, СО, СН2О, 
СН2СО, C2H3O, C2H4O and so on. Heat release in 
exothermic reactions results in a fast gas heating. 
Then heating rate diminishes. At low reduced 
energy density duration of this stage is rather long. 
Some time later, the second stage follows with fast 
mixture ignition ending in a complete combustion. 
 For description of the spontaneous ignition, a 
number of combustion mechanisms are known: 
GRI 3.0, Konnov, UBC 2.0. These mechanisms are 
verified for rather high initial gas temperatures (≥ 
1100 К). At lower temperatures, production rate of 
chemical radicals is too low and subject to strong 
fluctuations. As a result, induction time in 
experiments cannot be controlled and fluctuates 
within large interval. Hence no valid conclusion can 
be drawn about applicability of known combustion 
mechanisms at temperatures lower than 1100 K. 
Plasma activation of gas mixtures results in a large 
amount of chemical radicals. Then the role of 
spontaneous fluctuations is negligible, and 
induction time is well defined quantity. Adequacy 
of theoretical description of plasma assisted 
combustion depends on accuracy of chemical 
reaction rate coefficients adopted for the processes 
with chemical radicals involved.  
 Time evolution of gas mixture temperature 
for conditions of scramjet combustor was studied 
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theoretically in [3] for variable steady state 
discharge energy input. It was found that 
temperature growth proceeds in two stages. The 
present paper aims to give results of more detailed 
studies on stages of plasma assisted ignition by 
variation of mixture composition and E/N 
parameter (E is the electric field strength, N is the 
gas number density). E/N parameter can be changed 
within some limits when using different types of a 
discharge. Uncertainty in predicted induction time 
value caused by implementation of some 
mechanism of the spontaneous ignition is 
discussed. 
 

Numerical model 
 
Induction time predictions in different 
combustion mechanisms 
 
 To illustrate the problem with formulation 
of combustion mechanism at low temperatures, the 
induction time for stoichiometric mixture of С2Н4 
with dry air was calculated as a function of initial 
gas temperature using GRI 3.0, Konnov, UBC 2.0, 
and Kintech mechanisms (Fig. 1, curves designated 
as thermal). It is seen that scatter in induction time 
values at fixed gas temperature is rather large, in 
particular for UBC 2.0 mechanism versus others. 
Besides, the calculations were performed for 
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Fig. 1. Comparison of induction time for ethylene/air stoichiometric mixture calculated by different combustion 

mechanisms for thermal and O-atom initiations. P0 = 1 atm, T0 = 700 K, N = const. 
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Fig. 2. Calculated temperature evolution at initiation by O 

atoms for stoichiometric C2H4-air mixture for different 
combustion mechanisms. 
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ignition initiation by instant injection of O atoms at 
fixed initial gas temperature (T=700 K, curves are 
designated as O atoms). The top axis scale is 
correlated with the scale on the bottom axis by a 
condition that the chemical potential associated 
with O atoms is equal to gas enthalpy change at 
variation of its temperature above 700 K. 
Comparison of curves for O-atom induced and 
spontaneous ignition clearly shows that ignition 
initiation by O-atoms is essentially more 
energetically efficient than the spontaneous ignition 
at increased temperature. 

For both, ethylene and propane fuels the 
results of calculations are sensitive to combustion 
mechanism chosen (GRI 3.0 and Konnov). In 
particular, GRI 3.0 predicts for С2Н4 temperature 
increase at the first stage 370 K in comparison with 
250 K predicted by Konnov mechanism. For С3Н8 
both mechanisms predict nearly the same increase 
of temperature at the first stage (200 К). The 
inductance times found with usage of GRI 3.0 and 
Konnov mechanisms differ significantly, and the 
difference between predicted inductance time 
values changes a sign by transition from С2H4 to 
С3Н8. Earlier the remarkable differences in 
induction time values calculated with different 
combustion mechanisms were found in ref. [9] for 
methane/air ignition as spontaneous, as induced by 
O-atoms. 
 It is known that at certain conditions 
spontaneous ignition of hydrocarbons occurs in a 
form of a few stages [10]. It manifests itself as step-
like increments of gas temperature separated by 
periods of slow growth. This phenomenon attracts 
last years much attention. Review article [11] is 
analyzing processes in “cold” and “blue” flames 
appearing in a course of oxidation and burning 
hydrocarbons and their derivatives in gas phase. 
Light emission observed in flames is mainly due to 
spontaneous emission from excited electronic states 
of molecules HСНО (in cold flames) and HCO (in 
blue flames).  

Along with appearance of stages in 
fuels/air ignition in some cases so-called negative 
temperature coefficient is observed experimentally 
(see f.e. [11]). It means that the induction time as a 
function of temperature is a growing function in 
some interval of temperature. In a recent paper [12] 
the combustion mechanism for n-butane developed 
for temperature interval 530-900 K, which predicts 
for the certain conditions existence of two-stage 
burning and of negative temperature coefficient. 
 In order to get better insight into origin of 
plasma induced two-stage ignition we have 
analyzed in more detail processes controlling gas 
heating rate at intermediate times.  
 

Gas heating analysis 
 
 Hydrogen combustion 

Mechanism of plasma assisted ignition is 
frequently associated with atomic oxygen 
production in a discharge. Actually, among 
products after discharge plasma treatment of a 
fuel/air mixture there are charged particles and a lot 
of radicals and electronic excited states of atoms 
and molecules. To separate effects of charged and 
excited species and simplify the system under 
consideration, it is helpful to simulate ignition by 
fixing an initial concentration of atomic oxygen as a 
most important reagent with followed calculations 
performed by purely chemical code. The simplest 
combustion mechanism takes place for 
hydrogen/dry air mixture. We are using the 
mechanism described in detail in [5]. 
 Despite the scatter in induction time values 
calculated by different combustion mechanisms, 
calculated time evolution of gas temperature in a 
course of O-atom induced ignition has similar 
specific features – appearance of two stages with 
first fast growth followed by plateau and then the 
second fast large step.  
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Fig. 4. Evolution of gas temperature and of 
concentrations of some species. Case of O-atom induced 
ignition. Stoichiometric H2-air mixture. 
 
 Fig. 4 shows calculated evolution of gas 
temperature and of concentrations of some species. 
Initial equivalence ratio (ER) is taken unity, and O 
concentration is 0.32%. The gas temperature 
experiences fast growth within about 20 �s, then 
saturates at the level about 900 K till about 0.4 ms. 
The second fast-growth stage corresponds to the 
ignition and results in temperature increase up to 
about 2600 K. In the course of the first stage, Н, 
ОН, H2O, HO2 и H2O2 appear as a result of oxygen 
atom reactions. After this, the gas temperature is 
nearly stabilized while H2O2 concentration 
continues to grow slowly. In the end, H2 is 
completely burnt and gas temperature is high. 
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Table 1. List of reactions giving largest 
input into gas heating rate for the mixture 

H2/air 
(conditions of Figs. 4-6) 

№ Reaction 
1 H + HO2 <=> OH + OH 
2 OH + H2 <=> H + H2O 
3 H + O2 + N2 => HO2 + N2 
4 H + O2 + H2 => HO2 + H2 
5 O + HO2 <=> OH + O2 
6 H + HO2 <=> H2 + O2 
7 O + OH <=> H + O2 
8 OH + HO2 <=> H2O + O2 
9 H + O2 + O2 => HO2 + O2 

10 H + OH + M => H2O + M 
11 O + H2 <=> OH + H 
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Fig. 5. Heat release rate in reactions listed in Table 1. 
Case of O-atom induced ignition. Stoichiometric H2-air 
mixture. 
 
 

To understand why gas temperature grows 
by two distinct steps, let us analyze individual 
inputs of specific reactions into the gas heating 
process. The reactions exerting influence on gas 
heating rate are listed in Table 1 in the descending 
order. It is seen that the only primary reaction is 
#11 in Table 1. This reaction is endothermic one. 
However, the products in this reaction are high 
reactive radicals Н and ОН, which participate in 
fast exothermic reactions (2-4, 9, 10). It is worth to 
note that in reactions 3, 4, and 9 the secondary high 
reactive radical HO2 is formed involved in 
exothermic reactions 1, 5, 6, and 8. The role played 
by selected reactions in gas heating is illustrated in 
Fig. 5 where the heat release rates expressed in 
units W/cm3 are shown as functions of time for 
reactions 1-10. The heating rates are most intense at 
times around 10 �s. To clarify the role of gas 
cooling in reaction 11, Fig. 6 shows the same 
quantities as in Fig. 4 at fine time scale. It is seen 
that gas cooling effect in reaction 11 is 

compensated by heat release in secondary reactions 
on time scale about 100 ns. 
 It is instructive to compare ignition 
dynamics induced by an instant injection of O 
atoms (Fig. 4) with that initiated by an instant 
increase of gas mixture temperature shown in Fig. 
7. The gas temperature increment amplitude 
(�T=255 K) at zero moment was fit to have nearly 
the same induction time as in case of initiation by O 
atoms. For comparison purposes, the reduced 
energy required to heat on 255K is equal to 322 J/g, 
while for process of 100%-effective dissociation of 
molecular oxygen to 0.32%O the required reduced 
energy is equal to 75 J/g. Evolution of gas 
temperature and particularly of chemical species 
concentrations at spontaneous ignition differs 
significantly from their evolution at the O-atom 
induced ignition. The gas temperature is nearly 
constant up to the moment of fast ignition, while 
concentrations of species O, H, OH, H2O, HO2, and 
H2O2 grow monotonously achieving at about 0.4 ms 
levels comparable to that observed in Fig. 4 at times 
around 0.05 ms. 
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Fig. 6. Heat release rate in reactions listed in Table 1. 
Case of O-atom induced ignition. (detailed behavior at 
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 Hydrocarbon combustion 
 
 For comparison purposes, some 
simulations were performed with usage of different 
combustion mechanisms: GRI 3.0, Konnov, UBC, 
and Kintech (see refs. [13-16]). Actually, evolution 
of intermediate species in a course of ignition 
calculated by different combustion mechanisms of 
hydrocarbons is surprisingly different (see Figs. 8 
and 9). In particular, mechanisms GRI 3.0 and 
Konnov predict qualitatively different time 
behavior of components HO2, CH2CO, and H2O2. 
 It is helpful to analyze in detail 
mechanisms of gas heating on earlier stage of 
ethylene ignition induced by O-atoms with 
concentration 1.4%. Reactions giving the largest 
input into the gas heating rate are listed in Table 2 
in the descending order at the time moment 2 �s. In 
contrast to hydrogen combustion, the primary 
reactions (2, 11) are exothermic and give the 
maximal input at times shorter than 100 ns. The 
secondary reactions (1, 3-10) give an input into heat 
release rate with maxima around 100 ns. Time 
evolution of heat release rates in the specified 
reactions and concentrations of species involved in 
these reactions are presented in Figs. 10 and 11, 
respectively. 
 
Таблица 2. List of reactions giving largest input 

into gas heating rate for the mixture С2H4/air 
(conditions of Figs. 10, 11) 

№ Reaction 
1 HCO + O2 <=> HO2 + CO 
2 O + C2H4 <=> CH3 + HCO 
3 H + CH3 + M <=> CH4 + M 
4 O + CH3 <=> H + CH2O 
5 H + HO2 <=> OH + OH 
6 O + CH3 <=> H + H2 + CO 
7 O + CH2CHO <=> H + CH2 + HCO2 
8 O + HCO <=> H + CO2 
9 O + CH2 <=> H + HCO 

10 O + HCO <=> OH + CO 
11 O + C2H4 <=> H + CH2CHO 

 
 
Influence of intermediates on induction time 
value (O-atom induced ignition) 
 
 The performed analysis demonstrated that 
the role played by O-atoms is not reduced to gas 
mixture heating. It is of interest to find out to what 
degree the specific intermediates influence on 
reduction of ignition time. To achieve this goal the 
following calculations were performed. While 
numerically simulating ignition of ethylene induced 
by a fixed initial concentration of O atoms, the 
calculations were stopped at the prescribed moment 
and then continued with a changed set of 

intermediates concentrations. The role of an 
individual intermediate was identified by setting 
zero all intermediates concentrations except the 
selected one. The results are presented in Figs. 12-
14 (vertical arrow indicates the moment of 
transition to a new set of intermediates). This 
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analysis was made with usage of different 
combustion mechanisms: GRI Mech 3.0, Konnov 
and Kintech. 
 The initial O-atom concentration for every 
combustion mechanism was fit to get the induction 
time value of the order of a few hundreds of �s. 
The “base” curve relates to the non-stop 
calculations. The longest ignition delay time 
corresponds to situation when after the stop 
moment the gas mixture is changed to the 
stoichiometric ethylene/air mixture. By changing 
concentrations of intermediates at the continued 
calculations the mixture composition was found, for 
which the induction time is exactly equal to that of 
the “base curve”. The species found are (HO2, 
H2O2, CH2O) + СH2CO in frames of GRI 3.0 and 
Konnov mechanisms. For Kintech mechanism the 
species are: (HO2, H2O2, CH2O) + H2, С2H3O and 
С2H4O. The first three species are reproduced in all 
mechanisms. It is curious that GRI 3.0 mechanism 
predicts that between actions of three species 
selected there is some mis-coordnation. As result, 
HO2, H2O2, each separately, accelerates ignition in 
more degree than combination of three species 

(HO2, H2O2, CH2O). No such effect is seen in Figs. 
13 and 14. Kintech mechanism predicts that C2H4O 
exerts nearly the same influence on induction time 
shortening as HO2, H2O2 species. 
 
Influence of intermediates on induction time 
value (plasma induced ignition) 
 
 As the next step in analyzing role played by 
various byproducts, calculations were performed 
with help of our numerical model of plasma 
assisted combustion. The program package 
Chemical Work Bench (CWB) [16] was used for 
numerical simulations of plasma assisted 
combustion in scramjet combustor. This package 
allows us to integrate a system of kinetic equations 
for neutral chemical species and charged particles 
together with gas temperature found from thermal 
balance equation. The rate coefficients of reactions 
with electron participation were calculated from 
electron Boltzmann equation, which was addressed 
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as soon as plasma parameters changed in a degree 
defined through a special criterion. Gas dynamic 
flow of fuel/air mixture was simulated in 
approximation of plug-flow model. It was shown 
earlier [17] that for supersonic flow in scramjet 

combustor an additional simplification by setting 
gas number density constant introduced quite a 
small error in calculated induction time in 
comparison with solving a full system of equations 
for gas dynamic flow. In this work we apply the 
plug-flow model with fixed gas number density. 
 The self-consistent electron scattering 
cross section sets were taken from refs. [18-20] for 
N2, O2 and С2Н4 molecules, respectively. Kinetic 
scheme and rate coefficients for reactions of excited 
atoms and molecules and for ion-molecular 
reactions in air are taken from ref. [18]. 
 No experimental data exist about plasma 
assisted combustion of premixed ethylene/air 
mixtures for conditions of the scramjet combustor. 
Therefore, our kinetic model was verified by 
comparison with experimental data [21-22] for 
plasma assisted combustion in subsonic flow at 
room gas temperature and pressure of a few tens of 
Torr. It was shown in [23] that our model provides 
reasonably good agreement with experimental data 
[21-22] on gas heating rate, the threshold energy 
input and time evolution of atomic oxygen. 

We use the simplified approach to 
modeling pulse gas discharge. The electric field 
strength set as a constant within some time interval, 
which was varied from run to run to change the 
specific energy input (SEI). Calculated evolution of 
gas temperature of stoichiometeric ethylene/air 
mixture subject to pulse discharge at E/N=200 Td 
with the specific energy input (SEI) 225 J/g (1% O) 
is shown in Fig. 15 (“base” curve). The first vertical 
arrow indicates the discharge duration. During the 
discharge gas is heated in virational relaxation 
processes and due to energy defect released in 
dissociation processes, both, in direct electron 
impact and in collisions with electronic excited 
molecules. After the discharge pulse gas is heated 
in exothermic reactions involving oxygen atoms 
and secondary species.  
 The second arrow indicates the moment 
when calculations were stopped and continued with 
changed gas mixture content, as it was done above 
for O-atom induced ignition. In case of restored gas 
composition (“virgin” curve) the inductance time is 
the longest one. Similar to case of O-atom induced 
ignition, keeping the species HO2, H2O2, CH2O, H2, 
С2H3O, and С2H4O allows for achieving the same 
induction time value as in non-stop calculations. 
The most important species effecting on the 
induction time are: C2H4O, H2O2 и HO2. This 
conclusion coincides with the predictions made by 
Kintech combustion mechanism for O-atom 
induced ignition.  
 Light emission from excited states of 
radicals OH and CH can be used for diagnostics of 
ignited gas mixture [24]. To evaluate suitability of 
such a technique the time evolution of these species 
was calculated for conditions of discharge induced 
ignition of C2H4/air mixture. Figs. 16 and 17 show 
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Fig. 15. Calculated temperature evolution at pulse 
discharge initiation for stoichiometric C2H4-air mixture. 

Kintech mechanism. 
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Fig. 16. Calculated evolution of CH and OН concentration 
at pulse discharge initiation (logarithmic time scale). 
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calculated evolution of CH and OН concentrations 
after discharge pulse initiation. The first peak 
reflects formation of CH and OН radicals in the 
discharge, while the second peak corresponds to 
ignition. Fig. 17 demonstrates that the respective 
peaks in evolution of CH and OН concentrations 

are rather narrow in comparison with duration of a 
whole ignition processes and can serve as reliable 
indicators for moments of the first and second 
stages of ignition. Evaluations demonstrate that the 
position of the second peak in CH and OН 
concentrations is equal with accuracy better than 
2% with the peak position in dT/dt. However, at the 
first stage the peak in the temperature growth rate 
dT/dt curve is broadened due to direct discharge 
heating and cannot serve as a good indicator. Both 
CH3 and OН concentrations have a clear maximum 
at the first stage, and these peaks practically 
coincide in position. 
 
Influence of E/N parameter and mixture 
composition on induction time 
 
 Existing discharge techniques allow one to 
vary in some limits the E/N parameter in plasma. 
The theoretical calculations can give a guideline for 
choice a most appropriate discharge technique. Fig. 
18 shows calculated induction time for varied gas 
composition as a function of the E/N parameter. 
The curves for different gas contents characterized 
by Equivalence Ratio (ER) have a broad minimum 
at about (230-250) Td. Location of this minimum is 
determined by existence of a maximum in E/N 
dependence of electron energy fraction spent to 
radical production. The more dilute fuel the shorter 
is the induction time at the fixed E/N parameter.  
 Fig. 19 shows induction time as a function 
of ER for pulse discharge initiation and thermal 
heating. The energy required to heat the fuel/air 
mixture to temperatures at which induction time is 
about 1 ms is about 2.5 times higher than the 
energy deposited in the pulse discharge at 
E/N=200 Td. This ratio is kept on the same level at 
variation of ER down to about 0.2 (high diluted 
fuel). The final plot for dependence of calculated 
induction time on the SEI for various methods of 
ignition initiation is presented in Fig. 20. The 
Kintech combustion mechanism [16] was used, and 
results are presented for thermal initiation, for 
ignition induced by pulse discharges with E/N=100 
and 200 Td, and for O-atom injection initiation. 
This plot demonstrates that hypothetical injection of 
atomic oxygen is the energetically best method. 
However, there is no means to realize such method. 
Usage of a short pulse discharge with high value of 
E/N parameter is the method approaching by 
efficiency to the hypothetical O-atom injection. 

 
Conclusion 
 
 Numerical modeling of plasma or O-atom 
assisted ignition of hydrogen and hydrocarbons 
premixed with air demonstrates appearance of two 
stages in evolution of gas temperature and chemical 
species. At the first stage O atoms and other 
radicals produced by a discharge convert into some 
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Fig. 18. Induction time as a function of E/N for various 

mixtures C2H4 - air. T0=700 K, P0=1 atm. 
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Fig. 19. Induction time as a function of equivalence ratio 
for discharge and thermal initiation. 
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intermediate species. Chemical reactions on this 
stage are, as a rule, exothermic resulting in a fast 
gas heating stopped at some level. The second stage 
corresponds to complete burning of a fuel. Further 
evolution of combustion process between these 
stages proceeds with rather slow growth of gas 
temperature. In this interval, chemical reactions 
take place between intermediate species. For 
ethylene/air mixture the most important 
intermediates strongly influencing on the induction 
time are HO2, H2O2, CH2O, СH2CO, H2, С2H3O, 
and С2H4O species. Various combustion 
mechanisms predict different roles played by these 
species in the ignition. The first three species are 
found as most important in the following 
combustion mechanisms: GRI Mech 3.0, Konnov 
and Kintech. 
 It is shown numerically that the first and 
second stages in ignition process can be detected by 
emission from excited OH and СH molecules. 
 The large scatter in values of induction 
time predicted for plasma induced ignition 
predicted with different combustion mechanisms is 
convincing evidence that further improvement of 
combustion mechanism is required for conditions 
typical for scramjet combustors: static gas pressure 
1 atm., temperature 700 K.  
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Abstract. Results are presented from experimental studies of ignition of a stoichiometric methane—oxygen mixture in a 
closed chamber by ring electric discharge. It is shown that the process of fast (explosive) ignition of the reactor volume starts 
on the axis of the ring, near its center, i.e., at a distance from the annular region of power deposition. Experimental evidence 
suggests that the ignition of a combustible gas mixture near the axis is triggered by strong gas-dynamic perturbations 
converging to the axis, radially propagating from the ring discharger. 
 

 
I. Introduction 
 
 In an aviation engines with high-speed 
fuel/air mixtures  the flame initiating system has a 
critical influence on misfire or cycle-to-cycle 
variations. For improve of igniters action various 
ignition systems have been proposed and tested [1-
4]. These include high-energy spark plugs, plasma 
jet igniters, rail plug igniters, laser-induced ignition, 
torch jet igniters etc. Over last decade, considerable 
progress has been made in studies of non-
equilibrium plasma assisted combustion. A review 
of recent experimental work in this field is given in 
[5-7].   

The aim of the present paper is to study the 
processes of ignition of gas mixtures under the 
action of still untapped and non understood 
axisymmetric (ring) electric discharges. A 
particular feature of the action of ring discharges on 
a gas medium is that the possibility exists of 
initiating combustion of the gas mixture not only in 
the immediate vicinity of a ring discharge, but also 
near the axis of the ring through the presence of a 
converging toroidal wave generated by the 
discharger. 
 The cumulative effect of convergence of a 
non-one-dimensional shock wave was first 
demonstrated by the example of a ring-shaped 
shock wave in air, in experiments performed at the 
General Physics Institute [8,9]. The experiments 
have shown that the geometry of the wave (i.e. 
whether it is one-dimensional or non-one-
dimensional) is not essential to the end results. 
Shock waves investigated in those experiments 
were ring-shaped (toroidal), apparently non-one-
dimensional. It was found that the amplitude of a 
shock wave generated by a ring electric-discharge 
increases gradually as it approaches the center of 
the ring. Generally, the effect of cumulative 
amplification of a noncylindrical (nonspherical) 

shock wave converging toward the axis is 
nontrivial, because in contrast to a one-dimensional 
wave, there may be hydrodynamic energy outflow 
along the axis. 
 Theoretical analysis performed in [10] has 
shown that the amplitude of a ring shock wave (as 
with spherical and cylindrical waves) increases 
without bound if dissipative processes are ignored. 
An unbounded increase in the energy of a 
convergent shock wave, which is indicative of a 
cumulative process, still remains a key problem in 
both theoretical and experimental research. In other 
words, it is necessary to identify mechanisms that 
limit the values of the gas temperature Tg on the 
focus in real experiments. 

The further step toward the solution of the 
above problem has been taken in recent 
experiments [11-13] for studying a toroidal shock 
wave generated in atmospheric-pressure air by ring 
electric discharge. It was shown that the shock 
wave converges at the axis of the ring. A 
mathematical model describing the focusing of a 
non-one-dimensional shock wave was constructed, 
and the results of calculations were compared with 
the experimental results. The energy released in the 
ring discharge was estimated from calculations 
given a good fit to the experimentally observed 
dynamics of both a toroidal shock wave convergent 
toward the axis and axial shock waves (Mach 
waves) accompanying the cumulative process of 
focusing. With the assumption that the model 
adequately describes actual gas flows at a given 
level of released energy, the gas temperature was 
estimated near the cumulation region located on the 
axis at some distance from the center of the ring. In 
particular, for a ring discharger of radius ~5 cm 
with released energy of about 200 J, the gas 
temperature on the axis of the ring at a distance of 
about 1 cm from its center was estimated as 6000 
K. The energy is transferred from a discharge 
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toward the axis through gas-dynamic perturbations 
caused by the discharge itself. 
 The results obtained in [11-13] allow us to 
make an assumption that, with a ring discharger 
employed as an initiator, the ignition may be 
induced not only in the region of energy release (an 
annular plasma layer), but also outside of this 
region – at the center of the ring. In the present 
paper, we report on results of the first experiments 
with the use of a ring discharge in a combustible 
(methane—oxygen) mixture in closed volume and 
describe characteristic features of the initiation of 
combustion in a gas medium by this discharger.  

Both the above experiments and the 
calculations, being important for fundamental 
physics, were stimulated by the applied problem – 
the initiation of combustion of fuel-air streams in 
the axial region of a ramjet aviation engine. 
Schematically method of supersonic gas ignition is 
shown on the Fig. 1. Considering the obtained in 
[11-13] results from this scheme viewpoint, we note 
that the heating of a gas to the mixture ignition 
temperature occurs in relatively small volumes, 
while the temperature remains high for a short 
(microseconds) time. For this reason, we are not in 
position to assert that the ignition of a fuel-air 
stream is realizable. However, this possibility must 
not be ruled out, especially as a success was 
achieved in a series of experiments on the initiation 
of combustion of gas mixtures by laser sparks, 
microwave discharges and gliding surface 
discharges [14-17]. It has been found that high-
temperature microscopic plasma objects generated 
by discharges have an abnormally long lifetime, 
eventually causing combustion of a gas mixture 
throughout the gas volume. 

 

 
 

Figure 1. Scheme of supersonic gas ignition by 
cumulating shock wave. 

1-annular electric discharger; 2- toroidal shock wave; 3- 
trajectory of toroidal shock wave front; 4- region of 

combustion ignition; 5- burning gas; 6- point of toroidal 
shock wave focusing; 7- combustion chamber; 8- annular 

slot; 9- inflammable gas mixture flow; 10 – periphery 
combustion wave initiated by annular gliding surface 

discharge; 11 – gliding surface discharge plasma. 

II. Experimental layout 
 

To study the action of a ring electric discharge 
on a chemically active (combustible) gas, we 
designed, assembled and put into operation an 
experimental device shown schematically in Fig. 2. 
A cylindrical organic-glass reactor chamber is 100 
mm in diameter and 70 mm in height. Its ends are 
covered with plane-parallel quartz windows. The 
chamber is evacuated to a pressure р0 < 0.1 Torr 
and is filled with a stoichiometric mixture CH4:O2 = 
60:120 Torr or oxygen (to a pressure p ≅ 180 Torr). 

                                            

 
 

Figure 2. Schematic of the experiment: 
 1-vacuum chamber, 2-quartz windows, 3- ring 

discharger, 4- collimated photomultiplier, 5- 
spectrograph, 6- image converter camera. 

 
 

As an electric-discharge initiator of combustion 
of a gas mixture, we used an annular multielectrode 
system [18] placed inside the chamber. This 
discharger is a system of insulated ring electrodes 
(titanium, stainless steel) around a high-voltage 
metal return conductor. The inner diameter of the 
ring is about 5.5 cm. Figure 3 shows a photograph 
of the discharger ready to use and a photograph of 
the operating discharger under a high-voltage pulse 
exciting the gliding surface discharge. A high-
current gliding surface discharge was excited along 
the dielectric surface upon switching on a high-
voltage pulse of amplitude U ≤ 20 kV and duration 
τh ≈ 15 μs. On the side nearest to the chamber axis, 
the annular electrodes had sharpeners intended to 
localize regions where gliding surface discharge 
should be excited. When a high-voltage pulse is 
applied to the discharger, these regions give rise to 
a sequence of plasmoids, which are primary sources 
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for gas heating, production of chemically active 
particles and generation of UV radiation affecting 
the surrounding gas. The energy released in 
discharge during one pulse was ≈ 40 J. The volume 
of an electric-discharge plasma produced by 
released energy is estimated as ≈ 2 cm3. 
 

 
               a)                                              b) 

Figure 3. Photograph of the electric discharger 
generating an annular plasma layer: a) before mounting 

at the experimental bench; b) in operating condition 
during high-voltage pulse. 

 
 

To study a glow accompanying the discharge 
processes and the combustion of the gas mixture, 
we used an FEU-60 collimated photomultiplier with 
a spatial resolution of ≈ 8 mm at the chamber axis. 
For the same purposes, we used an FER-7 optical 
streak camera. The radiation of the band of OH 
radicals was selected from the spectrum with the 
help of ZhS-20 and UFS-2 filters placed in front of 
the photomultiplier. In the absence of filters, the 
photomultiplier signal showed the time behavior of 
the radiation integrated over the spectrum.   
 Spectral characteristics of the radiation 
emitted from the discharge region and the 
combustion zone were studied with the help of 
AvaSpec-3648FT spectrograph, which allowed 
measurements of the spectrum in the wavelength 
range λ = 200 - 800 nm with a time resolution as 
high as 10 μs. 
 Gas-dynamic perturbations of the medium 
were recorded using shadow photography 
according to the scheme presented in Fig.4. A 
system of lenses (2), (4), incorporated in a 
telescope, forms a paraxial beam of a pulsed 
nitrogen laser (λ = 337.1 nm) in the direction 
perpendicular to the cross-section of the ring 
discharger, which is excited by high-voltage pulses 
of a power supply. The laser beam passed through 
the cross-sectional area of the discharger is 
recorded with the help a photographic camera (10). 
A series of photographs was taken successively by 
varying a delay time of the laser pulse with respect 
to trigger pulse of the discharger (τd). In this way, 
we traced the time variation of the shadow pattern 
formed by gas-dynamic perturbations in the plane 
of the ring, in particular, by a toroidal shock wave 
propagating from the discharger. 

 

 
 

Figure 4.  Schematic of the experiment using shadow 
photography:  

1-nitrogen laser; 2, 8- apertures; 3- objective for 
preliminary expansion of the laser beam; 4-telescope; 5-
vacuum chamber, 6- ring-discharge initiator; 7-collecting 

lens;  9-filter; 10- photographic camera. 
 

Figure 5 shows the ‘refraction’ detector 
scheme which allows local gas-dynamic 
perturbations in the plane of a ring discharge to be 
detected with a high temporal and spatial 
resolution. A paraxial narrow (~ 1 mm in diameter) 
beam of a helium-neon laser (4) passes through the 
plane of a ring discharge and falls within the 
aperture of a diaphragm (6) placed in front of a 
photomultiplier (5). The photomultiplier signal is 
fed into an oscillograph. Refraction of the laser 
beam passing through the medium with gas-
dynamic perturbations causes its deflection from 
the axis of the aperture and, as a result, the 
photomultiplier signal decays. 

 
Figure 5.  Scheme of refraction measurements.  

1-vacuum chamber; 2-quartz windows;  
3-ring electric discharger; 4- helium—neon laser;  

5- FEU-60 photomultiplier; 6-diaphragm;  
7-interference filter. 

 
 

 
 

Figure 6.  Scheme of piezoelectric transducer 
measurements. 1-vacuum chamber; 2-ring discharger; 3-

piezoelectric transducer. 
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In Fig. 6 is shown the scheme for measuring 
gas-dynamic perturbations with the help of a 
piezoelectric transducer (IPC@ 132A32 
microsensor).  

  
III. Experimental results 
 

Figure 7 shows typical photomultiplier signals 
corresponding to the radiation of the OH band 
observed in the plane of the ring at different 
distances from the axis (the working gas is a 
methane—oxygen mixture).  

 

 
Figure 7.  Photomultiplier signals recording the OH 

band radiation from the reactor at different distances R 
from the center of the ring. 1-R=0; 2-R=0.5cm; 3-

R=1.5cm; 4-R=2.5cm; 5-R=3.0cm 
 

 Figures 8 shows typical photomultiplier 
signals corresponding to the radiation of the OH 
band observed at different values of the energy 
released in the ring discharge (the working gas is a 
methane—oxygen mixture). The radiation is 
received from the central region of the ring. The 
curves are normalized to peak values of the 
radiation intensity in the initiated flame. 
  

 
Figure 8.  Photomultiplier signals recording the OH 
band radiation from the reactor at different values of 
energy W released in the ring discharge. 1-W=12J; 2-

W=27J; 3-W=41J; 4-W=60J; 5-W=90J 
 
 

 Figures 9 and 10 show typical photographs 
of streak images of the FER-7 camera, which are 
taken when its slit is oriented in the radial direction 
and along the axis Z of the ring, respectively. The 

temporal and spatial scales are indicated in the 
figures. 
 Figure 11 shows typical spectra of the 
radiation from the reactor, which are obtained with 

 
 

Figure 9. Typical streak images of glow in the reactor. 
The slit of the streak camera is oriented in the radial 

direction of the ring discharger. 
 

 
Figure 10. Typical streak images of glow in the reactor. 
The slit of the streak camera is oriented along the Z axis. 

 

 

a)

  b) 
 

Figure 11.  Typical optical radiation spectra 
measured at different delay time t with respect to the 
discharger trigger pulse.  a) t=100μs; b) t=900μs. 
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the help of the AVASPEC-3648 spectrograph with 

an exposure time of 200 μs. The delay time with 
respect to the discharger trigger pulse is indicated in 
the figure. At a delay time of 100 μs, the spectrum 
exhibits the lines λ = 510.55 nm (copper) and λ = 
589 nm (sodium). At delay times in the interval 
300—600 μs, the band corresponding to the OH 
radical appears in the spectrum. At delay times of 
about 500 μs and more, brightness of the OH band 
reaches its maximum, and a continuum appears in 
the spectral region 450—600 nm, where the bands 
of C2, CO, CO2 molecules also show. 
  Figure 12 shows typical shadow 
photographs taken in the direction orthogonal to the 
plane of the ring when operating with a methane—
oxygen mixture (CH4:O2) and oxygen (O2). The 
delay time with respect to the discharger trigger 
pulse is indicated in the figure. 
 Figure 13 compares typical ‘refraction’ 
signals measured when operating with a 
noncombustible gas (oxygen, 180 Torr) and a 
methane—oxygen mixture; Fig. 14 compares 
typical signals from the piezoelectric transducer 
under these conditions.                                        
 In Fig. 15, the time corresponding to the 
maximum intensity of the OH band (see Fig. 8) is 
plotted vs. the energy released in the ring discharge. 
 
 
 
 
 
 

  
  

Figure 13.  Signal from the refraction detector. a) 
Discharge in O2; b) Discharge in a CH4:O2 mixture. 

 
 

Figure 12. Shadow photographs taken at different delay time 
t with respect to the discharger trigger pulse. Left column – 
discharge in a CH4:O2 mixture; right column – discharge in 
O2. Delay time in μs: a) 10; b) 30; c) 80; d) 100; e) 500; f) 
600. 
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Figure 14. Signals from the piezoelectric transducer. A) 
Discharge in O2; b) Discharge in a CH4:O2 mixture. L=5 

cm. 

 
Figure 15. Time corresponding to the maximum intensity 

of the OH band vs. the energy W released in the ring 
discharge. 

 
 

IV. Discussion of experimental results 
 

Analysis of experimental results allows us to 
conclude that the geometry of the electric-discharge 
initiator, namely its ring geometry, plays a decisive 
role in the process of ignition of a combustible gas 
mixture as well as in the dynamics of the flame 
propagation inside the combustion chamber. 

As we might expect, the ignition of a gas 
mixture begins near the annular plasma layer (see 
Fig. 9). In this case, the flame advances into the 
surrounding gas at low velocities, which do not 
exceed the velocity of usual deflagration waves. As 
a consequence, the flame initiated by the annular 
plasma layer is confined to this region during the 
time interval under observation. A peculiarity of the 

phenomenon under study is that an extremely fast 
process of flame propagation throughout the reactor 
starts in the region situated at a distance from the 
annular region of energy release – at the axis of the 
ring, near its center. 
 Oscillograms of photomultiplier signals 
and FER-7 streak images of a glow in the reactor 
allow us to distinguish three characteristic time 
intervals (phases), as illustrated by Fig. 16, which 
shows a photomultiplier signal, a streak picture  and 
several shadow pictures taken at different delay 
times.  

The first phase is a very short period Δt1 (in 
this case Δt1 ≅ 5 – 10 μs), when a discharge is 
excited along the initiator surface and an annular 
plasma layer forms. The energy is released to a gas 
layer adjacent to the inner surface of the discharger 
through gas-discharge plasma. 

The second phase is associated with a feeble 
glow, recorded in the streak picture and identified 
as a wave propagating from the ring to the axis 
(Fig. 9). The duration of this phase, in which the 
photomultiplier signal becomes zero (Figs. 7, 8), is 
Δt2 ≅ 200 – 300 μs. 

 

 
Figure 16.  Three photographic layers show, from top to 
bottom: a photomultiplier signal measuring the reactor 

radiation integrated over the spectrum; a streak image of 
glow in the reactor, the slit of the streak camera being 

oriented in the radial direction of the discharger; typical 
shadow pictures of gasdynamic processes in the plane of 
the ring during discharge in a methane-oxygen mixture; 
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 The third phase is associated with a fast 
volume combustion of the mixture, recorded in the 
streak picture as a bright burst of duration Δt3 ≅ 5-
10 ms . 

The presence of three phases with their 
characteristic features is typical of previous 
experiments in closed quartz tubes filled with a 
methane—oxygen mixtures, where the combustion 
was initiated by high-power linear gliding 
discharges [17], microwave discharges on plane 
metal—dielectric targets [16],  laser sparks [14,15]. 
Though seemingly identical to the sequence of 
events in [14-17], the initiation of combustion in 
the present experiments demonstrates also its 
distinctive features, especially, in the second phase 
of the process, when the combustible gas is being 
prepared to the fast (‘explosive’) combustion. The 
features peculiar to the initiation of combustion by 
a ring discharge show up if we consider in more 
detail the experimental results concerning the 
measurements of radiation and gas-dynamic 
characteristics of the methane—oxygen medium in 
the phase preceding the ignition. 

Shadow photographs of gas-dynamic 
perturbations in the cross-sectional plane of the ring 
discharger demonstrate that the processes of 
formation of a ring (toroidal) shock wave, its 
convergence toward the axis and reflection at the 
axis proceed in almost the same way in the 
combustible (methane—oxygen) and 
noncombustible (oxygen) medium (see Fig. 12). In 
this initial phase (t ≤ 60 μs), a glow is visible only 
in a layer of discharge plasma adjacent to the inner 
surface of the ring (Fig. 9), whereas neither the 
photomultiplier nor FER-7 detects glow inside the 
ring. 

The optical radiation from the reactor is absent 
in noncombustible gases (oxygen) at all time t > 
100 μs. At this post-discharge time in chemically 
inactive gases, the indications of the presence of 
gas-dynamic perturbations against the background 
are missing from the shadow photographs and the 
refraction detector signals (see Fig. 12 and Fig. 13). 
However, the absence of any consequences of the 
ring discharge at delay times > 100 μs is 
characteristic of only discharges in oxygen. An 
essentially different type of situation occurs in 
methane—oxygen mixtures. In this case, a feeble 
but well-defined glow appears within 50-60 μs in 
the streak image. This glow is identified as a wave 
which propagates accelerating from the surface of 
the ring toward its axis (Fig. 9). The average 
velocity of the wave is on the order of 5 104 cm/s. 
Gas-dynamic processes do not cease: a radially 
convergent gas-dynamic wave appears in the 
shadow photograph; behind its front are seen local 
gas density perturbations, mostly in the form of 
extended inhomogeneities (see Figs. 12c, 12d). 
(Perturbations of this sort are detected by the 
refraction detector as well (Fig. 13b)). The average 

velocity of this second convergent wave is nearly 
equal to the velocity of the first glow wave (~ 5 104 
cm/s).  Collapse of the second gas-dynamic wave at 
the axis of the ring (t ≅ 100 μs) is recorded by the 
refraction detector (see peak 3 in Fig.13b) as well 
as by shadow photography. 

 In the context of gas dynamics, the ignition 
process in oxygen may be interpreted as the 
following sequence of events: the excitation of a 
shock wave by discharge, the cumulative process of 
convergence of this wave toward the axis, its 
reflection at the axis and reverse motion from the 
center of the ring. At this point, the gas-dynamic 
response of the medium to the ring discharge 
ceases. Other chemically rare gases behave in a 
similar manner [8,9]. In the methane—oxygen 
medium, however, the process is modified – there 
appears a second radial convergent wave focusing 
at the axis and causing the ignition of the 
methane—oxygen mixture. 

Flame initiated at the axis of the ring, in the 
vicinity of its center is accompanied by a 
combustion wave, which at a velocity higher than 
105 cm/s travels in both the axial and radial 
directions, and within 100 μs and even sooner, 
combustion occurs throughout the reactor volume. 
Note that velocity of a fast combustion wave is 
close to the velocity of detonation wave in a 
methane-oxygen gas mixture [19]. That detonation 
wave plays an important role in a volumetric 
combustion processes in the reactor is also 
indicated by data of measurements made with help 
of a piezoelectric transducer. It can be seen from 
Fig. 14b that the transducer (located on the Z axis, 
at a distance L=5 cm from the plane of the ring 
discharger) detects an arrival of an extremely strong 
shock wave (peak 3 in Fig. 14b) that can be 
identified as a detonation wave accompanying the 
second cumulative shock wave propagating along 
the Z axis. 

 Subsequently, when the intensity of radiation, 
associated with flame, reaches its maximum and 
then slowly decreases (t ≥ 600 μs), the field of 
shadow photographs becomes free from local 
inhomogeneities represented perturbations of the 
medium (see Fig. 12f). At the same time, 
characteristic fluctuations, which are due to 
perturbations of the medium, disappear from the 
refraction detector signal (Fig. 13b). The results 
obtained late in the post-discharge phase with the 
help of shadow photography and refraction 
measurements testify to the volume combustion of 
the mixture throughout the reactor and to the 
equalization of the gas temperature (apparently, at a 
level of the equilibrium burnout temperature of a 
stoichiometric methane—oxygen mixture). 
 Of particular interest is the mechanism for 
formation of a feeble glow wave convergent at the 
axis and preceding the ignition. This wave exhibit 
properties similar to feeble glow waves – 
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predecessor events, discovered in [14-17] during 
the process of initiation of combustion of a 
methane—oxygen mixture in closed chambers by 
different types of high-power electric discharge. As 
in the present experiment, these so-called 
‘incomplete combustion waves’ propagate from 
localized discharges into the surrounding gas at 
velocities far exceeding the velocity of a usual 
deflagration wave. (Even taking into account the 
gas-dynamic entrainment of a burning medium, this 
velocity cannot exceed 4 103 см/с [14,16,19].) The 
nature of ‘incomplete combustion waves’ remains 
an open question. The present experiment allows us 
to assume that one of the factors, which play a part 
in the formation of this phenomenon, is a peculiar 
kind of ‘chemical’ instability related to the 
production of excited particles and radicals in local 
overheated regions behind the front of a feeble 
glow wave. These active particles stimulating the 
heating promote the ignition of the gas throughout 
the volume. It may well be that a feeble glow 
recorded in the FER-7 streak pictures is due to 
emission from the OH radicals. 
 In addition, the possibility of the flame 
front accelerating substantially under the action of 
weak shock waves must be taken into account 
[20,21]. In [22], the mechanism underlying the 
deflagration-to-detonation transition was studied 
analytically and numerically. It is shown that a 
preheated zone forms ahead of a deflagration wave 
front, between the flame front and the shock front. 
In the presence of the preheated zone, the gas 
temperature, density and pressure profiles change 
substantially within the flame. These processes lead 
to the flame front acceleration up to its 
transformation into detonation mode. It is not 
improbable that this mechanism works in some 
ways in our experiment, where the ring discharger 
provides multiple interactions of weak gas-dynamic 
perturbations with the flame front.    
 Thus, the possibility of ignition at the axis, 
proposed and studied in [11,13], was checked 
experimentally. A ring electric discharge provides 
ignition of a combustible methane—oxygen 
medium at a distance from the region of energy 
release, i.e., in the axial region near the center of 
the ring. In real situation, however, the process 
turns out to be more complicated than expected. 
Combustion is initiated not by the first (toroidal) 
shock wave generated by an annular plasma layer, 
but by the second gas-dynamic wave emerging with 
some delay time with respect to the first wave. The 
mechanism for formation of this wave needs 
clarification, and the construction of a model for 
describing the processes ensuring the ignition at the 
reactor axis calls for further investigation. 

Yet another advantage of the ring 
discharger, in addition to the capability of initiating 
combustion at a distance from the region of energy 
release, is a short induction time (from switching on 

the discharger to the appearance of flame). The 
induction time depends markedly on the energy 
released in the discharge: its value decreases with 
increasing energy and reaches ~ 350 μs at W ≅ 90 J 
(Fig. 15). The dependence of this sort 
unambiguously points to the fact that the 
mechanism for initiating the volume combustion by 
a ring discharge in a closed chamber can in no way 
be explained by a usual deflagration wave excited 
by discharge. 

Turning our attention to the problem of ring-
shape discharger application in an aviation engines 
(see Fig. 1) we can emphasize that high-speed jet 
combustion on its axis in fact could be expected. In 
this case it will be easy to estimate axial 
downstream distance ΔZ between ring plane and 
point at which cumulative toroidal shock wave 
acting like igniter gets axis: 

                               ΔZ ≈ 3 R M   , 
where R is ring radius and M – is Mach 

velocity of jet. This estimation bases on the fact that 
average velocities of cumulative toroidal  shock 
wave and wave reflected from axis are close to the 
speed of sound (see [9,10]).  
 
V. Conclusions 
 

The present experiments have 
demonstrated the effect of ignition of a 
stoichiometric mixture at a certain distance from 
the initiator – a multielectrode discharge system 
generating an annular plasma layer which is a 
source of gas-dynamic perturbations converging 
toward the axis. 

The gas-dynamic processes of the ring 
discharge in a methane—oxygen medium are  more 
intricate than those in chemically inactive gases. 
The distinctive feature of this discharge is 
generation of the second wave of strong gas-
dynamic perturbations, which is also converging 
toward the axis. The ignition occurs when the 
second wave is approaching the axis. 

 The induction times at initiation of combustion 
by a ring discharge turn out to be much shorter in 
comparison with linear gliding discharges, 
microwave discharges at plane targets, and lasers 
sparks with nearly the same energy released. 
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1. Introduction 
 

Strict environmental regulations on 
emissions levels in combustion chambers of all 
kinds recently led to the development of various 
lean combustion concepts. One of the key problems 
in these systems is flame stabilization at 
equivalence ratii as low as 0.05—0.2. These 
conditions ensure very low NOx production rate, 
but at the same time require careful design of the 
burner, the combustion chamber and the flow 
pattern inside to provide stable flame attachment 
and combustion completeness. 

One of the approaches for lean flame 
stabilization is the application of plasma–assisted 
burners, also referred to as plasmatrons. Mainly 
plasmatrons are based arc, spark, or microwave 
discharges, since they have been thoroughly 
studied and present relatively simple designs with 
low costs. The general problems of these 
approaches are significant energy consumption and 
short life cycles due to overheating and erosion of 
electrodes. The best examples provide 100 
operating hours while the necessary life cycle is 
approximately 1000 hr for industrial applications. 

    One of the main features of nanosecond 
gas discharge is its efficiency in production of 
nonequilibrium low–temperature plasma with high 
concentration of active radicals. This is due to the 
high values of reduced electric fields (50—500 Td) 
which are present in the discharge channels at 
typical pulse voltages of 10—20 kV. Under such 
high fields, the energy input into the gas is 
branched between rapid heating and radical 
production, which is mostly atomic oxygen in 1D 
excited state, as was shown in [1]. Also shown was 
that atomic oxygen is extremely efficient in starting 
chain reactions and, thus, in promoting ignition. 
Though most of PAC (plasma–assisted 
combustion) and PAI (plasma–assisted ignition) 
papers showing considerable plasma effect are 
devoted to mixtures with equivalence ratio in the 
range of 0.7—1.2 [2], it is clear that radical 
introduction into preheated rich hydrocarbon–air 
mixtures with stoichiometric ratii up to 3.5 should 
promote oxidation reactions and change overall 
reaction time. 

High pulse amplitude up to 15—20 kV 
and short pulse duration of 10—20 ns enable 
discharge development in a wide range of 
pressures, temperatures, and gas compositions with 
relatively low pulse energy. This makes it possible 
to use this type of discharge in industrial devices 
where operating conditions vary significantly and 
where limited energy consumption is important. 
Low average current through the plasmatron also 
leads to long life of the electrodes, making it 
suitable for long–term operation. 

 
2. Experimental Setup 
 

The study was performed for premixed 
preheated flows of up to 100 standard liters per 
minute (slpm) in the moderate discharge power 
range of 40 to 200 W measured ’from the plug’. 
The experimental setup consisted of the following 
systems (Fig. 1): high–voltage pulse generator (1), 
fuel—air supply, premixing and preheating system 
(2), plasmatron (3), reaction chamber (4), ground 
electrode (5), high–voltage electrode/swirler (6), 
heat insulation (7), ungrounded thermocouple (8), 

 

Fig. 1: Scheme of experimental setup for plasma–assisted 
flame stabilization. 
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multi–channel gas analyzer, and a 500 MHz 
oscilloscope not shown in the scheme. 

Room air and methane or diesel fuel 
vapours were premixed and preheated in the heat 
exchanger which is a part of the supply system (2). 
The heat exchanger is a stainless steel coil wrapped 
in a heating tape and thermal insulation. In the case 
of diesel fuel, it also acted as the evaporator, 
producing a hot air–vapour mixture. The air flow 
was delivered from a pressurized central supply and 
controlled with a flow meter with a built–in high 
precision valve. Air expenditure rate was up to 100 
standard liters per minute (slpm), the pressure at the 
inlet of the heat exchanger was up to 3 bars. 
Methane was supplied from a gas cylinder with a 
pressure reducer and a flow meter with a built–in 
high precision valve. Diesel fuel was delivered 
from a fuel tank by a digitally controlled peristaltic 
pump. The pump provided a constant expenditure 
with an outlet pressure of up to 7 bars. The 
maximum expenditure was 18 ml/min. 

 
Table 1: Operational condition during flame 

stabilization tests. 
 

Outlet pressure 1 bar 

Flow temperature 600 C for CH4 
350 C for vaporized diesel 

ER, lean 0,03 – 0,4  

ER, rich 2,0 – 3,3 

Gas flow rate Up to 100 slpm 

Discharge power 40-200 W 
 
 
Digital controllers defined the temperature 

of the fuel–air heater and the plasmatron body 
temperature. It enabled to keep the temperature of 
the flow in the range of 20–600 C at the outlet. The 
plasmatron was also wrapped in thermal insulation 
and a heating tape with the temperature matching 
that of the evaporator to prevent condensation 
when working with diesel vapor and to provide a 
constant temperature of the flow. The total power 
consumption of the heaters was 200–500 W, 
depending on the temperature and the flow rate 
required. The study was conducted under the 
operating conditions summarized in Table 1. 

The mixed flow to be ignited was directed 
through the plasmatron into the thermally insulated 
chamber (4). The chamber was made of a SiC tube, 
wrapped in 50 mm Fiberfrax thermoinsulating 
blankets and enclosed in a stainless steel cylinder. 
The discharge developed inside the nozzle of the 
plasmatron, starting from the high–voltage 
electrode which also acted as a swirler. Figure 2 

shows a top view of it with consequent sparks with 
an exposure time of 1/60 s. The discharge is 
produced by 15 kV pulses generated at a frequency 
of 10 kHz in a 60 slpm air flow. The same 
discharge is shown in Fig. 3 at an exposure time of 
1/350 s. During the experiments, temperature and 
composition (CO, CO2, CH4) of the flow at the 
outlet of the plasmatron were measured. The gas 
for analysis was sampled 5 cm above the 
plasmatron. Thethermocouple measurement of the 
products temperature were carried out in the same 
spot. 

 
3. Ultra–lean flame stabilization tests 
 

The first set of experiments was conducted 

 

Fig. 2: Uncovered plasmatron photo at an exposure of 1/30 
s. 

Fig. 3: Spark rotation in the preheated methane–air flow, 
1/500 s exposure. 
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with methane. It has relatively high ignition 
threshold and very well known rates of reactions. 
Figures 4 and 5 contain data on the products of 
ignition of premixed methane–air flow with inlet 
temperatures of 400 C and 580 C by repetitive 
nanosecond spark discharge. The gas flow rate was 
30 and 60 slpm, the equivalence ratii ranged from 
0.06 to 0.4. For the 400 C flow, the discharge 

action was very modest: only 10% of methane were 
oxidized into CO and, probably, into CH3OH. For 
580 C, 90—95% of methane were oxidized, into 
CO and CO2, mostly. 

The spark starting point was evenly 
distributed over the cylindrical high–voltage 
electrode with two consequences: first, no electrode 
erosion was observed because no spot on the 

 
Fig. 4: Plasma–assisted stabilization of premixed methane–air flame. Inlet temperature: 400 C. Flow rate: 30 slpm. 

 

 
 

Fig. 5: Plasma–assisted stabilization of premixed methane–air flame. Inlet temperature: 580 C. Flow rate: 60 slpm. 
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electrode was overheated; and second, each 
channel treated a fresh volume of gas, providing 
distributed ignition. The nanosecond spark created 
radicals during the streamer phase and increased 
temperature during the arc phase faster than 
radicals recombined. Non–thermally created 
radicals initiated chain reactions within times 
shorter than those of gas mixing, thus efficiently 
igniting the flow in the afterglow of the nanosecond 
spark. This is the main advantage of the 
nanosecond spark over the conventional one. In 
conventional spark, almost all the energy input 
goes into heating. With comparable energy input, 
most of the heat would have been dissipated before 
ignition occurred. 

It is important that no flame front was 
observed during the discharge initiated combustion 
at equivalence ratii 0.06—0.2. This implied that 
volumetric combustion and heat release took place. 
Since the temperature increase for lean flames is 
moderate, a combustion chamber design with 
reverse flows may be reasonable to obtain better 
completeness of oxidation. Another way to 
suppress CO yield is to increase the inlet 
temperature. This will be illustrated further on on 
the example of lean diesel fuel vapour combustion. 

These were performed in the same 
conditions as the tests with methane. Air flow at 60 
slpm was mixed with liquid diesel fuel and fed into 
the stainless steel coil of the evaporator. 
Precautions were made to prevent ignition inside 
the coil and a special design of heater geometry 
was developed for this task. Temperature of the 
mixture to be processed by the discharge was 220 
C. The equivalence ratio was controlled by the 
pump expenditure, which was increased in steps. 

The results are presented in Fig. 6 as 
product composition versus equivalence ratio, with 
discharge on and off. When the discharge was off, 
CO, CO2 and CH4 levels were 0—0.1%, which 
proved that no oxidation took place on the surface 
of the steel evaporator. After each change of 

expenditure (and, thus, equivalence ratio), the 
discharge was turned off to find the conditions 
when ignition was stabilized at the outlet of the 
plasmatron or on a hot ceramic wall of the 
thermally insulated volume. Note “Oxidation is 
stabilized by discharge and hot wall” in Fig. 6 
implies that after the ignition by the discharge heat 
release from combustion was sufficient to increase 
temperature of thermally insulated ceramic tube to 
such extent, that turning off discharge would not 
affect product composition since combustion was 
stabilized on the hot ceramic tube wall. Note 
“Oxidation is stabilized by discharge only” means 
that flame was immediately blown off upon 
discharge turning off. 

 
4. Discussion 

 
4.1. Plasmatron with a swirler 
 As was mentioned above, the radical 
responsible for ignition promotion under these 
conditions is atomic oxygen. It is produced in the 
discharge by electron impact dissociation and by 
dissociative quenching of excited nitrogen 
molecules on oxygen. The concentration of O 
atoms in the plasma channel after discharge 
propagation can be estimated by solving Boltzmann 
equation in two–term approximation for typical 
reduced electric field values. It can be then taken as 
the initial condition for kinetics modelling of the 
ignition process. 
 Numerous experiments that had been 
performed previously on the facility combining a 
shock tube and a high–voltage (up to 150 kV) 
discharge chamber [3, 4] enabled validation of a 
kinetic mechanism for plasma–assisted ignition of 
saturated hydrocarbons from methane up to 
penthane [5]. It showed, however, that radical 
introduction is efficient for ignition only in the case 
if the temperature is above or slightly below the 
self–ignition threshold. 
 For ignition of mixtures at temperatures 
below the ignition threshold, it is crucial to add 
some heat, thus increasing the temperature along 
with the introduction of radicals, since the chain 
reactions only start efficiently if the temperature is 
close to the autoignition threshold. At lower 
temperatures, the radicals recombine quickly 
without starting the chains. This scenario is realized 
in case of application of uniform discharges (for 
example, radio–frequency discharge with the same 
power as a high–voltage nanosecond pulsed 
discharge), which couple energy volumetrically. 
Specific energy input per gas particle is low in this 
case, and temperature increase is limited to several 
K, which makes radicals production inefficient for 
ignition. 

 

Fig. 6: Ignition of lean diesel vapour-air mixture. 
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 On the other hand, adding only heat would 
require significantly more energy. This scenario is 
realized in case of application of conventional 
spark discharges in which most of the energy is 
branched into direct heating due to lower reduced 
electric field values in the channel. 
 The short duration of nanosecond sparks 
makes it possible to apply high voltage and, hence, 
obtain high reduced electric field values in the gap, 
while keeping the overall energy input low (within 
40 mJ in a single pulse under our conditions). This 
in turn enables both radical production and 
temperature increase due to the high electric field 
value, while operating at frequencies up to 1—10 
kHz and consuming 40—200 W “from the plug”. 
Thus, repetitive nanosecond sparks provide the 
mechanism for lean flame stabilization at relatively 
low temperatures since they efficiently release heat 
and produce radicals simultaneously. 
 This has been supported by zero–
dimensional simulation of chemical kinetics in lean 
methane–air mixture processed by a high–voltage 
nanosecond discharge. The mixture at an ER of 
0.25 was preheated up to 750 K. The discharge was 
modelled as introduction of 1.5% of atomic oxygen 
and a temperature increase of 150 K, which 
roughly corresponds to the energy input in a single 
spark under the experimental conditions. Results of 
the calculations are shown in Fig. 7 in terms of 
kinetic curves for different species. The kinetic 
mechanism used here is described in [6]. It is 
clearly seen that ignition delay time in this case is 

several milliseconds and  corresponds to typical 
diffusion times for a single streamer channel. It 
should be noted that the ignition delay time in this 
range of parameters is extremely sensitive to the 
energy input. For example, a two–fold increase of 
the energy deposition reduces the ignition delay 
time by more than two orders of magnitude. Thus, 
kinetic modeling also predicts the possibility to 
control ignition and flame stability with relatively 
low energy price. 
 As compared to ignition, for flame 
stabilization it is also important to arrange proper 
interaction between the flow and the discharge. For 
that, the flow pattern was modelled with a CFD 
tool. No chemistry or discharge effect were taken 
into account. For creating the geometry and 
generating the meshes, SALOME application 
version 4.1.4 was used. It is an open–source 
integrated environment for managing geometry and 
meshing. Default automatic meshing algorithm was 
used, with the fineness factor of 0.14. The mesh 
produced consisted of about 350 000 tetrahedrons. 
The faces which presented inlets and outlets were 
grouped to set the boundary conditions. For the 
simulations, OpenFOAM toolkit version 1.5 was 
used. A transient turbulent compressible solver 
with LES turbulent model and perfect gas 
thermophysical model was selected. 
 The tested plasmatron featured a flow 
pattern which guaranteed that the spark hits fresh 
gas portions each time, due to the swirling element 
and the overall design of the burner, except for the 

 
 

Fig. 7: Calculated kinetic curves for methane–air mixture ignition at ER = 0.25, T = 750 K. Discharge produces1.5% of 
atomic oxygen in the mixture and increases the temperature to 900 K. 
 



139 

regions of reverse flow. This can be estimated from 
the maximum spark diameter (1 mm), maximum 
frequency applied (10 kHz), and the z–component 
of gas velocity derived from the CFD modelling 
and presented in Fig. 8. 
 
 
4.2. Another approach: multi–jet plasmatron 
 It is mainly the discharge frequency that 
defines the mode of discharge development 
(localized spark, distributed spark, or diffuse) for a 
certain geometry of electrodes, and only the sparks 
were able to ignite lean flows in the experiments. In 
order to increase the efficiency of ignition and to 
decrease the overall energy input to the system, 
various plasmatron geometries were designed and 
tested. Currently a so–called multi–jet plasmatron 
with the spark developing along the flow is being 
tested. This concept ensures that consequent sparks 
hit the same gas volume several times, hence 
increasing the temperature of the channel in steps 
until it is close to the self–ignition threshold when 
the introduction of non–thermal radicals is most 
efficient. 
 Such flow–discharge interaction makes 
possible the ignition of colder flows and to 
decrease the ignition threshold in terms of 
frequency to as low as 2 kHz as compared to 8 kHz 
for the same conditions in the swirler–type 
plasmatron discussed above. This corresponds to a 
decrease in the required generator power from 200 
to 40 W for stabilization of a methane–air flame at 
an equivalence ratio of 0.3. The flow of 60 slpm 

was preheated up to 350 C. This gain in efficiency 
demonstrates the high sensitivity of the ignition 
efficiency to the geometry of the plasmatron, which 
provides space for design optimization at various 
operating conditions.  
 
5. Conclusions 
 
    In this paper the concept of plasma–assisted 
combustion has been applied to develop an ignition 
and 
flame stabilizing system for a wide range of fuels, 
equivalence ratios, gas pressures, and temperatures. 
A 
series of plasmatrons based on repetitively pulsed 
nanosecond high–voltage discharge has been 
developed. 
 The optimal configuration and discharge 
parameters for ultra–lean (ER > 0.03) and ultra–
rich (ER < 3.3) flame stabilization have been found 
experimentally. 
 The air flow pattern has been simulated 
numerically with OpenFOAM package in two 
various plasmatron geometries to optimize the 
discharge–flow interaction. Significant differences 
in the patterns have been shown by the model and 
confirmed by the experiments.  
 Kinetic modelling in zero–dimensional 
approach has supported the experimental results as 
well. Further comparison with enhanced modeling 
taking into account discharge effect and actual 
flame propagation will allow to obtain insight into 
the mechanisms of plasma–assisted flame 
stabilization. 

 

Fig. 8: Z component of flow velocity at the outlet of the plasmatron. Numerical simulation results. 
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Abstract. The effect of various radicals and excited particles on the induction delay time reduction is discussed when 
analyzing the ignition of combustible mixtures under nonequilibrium conditions. A review is made of experimental and 
theoretical investigations of the effect of hydrogen and oxygen atoms, electronically excited O2(a1Δg) molecules on the 
induction times and on shift of the ignition temperature limits of hydrogen-oxygen mixtures. The addition of oxygen and 
hydrogen atoms to a combustible mixture may cause a significant reduction of the induction times and the lowering of the 
ignition temperature limit of combustible mixtures. However, the latter effect is observed only in the vicinity of the ignition 
limit. In the region of relatively low initial temperatures, the shift of the ignition limit is largely associated with the heating 
of mixture owing to recombination of atomic particles being added. In so doing, the nonequilibrium pattern of the impact 
hardly shows up.  

Molecules of singlet delta oxygen (SDO) O2(a1Δg) may be involved in both chain initiation reactions and chain 
branching reactions. A kinetic model describing the impact of the admixture of SDO molecules O2(a1Δg) on the evolution of 
the composition of hydrogen-oxygen mixtures was worked out. There was shown in the framework of this model the 
possibility of describing all the main experimental data on the dynamics of quenching of singlet oxygen in H2 : O2 gas 
mixtures in the temperature range of T0 = 300 - 1050 K. Most of the acts of interaction between singlet oxygen molecules 
and atomic hydrogen O2(a1Δg) + H lead to quenching of O2(a1Δg). Efficiency of this interaction channel is more than 80% 
and fraction of the reaction H + O2(a1Δg) → OH + O(3P) was only in 10-20%. The impact of the admixture of SDO 
molecules on the ignition of H2 : O2 mixtures was investigated. The dominant process determining the degree of impact of 
O2(a1Δg) is its deactivation by molecules of HO2. As a result, in H2 : O2 mixtures of high pressure, where the density of 
produced HO2 molecules can be high enough, the effect of singlet oxygen on the ignition time of these mixtures turns out to 
be relatively weak. This effect becomes even less noticeable if admixtures of atomic oxygen are present in the mixture. The 
last case is typical when the electric discharge systems are used for production of singlet oxygen. Presence of even small (10-

4) initial concentration of atomic oxygen reduces the effect of O2(a1Δg) admixtures on the processes of ignition only to 
additional heating of the mixture in the process of SDO deactivation 

 
INTRODUCTION 
 
 Considerable recent attention has been 
given to the problem of fast ignition of combustible 
gas mixtures, which is motivated by a possibility of 
applying the obtained results in the design of 
engines and various plasmachemical systems. It is 
common knowledge that, in most cases of practical 
importance, the ignition of combustible mixtures is 
achieved by increasing their temperature to values 
exceeding the ignition temperature. The effect of an 
additional nonequilibrium excitation can be 
twofold: (i) a shorter induction period of a 
combustible mixture; (ii) a lower ignition 
temperature Tg

*, i.e., the ignition of a mixture at 
initial temperatures below Tg

*. In this case, the 
effect of the nonequilibrium excitation might be 
reckoned as substantial if the ignition temperature 
of the mixture is reduced by the value that 
considerably exceeds its heating due to relaxation 
of the excitation energy. 

 In recent years, several methods 
have been proposed for nonequilibrium initiation of 
the combustion in gas flows. Takita et al. [1] 
reported a significant increase in the velocity of 
combustion wave as a result of direct injection of 
arc DC discharge plasma into a gas mixture. 
Besides, the feasibility of initiating the combustion 

by pulsed high-current DC discharges [2-8], by RF 
and microwave discharges [9-13], and by electron 
beams [14, 15] is being investigated. A review of 
some recent works on the ignition of combustible 
gas mixtures by means of electric discharges and on 
the stabilization of the combustion is given by 
Starikovskaia [3].  
 An analysis of kinetic processes which are 
initiated by electric discharges and affect the 
ignition of combustible gas mixtures is rather 
complicated, because the discharge is accompanied 
by excitation of various degrees of freedom of the 
mixture molecules. The same problems complicate 
a comparative analysis of different types of electric-
discharge systems. Depending on a value of the 
reduced electric field E/N in a particular discharge, 
different species of chemically active particles 
dominate the mixture. At large values of E/N in the 
discharge, most of the discharge energy goes into 
ionization and dissociation of molecules in the 
mixture [16, 17]. At relatively low values of E/N, 
there take place an effective excitation of the 
electronic states O2(a1Δg), O2(b1Σ g

+ ) [18, 19] and 

vibrational degrees of freedom of molecules [16, 
17].  

Apparently, we must first analyze the 
effect of different chemically active particles on the 
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characteristics of the ignition process. It is only 
after this that it will be possible to identify a set of 
particles and their ratios which have an optimal 
effect on ignition. It is only then that it will be 
possible to formulate the problem of determining 
the characteristics of electric discharges which 
enable one to produce the desired chemically active 
particles in optimal ratios. 
 
1. THE EFFECT OF HYDROGEN AND 

OXYGEN ATOMS ON THE IGNITION OF 
H2 : O2 MIXTURES 

A number of papers are available at 
present, which deal with the investigation of 
additions of chemically active radicals on the shift 
of temperature ignition limits [20 - 26] and on the 
times of induction [14, 15, 27–29] in hydrogen-
containing and hydrocarbon mixtures. These 
investigations involved the use of UV radiation, 
electric discharge, electron beam etc. for obtaining 
the initial concentration of chemically active 
particles.  

Nalbandyan [21] investigated the effect of 
UV photolysis on the ignition temperature of a 
stoichiometric hydrogen-oxygen mixture at 
pressure P = 2 to 30 torr. The experiments were 
performed in a quartz tube 2.7 cm in diameter, 
whose walls were treated with hydrofluoric acid. 
The radiation source was provided by a DC 
discharge in hydrogen, and the intensity of 
radiation was adjusted by varying the discharge 
current I = 0.1 - 1 A. A quartz membrane was used 
to identify a spectral region λ ≤ 175 nm 
corresponding to Schumann–Runge continuum of 
absorption of oxygen.  

The possibility was demonstrated of some 
lowering of the temperature ignition limit ΔTg

* of 
H2 : O2 mixtures. For example, at P = 20 torr, the 
maximal value of ΔTg

* was 27 K at the radiating 
discharge current of 1 A. The intensity of the UV 
radiation source in the range of λ ≤ 175 nm was 
determined by the number of water molecules 
formed as a result of photolysis of H2 : O2 mixtures 
at room temperature. It was assumed that two atoms 
of oxygen are formed upon absorption of each 
radiation quantum and, with time, are converted to 
H2O. 

Nalbandyan [21] further investigated the 
effectiveness of chain chemical reactions 
depending on the initial gas temperature. This 
effectiveness is characterized by the chain length φ 
which was determined as the ratio of the rate of 
production of water molecules at a given gas 
temperature to the rate of production at T0 = 300 K,  
 

φ =
⎛
⎝⎜

⎞
⎠⎟

=

dH O
dt

dH O
dt T

2 2

300

 

 

As was already noted, the latter rate is defined by 
the intensity of the source of UV radiation. The 
experimental data of [21], as well as the results of 
calculation of the dependence of chain length φon 
the gas temperature under the effect of radiation of 
discharge with current I = 150 mA, are given in 
Fig.1. One can see in the figure that the chain 
pattern of the process starts showing up only in the 
region of temperatures close to the ignition limit. At 
low temperatures, the production of radicals as a 
result of UV photolysis leads only to heating of the 
mixture. 
 

 
 
Fig. 1. The chain length in a mixture of H2 : O2 = 2 : 1 at 

P = 20 torr and discharge current I = 150 mA as a 
function of the initial temperature of gas: the points 

indicate the experiment of [21], the curve - calculation, 
and the dashed curve - the temperature limit of 

autoignition for the conditions of [21]. 
 

The absorption of radiation by oxygen in 
the region of Schumann-Runge continuum is 
accompanied by dissociation of O2, with one of the 
atoms being formed in the excited O(1D) state [30], 
O2 )( 3 −ΣgX  + hω  → O(3P) + O(1D).  

This results in a rapid production of H and OH 
radicals during the quenching of O(1D) atoms by 
hydrogen [31], 
 
O(1D) + H2 → H + OH         k = 1.1⋅10-10 см3/c.       
 

The results of the impact of UV radiation 
were simulated by introducing a source of atomic 
oxygen (O(3P) + O(1D)) of intensity νO2⋅[O2]. The 
calculation results given in Fig. 1 correspond to the 
value νO2 = 4.5⋅10-5 s-1 and, as one can see, agree 
with the experimental data. The existing differences 
may be associated with the fact that, under 
conditions being considered (P = 20 torr), an 
important part is played by heterogeneous reactions 
on the discharge tube surface [32]. These processes 
are not known well enough at present. In order to 
increase the importance of the part played by the 
volumetric reactions, it is necessary to make a 
transition to higher pressures. However, problems 
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arise in this case, which are associated with the 
nonuniformity of absorption of radiation by oxygen 
in the Schumann- Runge continuum. 
 Many experiments on the initiation of 
ignition of combustible mixtures by means of UV 
photolysis were conducted by using the focused 
laser radiation [22-24]. Most frequently in these 
experiments, a breakdown a fast gas heating occur 
on the focus of the laser beam with the resulting 
formation of a high-temperature region, where the 
combustion is then initiated. In this case, the 
probability for the ignition depends substantially 
on characteristic dimensions of this high-
temperature region, since a critical question is of 
whether the mixture has time to ignite during its 
cooling by heat conduction. Such experiments 
with laser radiation have much in common with 
the combustion initiation by spark electric 
discharges [33].  

Lavid et al. [24] used the focused radiation 
of an ArF laser (λ = 193 nm) for igniting 
atmospheric-pressure H2 : O2 mixtures. During the 
pulse, most of the energy of absorbed photons is 
spent for dissociation of oxygen molecules rather 
than for gas heating, 

 
O2 )( 3 −ΣgX + hω → O(3P) + O(3P). 

 
In this case, the temperature of mixture 

turns out to be below the limit of ignition, and 
reactions involving O(3P) and H atoms, OH 
radicals, and other play an important part in the 
initiation of combustion. The transverse dimension 
of the excitation zone in the focused laser beam 
was relatively small (R ≈ 0.4 mm [24]). Therefore, 
similar to [22, 23], the probability of ignition was 
affected both by the diffusion “departure” of 
radicals from the excitation zone and by the rate of 
cooling down of this region due to heat conduction. 
Figure 2 gives the minimal values of the initial 
concentration of O(3P) atoms, required for the 
ignition of a stoichiometric H2 : O2 mixture at P = 1 
atm, as a function of the initial gas temperature. 
Note that both the calculation (curves) and 
experimental (symbols) results [24] indicate that 
very significant (in excess of 1016 cm-3) 
concentrations of oxygen atoms are required for the 
ignition of this mixture at temperatures below the 
ignition limit. In view of the small size of the 
excitation zone, the temperature limit of ignition of 
the mixture under consideration is higher than 880 
K [33]. The results of calculations performed 
within a uniform 0-D model [47] (curve 1) lie 
markedly below the experimental data. As was 
already mentioned, this is indicative of the 
important part played by diffusion and heat 
conduction processes in determining the ignition 
temperature.  
 

 

 
 
Fig. 2. The minimal initial concentration of O(3P) atoms 

required for the ignition of a stoichiometric H2 : O2 
mixture at P = 1 atm as a function of gas temperature: 

the symbols indicate the experiment of [24], and the 
curve indicates the calculation by the 0-D model (curve 

1) and by the 1-D model (curve 2). 
 
 
 

To analyse the effect of diffusive and 
thermal conductivity processes on determination of 
ignition temperature in H2 : O2 mixtures the 
comparison of calculation results  executed in the 
frame of uniform (0-D) model and one dimensional 
(1-D) axisymmetric model has been performed. In 
the latter the corresponding diffusive terms for all 
considered components have been inserted in the 
balance equation. The values of diffusive 
coefficients Dk and their dependences on 
temperature were estimated using the data [36]. 
Apart from the thermal conductivity term was 
included in the equation for temperature. In the 
calculation of thermal conductivity coefficient λef 
of multicomponent mixture the following 
expression has been used: 

 

λ λ
λef k k
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where the Xk is the mole fraction of main 
components, and λk are the corresponding values of 
thermal conductivity coefficients. 
 In calculations in the frame of one 
dimensional (1-D) model the initial distribution of 
O(3P) atom density and gas temperature were 
assumed as Gaussian with R0 = 0.4 mm [24]. Then, 
under consideration of this simulation the values of 
temperature and atom concentrations at laser 
channel axis are given.  
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Figure  3. Temporal dynamics of the temperature and the 
density of atoms O(3P) at the axis for a stoichiometric H2 

: O2 mixture at Р = 1 atm, T0 = 740 K and initial 
concentrations: [O]0 = 5.6⋅1016 cm-3 (solid lines) и [O]0 

= 5.5⋅1016 cm-3 (dashed lines). 
 
 

As example, in Figure 3 the simulation 
results (in frame of 1-D model) of the time 
dependence of O atom concentration and 
temperature at laser channel axis in mixture of H2 : 
O2 = 2 : 1 at P =1 atm and Т0 = 740 К with two 
different initial O(3P) concentrations ([O]0 = 
5.6⋅1016 cm-3 and [O]0 = 5.5⋅1016cm-3) are 
demonstrated. As one can see in spite of very small 
change of [O]0, in first case the ignition of mixture 
occurs, but in the second one does not take place. 
This example is evidence that in calculations 
described above the accuracy of determination of 
O(3P) concentration needed for mixture ignition is 
rather high.   

The minimal atom concentrations 
[O(3P)]min, needed for ignition of  H2 : O2  mixture 
in the range of  T0 = 690 - 790 K are presented in 
Figure 2. Apparently, the 0-D model (curve 1) and 
1-D model (curve 2) obtained results differ from 
each other in 3-5 times. That difference increases 
with gas temperature. The 1-D model results (curve 
2) agree with experimental data [24]. The shown 
calculation results were executed in conditions of 
stoichiometric mixture of H2 : O2 = 2 : 1. Similar 
results were obtained for other [H2]/[O2] values as 
well (in the work [24]  that ratio was varied from 
0.4 to 4).  

The experimental investigation of kinetic 
mechanisms of the effect of radical’s initial density 
on the ignition time requires the development of a 
rather uniform and extended excitation region. 
Such experiments were described by Chou and 
Zukowski [25], who investigated the pulsed UV 
photolysis of stoichiometric H2 : O2, H2 : air, and 
CH4 : O2 mixtures with additions of molecules of 
ammonia NH3. The initial temperature of mixture 
was 300 K, with pressure P = 1 atm. The radiation 
of ArF laser on wavelength λ = 193 nm, which is 
effectively absorbed by NH3 molecules, was used 
for production of radicals [30], 

 
NH3 + hω → NH2 + H.                       
 

The power of laser radiation was sufficient 
for decomposition of all available molecules of 
ammonia. This provided for spatially uniform 
production of radicals of preassigned initial 
concentration equal to the concentration of NH3. 
Chou and Zukowski [25] assumed that the 
reactivity of the NH2 radicals being formed is 
relatively low; therefore, the main result of the 
impact of UV radiation on the characteristics of 
ignition is the production of atomic hydrogen with 
concentration [H]0 = [NH3]. 
 

 
 
Fig. 4. The induction period for stoichiometric mixtures 
of H2 : O2 and H2 : air excited by a pulsed source of UV 

radiation as a function of the initial fraction of NH3 
molecules in the mixture: P0 = 1 atm, T0 = 300 K; the 

symbols indicate the experiment of [25]. 
 
 

Figure 4 gives the ignition times of 
stoichiometric mixtures of H2 : O2 and H2 : air at P 
= 1 atm and T0 = 300 K as a function of the fraction 
of NH3 in the mixture [25]. The ignition of a 2⋅H2 : 
O2 mixture could be experimentally accomplished 
for a fraction of ammonia molecules of 0.6 - 0.7%. 
The calculation results indicate that initial 
concentrations of hydrogen atoms [H]0/M = 
[NH3]/M ≥ 2%,  are required for the ignition of the 
mixture under consideration. This is three times 
higher than the experimentally obtained values. The 
reason for discrepancy between the calculation and 
experimental data may be as follows. Indeed, NH2 
radicals formed as a result of UV photolysis of 
ammonia hardly react with O2 and H2 molecules. 
However, a fairly fast reaction of NH2 with O(3P) 
atoms may occur, which causes the emergence of 
additional channels of production of hydrogen 
radicals H and OH, as well as nitrogen oxides [34], 

 
NH2 + O → NH + OH;         NH2 + O → HNO + H;   
NH + O2 → NO + OH;         NH + O2 → NO2 + H.    
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The latter is especially important because 
it is known [20, 33 and 35] that nitrogen oxides 
cause a significant reduction of the induction times 
and the ignition temperature limit of high-pressure 
hydrogen-oxygen and hydrogen-air mixtures. 
Therefore, Chou and Zukowski [25] managed to 
accomplish the ignition of hydrogen-oxygen 
mixtures (with additions of ammonia) at 
atmospheric pressure and T0 = 300 K as a result of 
their nonequilibrium excitation by ArF laser 
radiation. However, the use of NH3 additions 
results in a significant complication of the ignition 
kinetics of H2 : O2 mixtures, which makes the 
interpretation of the results quite difficult. 

Starikovskaia et al. [28] investigated the 
effect of pulsed UV photolysis, caused by the ArF 
laser radiation, on the induction times of O2 : N2O : 
H2 : Ar = 3 : 11 : 32 : 54 mixture. The absorbed 
energy was W = 2 to 4 mJ/cm3, with P0 = 0.3 - 0.7 
atm and T0 = 850 - 1300 K. The measurements 
were performed in a shock tube behind reflected 
shock wave. The induction times were determined 
by the dynamics of radiation intensity of OH* 
excited state. In the mixture under investigation, the 
radiation at λ = 193 nm is largely absorbed by N2O 
molecules [30], 

 
N2O + hω → N2 + O(1D). 
 

 
 
Fig. 5. The time of induction for a mixture of O2 : N2O : 

H2 : Ar = 3 : 11 : 32 : 54 (P = 0.3–0.6 atm) as a function 
of initial temperature: (1) autoignition, (2) impact of UV 
radiation; solid symbols - experiment, hollow symbols - 

calculation [28]. 
 
 

Therefore, the impact of the ArF laser 
pulse leads to the production of excited atoms 
whose concentration under the conditions of [28] 
reaches a value of [O(1D)]/[M] = (1 ± 0.5)⋅10-3. The 
results of such impact are given in Fig. 5 which 
shows the dependences of the induction times for 
the given mixture on the initial temperature, 
experimentally obtained both in the mode of 
autoignition (symbols) and in view of UV 

photolysis (points). One can see in Fig. 5 that the 
use of UV radiation makes for a significant 
reduction of the induction times and for the 
lowering of the ignition temperature limit by 100 - 
150 K. At the same time, the laser pulse proper is 
capable of gas heating by no more than 5 - 10 K.  

Starikovskaia et al. [28] used unfocused 
laser radiation to accomplish a fairly uniform 
excitation of combustible mixture. The 
concentration of excited atoms being formed was 
determined by the results of measurements of 
absorbed energy. Additions of O(1D) make it 
possible to significantly reduce the induction times. 
The simulation results of [28] agree with the 
experimental data (Fig. 5); however, the required 
additions of O(1D) atoms [O(1D)]/[M] = 3⋅10-4  turn 
out to be approximately three times less than the 
measured values. 
 

 
 
Fig. 6. The ignition temperature of a mixture of H2 : O2 

= 2 : 1 as a function of the fraction of hydrogen atoms at 
P = 80 torr. The points indicate calculation [26], curve 1 

- temperature limit of ignition for the given conditions 
[33], and curve 2 - variation of the ignition temperature 

because of autoheating of the mixture as a result of 
recombination of hydrogen atoms. 

 
 

Seleznev et al. [26] performed numerical 
investigations of the effect of hydrogen and oxygen 
atoms additions on the ignition temperature of a 
stoichiometric H2 : O2 mixture in a wide range of 
pressures (P = 1 to 104 torr). Given by way of 
example in Fig. 6 are the results of calculation of 
the shift of ignition limits as a function of the initial 
fraction of hydrogen atoms at P = 80 torr (points) 
[26]. Note that the experimentally obtained value of 
the ignition temperature of unexcited mixture 
(curve 1) given in [33] somewhat exceeds the 
calculated values. Also given in Fig. 6 for 
comparison are our estimates of the variation of 
ignition temperature because of heating of the 
mixture as a result of recombination of hydrogen 
atoms H0. One can see that additions of hydrogen 
atoms in excess of 3⋅10-3 are required for a more 
significant (over 200 K) reduction of the ignition 



146 

temperature limit. In so doing (according to the 
data of [26]), the effect of heating of the mixture is 
of significant importance because it leads to an 
increase in the effectiveness of chain chemical 
reactions (see Fig. 1) initiated by additions of H. 

A fairly uniform excitation of a mixture 
may be accomplished by using short-pulse high-
current discharges [37] which propagate in the form 
of a fast ionization wave (FIW). Owing to the high 
values of reduced field E/N, which may be realized 
under these conditions, the most part of electron 
energy is delivered for the ionization and 
dissociation of mixture molecules.  
 
 

 
 

Fig. 7. The temperature dependence of the time of 
induction of a stoichiometric mixture of H2 : air, P = 1 

atm. Curves 1 and 2 indicate autoignition, curve 3 - 
additional excitation by a high-current discharge; 

symbols, experiment [35, 38]; curves 1 and 3, 
calculation [29]. 

 
 

Starikovskii [29] gives the results of 
theoretical investigations of the induction times 
dependence on the initial temperature for 
stoichiometric H2 : O2, H2 : air, and CH4 : air 
mixtures. Comparison is made of the ignition delay 
times of these mixtures with and without a pulsed 
high-current discharge impact. Figure 7 gives the 
results of calculations of [29] for a stoichiometric 
H2 : air mixture at P = 1 atm. Under these 
conditions, according to [29], the use of additional 
discharge excitation makes it possible to reduce the 
ignition temperature in the vicinity of the ignition 
limit by 500 - 600 K. Also given in this figure are 
the experimental data on the induction times of this 
mixture borrowed from [35, 38]. These data differ 
very significantly from the calculation results of 
[29] for the times of autoignition. Therefore, it is 
difficult to make the final inference about the 
degree of temperature ignition limit reduction of 
using the numerical simulation results of [29]. 
 

 
 
Fig. 8. The time of induction for a stoichiometric mixture 

of H2 : O2 : Ar = 12 : 6 : 82 (P = 0.3–0.6 atm) as a 
function of initial temperature: (1) autoignition, (2) in 

view of the impact of discharge; solid symbols, 
experiment [4]; hollow symbols, calculation [4]. 

 
 

Bozhenkov et al. [4] performed 
experimental investigations of the effect of a fast 
ionization wave on the induction times of H2 : O2 : 
Ar = 12 : 6 : 82 mixture in the temperature range of 
T0 = 800 - 1400 K (P0 = 0.25 - 0.75 atm). The 
discharge input energy did not exceed 30 - 50 
mJ/cm3. The measurement results given in Fig. 8 
indicate that the use of this discharge enables one to 
reduce the ignition temperature by 200 - 250 K. 
Bozhenkov et al. [4] used the results of 
measurements of the dynamics of electric field E(t) 
for the numerical simulation of the discharge 
impact and for the determination of the hydrogen 
and oxygen atoms density produced in the 
discharge. The obtained concentrations of atoms 
were used as the initial conditions in calculating the 
ignition delay time of the considering mixture. The 
results of simulation of autoignition and of the 
effect of discharge on the induction time agree with 
the experimental data (Fig. 8). 

Note that Bozhenkov et al. [4] described 
the production of hydrogen and oxygen atoms in 
the discharge in view of only the dissociation of H2 
and O2 molecules by electron impact. However, in 
a mixture with more than 80% Ar (H2 : O2 : Ar = 
12 : 6 : 82) at high E/N values, a very significant 
additional channel of dissociation is provided by 
the processes of quenching of metastable 
electronically excited atoms of Ar* = Ar(3P0, 3P2), 
for example [39], 

 
Ar* + O2 → Ar + O(3P) + O(1D, 1S). 
 
The inclusion of these reactions must more than 
double the initial atom concentration and reduces 
the predicted induction delay times accordingly. In 
this case, agreement with the experimental data 
may be impaired.  
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Therefore, the addition of oxygen and hydrogen 
atoms to a combustible mixture enables one to 
significantly reduce the induction times and the 
ignition temperature of mixtures. However, in the 
zone of relatively low initial temperatures, the shift 
of the ignition limit is largely associated with the 
heating of mixture due to the recombination of the 
atomic particles being added. In so doing, the 
nonequilibrium character of the impact hardly 
shows up. Therefore, it is of interest to search for 
other forms of nonequilibrium excitation (for 
example, the introduction of non-equilibrium 
concentrations of electronically- and vibrationally 
excited particles). 
 
2. THE EFFECT OF O2(a1Δg) ON THE 

IGNITION DELAY TIME AND THE 
FLAME PROPAGATION VELOCITY IN 
HYDROGEN-OXYGEN MIXTURES 

 
Investigations have been continued 

recently of the processes which define the initiation 
of combustion and detonation in combustible 
mixtures in the presence of excited oxygen 
molecules O2(a1Δg) [40-46]. In [41, 42], it was 
suggested (apparently for the first time) to use 
reactions involving O2(a1Δg) for explaining the 
observed increase in the rate of flame propagation 
in H2 : O2 mixtures after the impact of electric 
discharge. This phenomenon was experimentally 
investigated by Basevich and Kogarko [40, 41] 
who used a glow discharge (I = 5 to 85 mA) for 
exciting a flow of molecular oxygen. After the 
discharge, molecular hydrogen was added to the 
flow. The resultant mixture contained 7% H2 + 
93% O2 and the products of impact of the 
discharge, namely, atoms of O(3P) and molecules of 
ozone and singlet oxygen O2(a1Δg) and O2(b1Σg

+) 
(mixture pressure P0 = 50 torr, T0 = 293 K). This 

mixture was ignited by a pulsed spark discharge 
with subsequent measurement of the normal rate of 
flame propagation and of the axial profile of gas 
temperature. 

In the case of discharge currents higher 
than 17 mA, the velocity of combustion wave 
almost doubled. In so doing, the gas temperature in 
the discharge increased by no more than 5 - 10 K. 
The measurement results of [41] are given in Fig. 9. 
For current I = 17 mA, the characteristic time 
during which the discharge has a significant effect 
on the flame velocity is approximately 0.2 s. Note 
that the pause increase is accompanied by a 
significant variation of the content of active 
particles before the front of combustion wave with 
an almost unchanged concentration of stable 
products (ozone and nitrogen oxides). 

The characteristic time of loss of O(3P) 
atoms is defined by their conversion to ozone and 
amounts to several milliseconds under conditions of 
[41]. The quenching of O2(a1Δg) largely occurs on 
O2 molecules and in reactions with ozone with a 
characteristic time of 0.15 s, which is comparable 
with the measured time of impact of discharge [41]. 
The calculation results of [42] supported the 
assumption that the effect of glow discharge in 
oxygen on the flame propagation velocity is most 
likely associated with the involvement in 
combustion of the molecules of O2(a1Δg) produced 
in the discharge. 

In papers [44-46], the results from 
theoretical research of the impact of O2(a1Δg) on the 
ignition delay time of H2 : O2 : O2(a1Δg) mixtures 
are presented. There was shown a possibility of a 
sufficient reduction in the temperature threshold of 
ignition and in the induction times of hydrogen-
oxygen mixtures when the fraction of singlet 
oxygen (SDO) is [O2(a1Δg)/O2] ≥ 1%. One of the 

 

 
 
Fig. 9. Flame propagation velocity vs. the duration of a 
pause between the end of the discharge and the ignition 
time of a 7% H2 : 93% O2 mixture at P = 50 Torr and 

discharge current I = 17 mА [41]. 
 
 

 

 
 
Figure 10. Dependences of reaction rate coefficients on the 
temperature: 1 - O2(a1Δg) + H2 → 2⋅OH [45]; 2 - O2(a1Δg) 

+ H2 → O2 + H2 [49]; 3 - experimental data [50]. 
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important processes that determine the efficiency of 
the impact of SDO on the ignition of combustive 
mixtures is the following:  

 
O2(a1Δg) + H2 → OH + OH. (1) 

 
This process can result in a sufficiently more rapid 
production of chemically active particles by the 
adding of SDO. The rate of reaction (1) sufficiently 
increases with the rise of gas temperature. The 
corresponding dependence k1(T) got in [45] is 
shown in Fig. 10 (curve 1). 

Along with this, quenching of O2(a1Δg) by 
molecules of hydrogen is also possible:  
 
O2(a1Δg) + H2 → O2 + H2. (2) 

 
 
The rate of reaction (2) at T = 300 K was measured 
in several experiments (see review [48]). The 
results from calculations of the dependence of the 
rate of this reaction on temperature are given in 
[49]. The approach adopted in this work is based on 
assumptions that the spin ban on the transition 
O2(a1Δg) → O2(X3Σg

-) is withdrawn by taking into 
account spin-orbit interaction inside the О2 
molecule, the kinetic energy of relative motion is a 
lot more than the potential energy of  interaction of 
molecules and the transition probability is small. 
The last two conditions allow us to apply 
perturbation theory. The results from calculation of 
the dependence k2(T) [49] are shown in Fig. 10 
(curve 2). Also here (curve 3), the results of 

measuring the effective quenching rate of O2(a1Δg) 
got in paper [50] are also presented in the 
temperature range T = 500 - 1000 K. In this paper 
the temporal dynamics of O2(a1Δg) quenching in a 
H2 : O2 mixture (with the fraction of hydrogen less 
than 2-3%) was measured. In [50], the main 
mechanism of SDO quenching was associated with 
reaction (2). As it is seen from Fig. 10, the 
experimentally obtained rates of O2(a1Δg) losses far 
exceed both the rate of reaction k1(T) [45] and the 
rate of SDO deactivation k2(T) [49]. One of the 
reasons for such difference can be the fact that the 
analysis of experimental results [50] does not take 
into account the specifics of considered mixture in 
which the chain chemical reactions can proceed in 
the temperature range of T0 = 500 - 1000 K. As a 
result, particles that are actively involved in the 
SDO deactivation are produced, for example, Н and 
HO2. Therefore, a further numerical analysis of 
experimental results [50] is necessary to determine 
the possible reasons for the high rate of O2(a1Δg) 
losses under these conditions.  

Another important process for the 
combustion problems is the following: 

 
H + O2(a1Δg) → OH + O(3P).  (3)   

 
This reaction was investigated experimentally in 
[51, 52] in the temperature ranges of T = 300 - 431 
K and T = 520 - 930 K, correspondingly. The total 
rate of processes (3) and (4) was measured in these 
papers:  
 

 
Table 1. The reactions with the O2(a1Δg), O2(b1Σ g

+ ) participation in H2 : O2 mixtures 

No               Reaction    Rate coefficient, cm3/s   Reference 

1.   O2(a1Δg) + H2  → OH + OH    2.8⋅10-9⋅exp(-17906/T)     [ 45 ] 

2.   O2(a1Δg) + H2  → O2 + H2      4.5⋅10-18⋅(T/300)0.5     [ 49 ] 

3.   O2(a1Δg) + H  → O(3P) + OH   α ⋅6.5⋅10-11⋅exp(-2530/T)     [ 47*] 

4.   O2(a1Δg) + H  → O2 + H  (1-α)⋅6.5⋅10-11⋅exp(-2530/T)     [ 47*] 

5.   O2(a1Δg) + HO2  → O2 + HO2
*               2.0⋅10-11     [ 55 ] 

6.   O2(a1Δg) + O2  → O2 + O2               2.2⋅10-18     [ 48 ] 

7.   O2(a1Δg) + O2(a1Δg) → O2(b1Σg
+) + O2               2.4⋅10-17     [ 48 ] 

8.  O2(b1Σg
+) + H2  → O2(a1Δg) + H2               1.0⋅10-12     [ 48 ] 

9.  O2(b1Σg
+) + N2  → O2(a1Δg) + N2     4.9⋅10-15⋅exp(-253/T)     [ 48 ] 

10.  O2(b1Σg
+) + O2  → O2(a1Δg) + O2               4.0⋅10-17     [ 48 ] 

 

          [*] The coefficient α ≅ 0.2 is determined in the given work (see below). 
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H + O2(a1Δg) → H + O2, (4)   
 

and, according to paper [52], reaction (3) is 
dominant. However, it was shown in more recent 
studies [53] that k3 / (k3 + k4) ≤ 0.1 in the 
temperature range of T = 300 - 437 K. Thus, the 
ratio between the reaction rates k3 : k4 remains 
unknown.  

In [53, 54], the following process was 
involved to explain the experimental results 
concerning the dynamics of the concentration of 
atomic hydrogen when O2(a1Δg) molecules were 
added to a mixture of H : H2 : O2 : 

 
O2(a1Δg) + HO2 → O2 + HO2

* (5)   
 

The rate of this reaction is k5 = 2.0⋅10-12 cm3/s, 
according to [53, 54]. In paper [55], higher rates of 
SDO quenching by HO2 molecules were reported 
which amounted to k5 = 3.0⋅10-11 cm3/s. 
Consequently, reaction (5) can also effect the 
dynamics of O2(a1Δg) and the ignition time of H2 : 
O2 : O2(a1Δg) mixtures.  

In [47], a model of ignition of hydrogen-
oxygen mixtures is described. In this section, the 
system of reactions [47] was supplemented by 
processes involving singlet oxygen molecules 
O2(a1Δg) and O2(b1Σg

+). These processes are given 
in Table 1. The aim of this investigation is to 
analyze the results from the named experiments and 
to explain the discrepancy of obtained there data. 
Based on this analysis, the recommendations 
concerning the rates of the main processes 
involving O2(a1Δg) (1-5) will be provided which 
will make it possible to estimate the impact of SDO 
molecules on the induction time and ignition 
threshold shift for H2 : O2 mixtures. 

 

 
 

Figure 11. Dynamics of the main components of the 
mixture H2 : O2 : O2(a1Δg) : Ar at Т = 300 К and at the 

ratio of reaction rates k3 : k4 = 2 : 8. Dots correspond to 
the calculated values of 2.17⋅[O(3P)] at O2(a1Δg) = 0. 

The initial concentrations of components are: Ar = 
9.1⋅1015 cm-3; O2 = 5.3⋅1015 cm-3; H2 = 7.4⋅1014 cm-3; H 

= 4.4⋅1014 cm-3and O2(a1Δg) = 5.5⋅1014 cm-3. 
 

In all the further considered experiments 
(except in cases explicitly stated) studies were 
carried out in a flow reactor with a system of flows 
mixing. The O2(a1Δg) molecules were produced, 
typically, in a microwave discharge (in oxygen or 
O2 : Ar or O2 : He mixtures). The O(3P) atoms, 
which are also produced in the discharge, were 
removed in reactions with mercury oxide HgO, 
which coated the walls of the tube. Hydrogen atoms 
were produced in a microwave discharge in argon 
(or helium) with the admixture of H2.  

In [51], the quenching of the O2(a1Δg) 
molecules by atomic hydrogen was studied in a 
mixture of H2 : O2 : Ar at Р = 0.3 - 0.9 torr. The 
experiments were conducted both in the presence of 
O(3P) atoms and with the removal of them. After 
mixing the flows of excited hydrogen and oxygen, 
dynamics of the variation of O, H, and also OH and 
O2(a1Δg) densities was studied using the electron-
paramagnetic-resonance (EPR) spectrometer. Based 
on these data, the rate of O2(a1Δg) deactivation by 
the hydrogen atoms (k3 + k4) was determined at Т = 
300 - 431 K. To reduce the probability of 
heterogeneous losses of active particles, the tube 
walls were covered with orthoboric acid. As a 
result, it was achieved that the reactions at the 
surface had practically no effect on the dynamics of 
the main studied components and this was verified 
experimentally. 

As an example, Fig. 11 shows the results 
from calculating the dynamics of the main 
components of the mixture which has the following 
initial composition: Ar = 9.1⋅1015 cm-3, O2 = 
5.3⋅1015 cm-3, H2 = 7.4⋅1014 cm-3, H = 4.4⋅1014 cm-3, 
O2(a1Δg) = 5.5⋅1014 cm-3, Т0 = 300 K. Under these 
conditions the main losses of SDO molecules occur 
in the reactions with H atoms, the decay of O2(a1Δg) 
being monoexponential [51]. It is therefore 
necessary that the hydrogen number density H(t) 
varies only slightly in time. As it is seen from 
results of calculations presented in Fig. 11, this 
condition is fulfilled. 

In [53], another mechanism of SDO 
quenching associated with reaction (5) was 
proposed to explain the experimental results [51]: 

 
O2(a1Δg) + HO2 → O2 + HO2.      
 
According to the calculations given in Fig. 11, the 
number density of HO2(t) within the considered 
time interval remains practically constant, being ≅ 
3⋅1010 cm-3 total. In this case, the frequency of 
O2(a1Δg) quenching in the reaction (5) does not 
exceed νa ≤ 0.6 s-1, which is much lower than the 
experimentally observed value for these conditions 
νa ≅ 8 с-1 [51]. So, the proposed in [53] mechanism 
of O2(a1Δg) quenching is enabled in conditions of 
experiment [51].  
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Figure 12. Relative fraction of the reaction (3) (k3/(k3 + 

k4)) versus the concentration of admixed O2(a1Δg) 
molecules for the conditions of Fig. 11. Dashed curve 

corresponds to the measured in [51] concentration 
O2(a1Δg) = 5.5⋅1014 cm-3. 

 
 

It was also shown in [51] that the 
concentration of atomic oxygen is increased under 
these conditions by adding molecules of O2(a1Δg). 
These data can be used to determine the fractions of 
reaction channels (3) and (4). According to [51], 
the addition of O2(a1Δg) molecules with number 
density 5,5⋅1014 cm-3 to the studied mixture 
increases the concentration of atomic oxygen by a 
factor of 2,17. To receive in the calculations the 
value of ξ = [O(3P)]/[O(3P)]0 = 2.17, it is necessary 
that the ratio of reaction rates k3 : k4 was about 2 : 8 
(see Fig. 12). It is good to mention that taking into 
account the uncertainty associated with the 
heterogeneous recombination of atomic oxygen on 
the walls of the tube has practically no effect on the 
value of ξ (in the frequency range νget = 2 - 20 s-1). 
 

 
 
Figure 13. Temporal dynamics of the main components 
of the mixture He = 3.3⋅1016 cm-3, O2 = 6.0⋅1015 cm-3, H 

= 5.0⋅1011 cm-3, O2(a1Δg) = 0 at Т = 300 K. Signs 
correspond to the experimental data [53]. 

 
 

The reaction H + O2(a1Δg) → OH + O was 
also studied in [53] under the conditions Т = 295 - 
423 K, Р = 0.5 - 7 torr. Here, as in [51], the mixing 

of hydrogen and oxygen flows excited by 
microwave discharges took place. The densities of 
O and H atoms were measured by the absorption of 
diagnostic radiation having wavelengths λ = 130.5 
nm and λ = 121.6 nm, correspondingly. To 
determine the number density of OH radicals, there 
was used the laser-induced fluorescence (LIF) 
technique for the transition OH(X2П, v = 0) → 
OH(A2Σ, v’ = 0) (λ = 308.2 nm). The content of 
O2(a1Δg) was determined by the value and 
dynamics of the photo ionization current occurring 
as the radiation of Ar lamp (λ = 106.7 nm) was 
absorbed by SDO molecules.  

Figure 13 shows the experimental data 
[53] and the calculation results of the temporal 
dynamics of some components produced in a 
mixture of He = 3.3⋅1016 cm-3, O2 = 6.0⋅1015 cm-

3and H = 5.0⋅1011 cm-3 at Т = 300 K. The main 
reactions determining the change of density of Н 
and O(3P) atoms and ОН and HO2 molecules in this 
case are the following:  

 
(6)    H + O2 + M → HO2 + M,       
 
(7)   H + HO2 → OH + OH,               
 
(8)     OH + OH → O + H2O,          
 
(9)   O + HO2 → OH + O2,                     
 
(10)    O + OH → H + O2.     
 

It should be noted that, in order to agree 
the results of calculations with the experimental 
data on the OH(t) dynamics, the rate of reaction (7) 
was taken equal to k7 = 3.8⋅10-11 cm3/s [53] which 
is 1.7 times less than recommended in [56]. Studies 
[53, 54] and [56] were performed using identical 
method and even with the same diagnostics 
(absorption of UV radiation and LIF). One of the 
reasons for the pointed out difference in results can 
be the errors in determining the absolute values of 
the number density of atomic H. As shown by our 
calculations, a decrease of the absolute values of 
[H]0 concentration by approximately 22 - 25% 
allows to agree data on the value of k7, i.e. to 
describe measured in [53] dynamics of OH(t) at a 
value of k7 = 6.6⋅10-11 cm3/s [56]. 

Adding of O2(a1Δg) molecules to the 
mixture results in a sufficient increase in the 
concentration of produced O(3P) atoms, but it 
decreases OH concentration and the rate of 
hydrogen atoms losses [53, 54]. To explain such 
dynamics H(t), we should assume the possibility of 
losses of HO2 molecules in the reaction involving 
O2(a1Δg). The production of hydrogen atoms should 
also take place in this reaction. 
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It is well-known that HO2 molecules are 
produced in a highly excited state in the process 
(6): 

 
H + O2 + M → HO2

* + M.                     
In this paper, the reaction of dissociation of 
produced in (6) HO2

* molecules was additionally 
considered to explain the results [53, 54]. 
 
O2(a1Δg) + HO2

* → H + 2⋅O2.  (11) 
 
Additionally, the possible quenching of HO2

* 

molecules was taken into account [54]:  
 
HO2

* + He → HO2 + He          k = 1.7⋅10-12 cm3/s.   
 

The results from the comparison between 
calculated and experimental profiles of the main 
considered components are given in Fig. 14. The 
initial conditions were taken the same as in Fig. 13 
but the addition of O2(a1Δg) = 2.6⋅1014 cm-3 was 
taken into account. The presented calculated curves 
were obtained at k11 = 5.0⋅10-10 cm3/s. Just as in 
[51], the production of O(3P) atoms in these 
conditions is determined by the reaction (3): 

 
H + O2(a1Δg) → O(3P) + OH, 
 
which allows to determine the fraction of this 
channel α = k3/( k3 + k4). The presented in Fig. 14 
simulation results were obtained at α = 10%. It is 
good to mention that taking into account the 
possible errors in determining [H]0 (mentioned 
above), i.e. decreasing of the initial number density 
of H by 25%, results in an increase of α up to 16 - 
17%, which is close to the values obtained in the 
processing of experimental data [51]. 
 
 

 
 
Figure 14. Temporal dynamics of the main components 
of the mixture for the conditions of Fig. 13 at O2(a1Δg) = 
2.6⋅1014 cm-3. Signs correspond to the experimental data 

[53]. 
 

It is noted in [53] that the time profiles of 
O(3P) concentration change with increasing 
pressure of the mixture in the range of P = 0.1 - 7 
torr. This may indicate that the factor α depends 
on pressure. However, other explanations of this 
phenomenon are possible (for example, reduction 
of the characteristic diffusion time and, 
correspondingly, the rate of heterogeneous losses 
of O(3P) with increasing pressure). Since the 
experimental data on the dependence of the 
concentration of atomic oxygen on pressure is not 
given in [53], then it is difficult to make a final 
conclusion on the causes of this phenomenon.  

Thus, a comparative analysis of 
experimental results [51] and [53, 54] allows 
making the following conclusions. In [51], due to 
the low pressure of mixture, the degree of 
conversion of atomic hydrogen to HO2 is low 
during the considered times. Therefore, the main 
contribution to the O2(a1Δg) quenching occurs due 
to the reactions with atomic H, and quenching by 
HO2 can be neglected. In [53, 54] (due to higher 
pressure), atomic hydrogen is quickly converted to 
HO2 and the reactions between SDO molecules and 
HO2 became dominant (HO2 can be produced in 
both the ground and excited states). The results 
from numerical simulations of data [51] and [53] 
concerning the production of atomic oxygen O(3P) 
point out that the fraction of reaction (3) is α = 15 - 
20%, the value of α changing slightly in the 
temperature range T = 295 - 420 K.  

 
 Effect of O2(a1Δg) admixtures on the ignition of H2 
: O2 mixtures 
 

Here we analyze the effect of the obtained 
data on the rates of reactions involving singlet 
oxygen (3-5) on the ignition of hydrogen-oxygen 
mixtures. The calculations of the dependence of the 
ignition times of these mixtures on temperature 
were performed for different proportions of the 
processes involving O2(a1Δg). The rate constant of 
reaction (1) was taken similar as in [45] (Table 1) 
while the fraction of reaction (3) α = k3 / ( k3 + k4) 
was varied from 0.1 to 1. Figure 15 presents the 
results of calculations of ignition times of 
stoichiometric H2 : air mixture (in the case of α = 
0.2) at Р = 1 atm and at different initial 
concentrations of singlet oxygen O2(a1Δg) and 
O(3P) atoms. All results were compared with curve 
1 obtained at concentrations [O2(a1Δg)]0 = [O(3P)]0 
= 0. Curve 2 corresponds to the initial ratio 
[O2(a1Δg)]/[O2]0 = 1%. As can be seen, the addition 
of 1% O2(a1Δg) does not lead to a sufficient 
decrease in the temperature threshold of ignition 
which distinguishes the obtained results from those 
given in papers [44, 45]. 
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Figure  15. Dependences of the ignition time of a 
stoichiometric H2 : air mixture on the initial temperature 
(α  = 0.2) at Р = 1 atm and at the various admixtures of 

O2(a1Δg) and O(3P). Signs correspond to the 
experimental data [35, 38], curves correspond to the 

results of calculations without admixtures (curve 1) and 
with the admixtures of 1% [O2(a1Δg)]/[O2] (curve 2); 

0.1% [O(3P)]/[O2] (curve 3) and 1% [O2(a1Δg)]/[O2] + 
0.1% [O(3P)]/[O2] (curve 4). 

 
 
 

 
 

Figure  16. Temporal dynamics of the temperature and 
the concentrations of some components of a 

stoichiometric mixture of H2 : air at Р = 1 atm, T0 = 900 
K and [O2(a1Δg)]/[O2]0 = 1 %. 

 
 

Figure 16 shows calculations of the 
temporal dynamics of concentrations of the main 
components and the temperature of the H2 : air 
mixture at Р = 1 atm, [O2(a1Δg)]/[O2]0 = 1%, T0 = 
900 K. Number density of HO2 molecules is (1 - 
6)⋅1014 cm-3 over times of t = 100 - 700 μs which 
leads to a rapid quenching of O2(a1Δg) molecules by 
these particles. During the ignition time (τind ≅ 740 
μs) the concentration of singlet oxygen is reduced 
by more than 100 times. Let us note some increase 
in the concentration of O2(a1Δg) molecules over 
times of 720 - 780 μs which is associated with the 
intensification of the process: O + OH → H + 
O2(a1Δg) (the rate constant k(T) was taken from 
[44]). In addition, the rate of SDO quenching by the 

HO2 molecules decreases over these times as their 
density falls. 

Thus, as follows from the calculations 
presented in Fig. 15, a relatively small effect of 
admixtures of O2(a1Δg) molecules on the ignition of 
hydrogen-oxygen mixtures occurs due to the rapid 
quenching of SDO by HO2 molecules. These 
molecules are actively produced in H2 : O2 mixtures 
under considered conditions. 

One of the main studied now sources of 
singlet oxygen is an electrical discharge [18], which 
allows to achieve a sufficiently high degree of 
excitation of [O2(a1Δg)]/[O2]. This is confirmed by 
experimental results ([18-19] etc.) obtained for 
different types of discharges. However, as SDO is 
generated in electric discharge, a great deal of 
energy can be expended for the dissociation of O2. 
In this case it is necessary to consider the total 
effect (admixtures of O2(a1Δg) and atomic oxygen) 
on the ignition of combustible mixtures. 

An example of such a calculation is 
presented in Fig. 15 (curves 3 and 4) which shows 
the dependences of ignition times of H2 : air 
mixture on initial temperature with admixtures of 
[O(3P)]/[O2] = 0.1% (curve 3) and with the joint 
effect of 1% O2(a1Δg) and 0.1% O(3P) (curve 4). 
Adding to the H2 : air mixture 0.1% of oxygen 
atoms results in the sufficient decrease in the 
induction time and in the temperature threshold of 
ignition of considered mixture. Additional 
admixing of another 1% O2(a1Δg) to this mixture 
does not give noticeable improvement in ignition 
characteristics, as is evident from comparison of 
curves 3 and 4. That is, in presence of even a small 
initial concentration of atomic particles in a 
mixture, the effect of SDO admixtures is reduced 
compared with the unexcited mixture. The reason 
for this is that the addition of [O(3P)]0 atoms leads 
to reducing the role of reaction (1) as a process of 
chain initiation. The contribution of the reaction of 
chain branching (3) is also small at the given 
temperatures [47]. Therefore, under considered 
conditions, the effect of admixtures of singlet 
oxygen is reduced only to additional heating of the 
mixture in the process of its deactivation.  

 
CONCLUSIONS 
 

The results of our analysis lead to the 
following conclusions. The addition of oxygen and 
hydrogen atoms to a combustible mixture may 
result in a significant reduction of the induction 
delay time of H2 : O2 mixtures. Such reduction may 
be attained with a relative concentration of 
additions exceeding 10-3. The introduction of 
atomic particles provides a further possibility of 
reducing the ignition temperature of mixtures. 
However, this effect shows up only in the vicinity 
of the ignition limit. In the zone of relatively low 
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initial temperatures, the shift of the ignition limit is 
largely associated with the heating of mixture 
owing to recombination of atomic particles being 
added. In so doing, the nonequilibrium character of 
the impact hardly shows up. 

A kinetic model describing the effect of 
the admixtures of molecules of singlet delta oxygen 
O2(a1Δg) on the evolution of the hydrogen-oxygen 
mixtures was worked out. The dynamics of SDO 
quenching in H2 : O2 mixtures was calculated for 
the experimental conditions [51-54] in the 
temperature range of T0 = 300 - 1050 K. The 
possibility of describing the entire set of the 
experimental data [51-54] in the framework of the 
model was illustrated.  

The effect of admixtures of singlet oxygen 
molecules O2(a1Δg) on ignition of H2 : O2 mixtures 
was studied. The SDO molecules can also 
participate both in the reactions of chain initiation 
(O2(a1Δg) + H2 → OH + OH), and in the reactions 
of chain branching (O2(a1Δg) + H → OH + O). By 
comparing the results of calculations with 
experimental data, the following conclusions on the 
rates of these processes can be drawn. Most of the 
acts of interaction of SDO molecules with atomic 
hydrogen O2(a1Δg) + H leads to quenching of 
O2(a1Δg) molecules (reaction 4). Share of this 
channel is more than 80% and the reaction of chain 
branching is observed only in 15 - 20% of cases. It 
is not possible to determine the rate constant of the 
process O2(a1Δg) + H2 → OH + OH (1) on the basis 
of available experimental data. So, the values of 
k1(T) still remain undetermined. 

An important process that determines the 
effect of SDO molecules on the ignition 
characteristics of hydrogen-oxygen mixtures is its 
deactivation by HO2 molecules. According to [55, 
57], this reaction is very effective. As a result, in H2 
: O2 mixtures at high pressure, where the 
concentration of produced HO2 molecules can be 
high enough, the effect of singlet oxygen on the 
ignition times of these mixtures is relatively weak. 
This effect becomes even less noticeable if the 
mixture contains admixtures of atomic oxygen. The 
last case is typical when the electric discharge 
systems are used for production of singlet oxygen. 
Presence of even small (10-4) initial concentration 
of atomic oxygen or ozone reduces the effect of 
O2(a1Δg) admixtures on the processes of ignition 
only to additional heating of the mixture in the 
process of SDO deactivation 
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Abstract. In the paper the influence of a non-equilibrium plasma on ignition and combustion of hydrocarbon fuel is studied. 
Process of ignition of thin liquid hydrocarbon films with the help of a surface microwave discharge created in a mode of 
double pulses, as a first step to programmable regime, was studied too. The ignition of a propane-air high speed flow with use 
of combined discharge was experimentally investigated.  
 
 
I.   Introduction 

 
For several decades the scientists have 

been discussing the question of possible ways of 
efficient control of combustion processes with the 
help of various physical influences. Interest to an 
intensification of combustion with use of various 
forms of the gas discharge with reference to 
supersonic plasma aerodynamics recently has 
essentially risen. Under conditions of low-
temperature plasma there is an opportunity of 
generation of active particles in result of molecules 
dissociation by electronic impact, electron-ionic 
and ion-molecular reactions, and also reduction in a 
threshold of chemical reactions with participation 
of the vibrationally-excited reagents. Therefore 
essentially not thermal mode of ignition is possible 
when the creating time of active particles occurs by 
electronic impact practically on all an extent of 
reaction. Methods of ignition and combustion 
control of the air-hydrocarbon streams, based on 
generation of electric discharges, are represented 
now by the most perspective.  

A variety of types of electric discharges 
allows changing over a wide range a ratio between 
contributions of various mechanisms. Application 
of the combined discharges of various types can 
provide necessary rate and intensity of combustion. 
Studying of process of ignition and combustion of 
air-hydrocarbon mixtures under conditions of low-
temperature plasma is of great importance as from 
the point of view of basic researches of mechanisms 
and kinetics of atom-molecular transformations at 
presence of strong electric fields, and the analysis 
of some applied tasks. One of practical problems is 
development of physical principles of the direct-
flow jet engine. For reduction of its longitudinal 
size it is necessary to provide fast volumetric 
ignition of hydrocarbon fuel under conditions of 
high-speed streams, and for this purpose maximum 
to reduce an induction period.  

For stationary work of the direct-flow air-
breathing engine at use of non-stationary non-

equilibrium low-temperature plasma for ignition of 
air-hydrocarbon mixtures it is necessary to optimize 
a mode of initiation of the pulsed discharge, i.e. the 
value of energy put into plasma, pulse duration and 
frequency of following of the microwave pulses. It 
can be carried out at creation of the discharge in a 
mode of a programmable pulse [1]. Such discharge 
is the self-sustained-non-self-sustained discharge. 
In a programmable pulse mode gas breakdown and 
creation of plasma is carried out with the help of a 
short powerful pulse, or a pack of short powerful 
pulses, and maintenance of the formed plasma and 
energy input occurs during the long low-power 
pulse following with some time delay after the first 
pulse, or a pack of short powerful pulses. It is also 
possible to create the discharge in a programmable 
mode when low-power pulse is switched on time, 
equal to duration of a pack of the short powerful 
pulses.  

Till now kinetics of ignition of 
hydrocarbon fuel in conditions of the low-
temperature plasma of the gas discharge existing at 
high values of the reduced electric field remains not 
up to the end clarify. Therefore for deeper 
understanding of the physical and chemical 
processes proceeding at initiation of ignition of 
gaseous fuel with the help of the low-temperature 
plasma, it is necessary alongside with experimental 
researches to carry out mathematical modelling of 
influence of gas discharge on initiation of 
combustion.  

For the purposes of plasma aerodynamics 
we use some types of a self-sustained gas 
discharge, namely, the microwave discharge which 
is created by a surface wave on a dielectric body, 
streamlined by a high-speed gas stream, the freely 
localized microwave discharge, created by focused 
beam of electromagnetic energy, and the pulsed 
electrode transversal surface or volumetric 
discharges [2-17]. It is known, that self-sustained 
microwave discharges, as well as high-voltage 
nanosecond electrode discharges, exist at high 
values of the reduced electric field. However, high 
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value of the reduced electric field can be supported 
during long (hundreds microseconds) time under 
conditions of a microwave discharge in contrast the 
nanosecond high-voltage discharge. Therefore 
features of self-sustained microwave discharges are 
very perspective from the point of view of the fast 
reliable ignition of high speed air-hydrocarbon 
flows. However, as well as for other types of the 
gas discharges, combustion of high speed 
combustible flow under condition of microwave 
discharges stops, as soon as the supply of 
microwave energy is switched off.  

For stationary combustion of hydrocarbon-
air mixture at use of non-stationary low-
temperature plasma it is necessary to optimize a 
mode of initiation of the pulsed discharge, i.e. the 
value of energy put into plasma, pulse duration and 
frequency of following of the microwave pulses. It 
can be carried out at creation of the discharge in a 
mode of a programmable pulse [1].  

In a programmable pulse mode gas 
breakdown and creation of plasma is carried out 
with the help of a short (τ1 = 5-20 μs) powerful 
pulse (Fig. 1, a), or a pack of short powerful pulses 
(Fig. 1, b,c), and maintenance of the formed plasma 
and energy input occurs during the long (τ2 > 1 s) 
low-power pulse following with some time delay 
(τdel = 10-100 μs) after the first pulse (Fig. 1, a), or 
a pack of short powerful pulses (Fig. 1, b). It is also 
possible to create the discharge in a programmable 
mode when low-power pulse is switched on during 
time (τ2 > 1 s), equal to duration of a pack of the 
short powerful pulses (Fig. 1, c) following with 
pulse-repetition frequency of f = 10-100 Hz. 
 

 
 
Figure 1. Time diagrams of gas discharge creation under 
condition of programmable pulse mode. 
 

It is very well-known, that in the 
motionless gas secondary breakdown becomes 
easier in comparison with primary breakdown (look 
Fig. 2 and Fig. 3) [1, 18].  

 

 
 
Figure 2. Threshold characteristics of the microwave 
breakdown for various modes: 1 – monopulse mode 
(τ = 10 μs); 2 – continuous mode (τ > 50 μs); 3 – two 
pulses (τ1 = 10 μs, τ2 = 50 μs); 4 – two pulses 
(τ1 = 50 μs, τ2 = 50 μs). 
 
 

 
 
Figure 3. Dependence of amplitude of a longitudinal 
electric field at the beginning of the second pulse on a 
time interval between pulses. The discharge in helium at 
duration of first and second pulses τ=100 μs, a discharge 
current i=0.15 A, pressure of helium р=0.8 torr. 
 
 

It is connected to that fact that plasma 
deionization occurs during some time after switch 
off of the first pulse of energy, thus the great 
number of the charged particles can remain to the 
moment of switch on of the second pulse. Presence 
in gas of the long-living excited particles also 
makes easier repeated breakdown as ionization of 
gas in this case can realize electrons with small 
energies due to step processes with participation of 
excited long-living atoms and molecules. Heating 
of gas during the first pulse at high pressures also 
results in decrease in secondary breakdown due to 
reduction of gas density in the zone of the discharge 
existence.  

With reference to ignition of motionless 
air-hydrocarbon mixtures during the first pulse 
reforming of hydrocarbon fuel (molecules 
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dissociation, creation of the charged and excited 
particles, active radicals, and also heating of fuel) 
can occur, that should lead to decrease of induction 
period during the second pulse and to increase in 
combustion completeness.  

As to ignition of high-speed air-
hydrocarbon streams the mode of programmable 
pulses can be used in such combination when the 
discharge during the first pulse is created before an 
entrance of combustor where a preparation of fuel 
takes place whereas during a repeated pulse low-
temperature plasma is created in the basic chamber 
of combustor with the time delay determined in the 
speed of movement of reformed fuel and distance 
between area of preliminary excitation of fuel and 
the combustor chamber. 

For a general chemical reaction A → B of 
nth order, the Damköhler number is defined as 

tkCD n
a

1
0
−= , where: k is rate constant of kinetics 

reaction, C0 is initial concentration, n is reaction 
order, t is time. The Damköhler number represents 
a dimensionless reaction time. It provides a quick 
estimate of the degree of conversion (X) that can be 
achieved in continuous flow reactors. If Da < 0.1, 
then X < 0.1, if Da > 10, then X > 0.9. In continuous 
or semibatch chemical processes, the general 
definition of the Damköhler number is: ra tD τ= , 
where τ is the mean residence time, tr is reaction 
time. 

In conditions of external ignition with the 
help of a self-sustained pulsed (τ ≤ 10-4 s) a surface 
microwave discharge an induction period of a high-
speed air-hydrocarbon stream on a smooth surface 
of the antenna changes from 10-5 s up to 10-4 s. 
Thus for a smooth surface of the antenna the mean 
residence time τ = (3-6)⋅10-4 s whereas at use as a 
stagnant zone of various cavities (the closed and 
open types) resident time can reach some 
milliseconds. In this case the Damköhler number 
Da > 10, that is X > 0.9. 

In conditions of the self-sustained pulsed 
discharge combustion occurs only during duration 
of a pulse. At use of a programmable regime of 
creation of the discharge we hope to carry out full 
combustion in a continuous mode. 

Influence of non-equilibrium plasma on 
ignition and combustion of air-hydrocarbon flow is 
studied in the report on example of ignition of 
liquid thin hydrocarbon films (alcohol, gasoline, 
kerosene) and gaseous hydrocarbon (propane) with 
the help of the discharge created in a mode of a 
programmable pulse. 

 
II.   Experimental Installation 

 
Experiments were carried out on the 

installation consisting of a vacuum chamber, a 
receiver of a high pressure of air, a receiver of a 
high pressure of propane, a system for mixing 

propane with air, a system for producing a 
supersonic gas flow, two magnetron generators, two 
systems for delivering microwave power to the 
chamber, rectangular aerodynamic channels, a 
synchronization unit, and a diagnostic system. The 
basic component of the experimental setup is an 
evacuated metal cylindrical chamber, which serves 
simultaneously for supersonic flow creation, and as 
a tank for the expiration of gases or combustion 
products. The inner diameter of the vacuum 
chamber is 1 m, and its length is 3 m. A supersonic 
flow was produced by filling the vacuum chamber 
with air through a specially profiled Laval nozzle. 
In our experiments, we used rectangular nozzle 
designed for a Mach number of M = 2.  

The microwave source is a pulsed 
magnetron generator with parameters: the 
wavelength is λ = 2.4 cm, the pulse duration is 
τ = 5-150 μs, the pulsed microwave power is 
W < 200 kW, and the period-to-pulse duration ratio 
is Q = 1000. Microwave power was delivered to the 
discharge chamber through a 9.5×19–mm 
rectangular waveguide. The input microwave power 
was measured with the help of a directional coupler 
installed in the waveguide so that a fraction of 
microwave power was directed to the measuring 
arm containing an attenuator and a section with a 
crystal detector. All the components of the 
microwave transmission line were sealed. To avoid 
electric breakdowns inside the waveguide, it was 
filled with an insulating gas (SF6) at a pressure of 
4 atm. The vacuum system of the chamber allows us 
to vary the pressure over a wide range from 10-3 to 
103 torr. 

The supersonic stream is created at filling a 
pressure chamber with air through specially shaped 
Laval nozzle, established on a tube of the 
electromechanical valve. Two electromechanical 
valves fixed on an external surface of the chamber, 
hermetically connect the channel to a receiver of a 
high pressure (р1 = 1-6 atm) air and a receiver of a 
high pressure (р2 = 3-5 atm) propane. Air or air-
propane mixture originally goes into the mixing 
device, established in a subsonic part of a channel. 
Directly behind the mixer the supersonic nozzle is 
arranged. For synchronization of electromechanical 
valves and the discharge the special circuit 
providing a time delay between inclusion of the 
discharge and opening of the valves is used. In 
conditions of experiments the electromechanical 
valve could open on 0.3-2 s. During same time the 
surface microwave discharge was created. Thus at 
use of a surface microwave discharge the direction 
of a supersonic stream was opposite to a direction 
of distribution of an SMD. The system of 
synchronization allows to enter air, propane or a 
propane-air mixture into the aerodynamic channel 
with the fixed delays under the relation to each 
other. The synchronization system also allows to 
create a surface microwave discharge or in a mode 
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of a single pulse, or in a pulsed-periodic mode. 
Thus it is possible to change in a wide range of 
duration of pulses, frequency of their following, 
number of pulses in a pack. Ignition was 
investigated in conditions of a high-speed 
stoichiometric propane-air stream with Much 
number M = 2. Pressure р0 of motionless air in the 
vacuum chamber changed from 10 up to 100 Torr.  

The combined discharge is offered with the 
purpose of reduction of an induction period and 
increase of an intensification of combustion of a 
high speed stream of hydrocarbon fuel. The 
discharge represents a combination of the pulse-
periodic surface microwave discharge and the direct 
current discharge created in a recirculation zone of 
the aerodynamic channel. Thus surface microwave 
discharge serves for the several purposes. First, it 
facilitates initiation of the direct current discharge. 
Second, effective energy contribution to plasma 
takes place under conditions of the microwave 
discharge. It leads to effective creation of the active 
radicals, excited and charged particles, and also to 
intensive volumetric illumination of gas flow by 
ultra-violet radiation. These factors can result in 
fast ignition of a gas mixture. The direct current 
discharge serves for the contribution of a thermal 
energy to gas and stabilization of combustion of a 
high speed stream of hydrocarbon fuel. 

With the purpose of check of efficiency of 
the combined discharge for its use in plasma 
aerodynamics the laboratory model of the 
aerodynamic channel with the different stagnant 
zones, allowing to carry out researches on 
combustion hydrocarbon fuel, has been developed 
and made. Microwave energy was entered into the 
channel with the help of the rectangular antenna. 
On its external surface a pulse-periodic microwave 
discharge was created. Microwave power, pulse 
duration and repetition frequency of pulses could 
vary in a wide range. Under experimental 
conditions direct current discharge pulse duration 
did not exceed 1.5 s, which was defined by design 
features of experimental installation. A voltage on 
an electrode gap and a discharge current could also 
vary in a wide range. 

We used various types of the stagnant 
zones: a reverse step, a rectangular cavity with 
various depths of forward and back walls, a 
rectangular cavity with angled rear-wall, and a 
rectangular cavity. The aerodynamic channel with 
various types of the stagnant zones used in 
experiments is schematically represented in Fig. 4. 
Points (1)-(4) show position of pressure gauges, and 
a point (5) shows a position of electrodes for 
creation of the direct current discharge. The stream 
of gas is directed from right to left and represented 
by an arrow. Pressure gauges of (1)-(4) allowed to 
measure distribution of pressure in various points of 
the aerodynamic channel and to register ignition of 
a propane-air stream on change of pressure in the 

channel. Specially developed system allowed to 
smoothly move the electrodes serving for creation 
of a direct current discharge. It allowed creating the 
DC in different places of a stagnant zone. In 
experiments the discharge was created both about a 
bottom of a cavity and in a free stream is higher 
than a stagnant zone 
 

 
 
Figure 4. The circuit of the aerodynamic channel with a 
stagnant zone: a reverse step (a), a rectangular cavity 
with various depths of forward and back walls (b), a 
rectangular cavity (c) and a rectangular cavity with an 
angled rear-wall. 1, 2, 3, 4 – location of pressure gauges, 
5 – location of electrodes for creation of a DC discharge. 

 
As a direct current source for creation of 

the transversally-longitudinal electrode discharge 
the power supply with a voltage up to 5 kV, a 
discharge current up to 20 A and at a pulse duration 
up to 1.5 s was used. For external ignition gaseous 
and liquid hydrocarbons the combined discharge 
was created on an external surface of the dielectric 
antenna, streamlined by a high-speed stream of air 
(look Fig. 5).  
 

 
 
Figure 5. The circuit of creation of the combined 
discharge for external combustion without stagnant zone. 

 
In experiments the following diagnostic 

methods were used: process of ignition and 
combustion of a high speed stream of hydrocarbon 
fuel was fixed on a video camera; photos of the 
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channel were registered; the time dependence of 
plasma radiation was fixed at ignition of a high 
speed stream; the time dependence of signals from 
pressure gauges were registered; the spectrum of 
the discharge was fixed; the current of the electric 
probe placed on an exit of the aerodynamic channel 
was fixed.  

 
III.   Experimental results 

 
At first the dielectric antenna has been 

placed in a stagnant zone of the aerodynamic 
channel and experiments were fulfilled under 
condition of combined discharge. The results of 
internal combustion of a propane-air stream under 
condition of combined discharge, received at use of 
a rectangular cavity with angled rear-wall and a 
rectangular cavity with various depths of forward 
and back walls on a wide wall of the aerodynamic 
channel as flame stabilizers and flame holders are 
submitted in Fig. 6 and Fig. 7 at microwave pulse 
duration τ = 10-5 s, repetition frequency of 
microwave pulses f = 100 Hz, duration of direct 
current discharge t = 1 s, and time exposure is 
20 ms.  

 

 
 

Figure 6. The general view of the combined discharge 
created in a high speed propane-air stream in a 
rectangular cavity with angled rear-wall on a wide wall 
of the aerodynamic channel. 

 

 
 
Figure 7. The general view of the combined discharge 
created in a high stream of propane-air (М=2) in a 
rectangular cavity with various depths of forward and 
back walls on a wide wall of the aerodynamic channel at 
microwave pulse duration τ=10-5 s, repetition frequency 
f=100 Hz, duration of direct current discharge t=1 s, and 
time exposure is 20 ms. The propane-air flow is directed 
from right to left. 

 

In this case gas breakdown and fast 
ignition of supersonic air-hydrocarbon stream 
occurs with the help of powerful pulse-periodic 
surface microwave discharges, and stabilization of 
combustion is carried out at a supply of electric 
energy in a stagnant zone with the help of a direct 
current electrode discharge.  

Time dependence of pressure in the 
aerodynamic channel with a stagnant zone under 
condition of combustion of high-speed air-propane 
flow is present in Fig. 8 at experimental conditions 
υflow = 520 m/s, τMW = 30 μs, f = 100 Hz, 
W = 55 kW, N = 100, τDC = 1 s, i = 12 A. One can 
see, that after some time delay after switching on of 
the combined discharge there is a stabilization of 
combustion. 

 

 
 
Figure 8. Time dependence of pressure in the 
aerodynamic channel with a stagnant zone under 
condition of combustion of high-speed air-propane flow. 

 
 
These experiments show, that the 

combined discharge created in a stagnant zone in 
the aerodynamic channel, results in fast ignition and 
stabilization of propane-air stream combustion. 
However, efficiency of combustion of a high-speed 
air hydrocarbon stream not so good. It is difficult to 
receive regular stable combustion. Repeatability of 
process is low. 

External combustion of thin liquid 
hydrocarbon films under condition of transonic air 
flow one can see in Fig. 9. 

 

 
 
Figure 9. External combustion of thin liquid hydrocarbon 
films under condition of transonic (M = 1) air flow at 
atmospheric pressure in chamber. 
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In the paper process of ignition of thin 
liquid hydrocarbon films with the help of a surface 
microwave discharge created in a mode of double 
pulses, was also studied. The block of 
synchronization allowed to create a surface 
microwave discharge in a mode of pair pulses, 
independently to change duration of the first and 
the second pulses, to change frequency of their 
following, and also a time delay of the second pulse 
concerning the first one at identical value of pulsed 
power in both pulses. The time diagram of a mode 
of pair pulses is submitted in Fig. 10.  
 

 
 
Figure 10. The temporal diagram of a mode of pair 
pulses. 

 
Surface microwave discharge was created 

at the first pulse duration τ1 = 5 – 150 μs, the 
second pulse duration τ2 = 5 – 150 μs, the time 
delay of the second pulse concerning the first one 
tdel = 5 μs – 100 ms, the identical value of pulsed 
power in both pulses W1 = W2 = 20 – 75 kW. 

The time dependences of intensities of 
flame luminescence in area of plasma-stimulated 
ignition in a mode of double pulses are submitted in 
Fig. 11. Surface microwave discharge was created 
during second pulse at its delay tdel = 2 ms 
concerning the first pulse. It is visible, that the 
period of an induction during the second pulse is 
much less. 

 

 
 
Figure 11. Time dependences of intensities of flame 
luminescence in area of plasma-stimulated ignition in a 
mode of pair pulses at a delay of the second pulse 
tdel = 2 ms concerning the first one. 
 

Dependence of the maximal intensity of the 
flame luminescence, achievable during the second 
microwave pulse, from a delay of the second pulse 
in relation to forward front of the first pulse is 
submitted in Fig. 12 at identical duration of first 

and second pulses τ1 = τ2 = 50 μs and pulsed power 
W = 55 kW. It is visible, that the received 
dependence of intensity has no monotonic character 
with a minimum at tdel = 200 μs. It is possible to 
explain this minimum that fact, that some time is 
required, that the oxygen which has burned down 
during the first pulse, has arrived again in area of 
combustion. 
 

 
 
Figure 12. Time dependence of the flame luminescence 
maximal intensity, which achieves during the second 
microwave pulse, on time delay of the second pulse in 
relation to forward front of the first one. 
 

 
 
Figure 13. Induction periods during repeated ignition vs 
the first pulse duration at various time delays of the 
second pulse. 

 
Dependences of the induction periods at 

repeated ignition on duration of the first pulse are 
submitted in Fig. 13 at various time delays of the 
second pulse in relation to the first one. It is visible, 
that the period of an induction during secondary 
ignition strongly depends on duration of the first 
pulse at any delays of the second pulse in relation to 
the first pulse. 
 
IV.   Mathematical Modeling 
 

To determine the influence of the plasma 
effects on the ignition of fuel gas mixtures, a kinetic 
model is developed in [19-21]. Model of 
hydrocarbon-air mixture ignition takes into account 
the influence of the electric field on the processes 

τ1 

tdel 

τ2 
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of molecular dissociation and production of active 
radicals and excited and charged particles 
(electrons, positive and negative ions) under the 
conditions of non-equilibrium gas discharge 
plasma. The model of the plasma-stimulated 
ignition of the air-hydrocarbon mixture is based on 
the system of equations governing the oxidation 
processes in such mixture and including the non-
stationary kinetic equation for the electron energy 
distribution function, equation of energy, equation 
of particle density (concentration) variation, and 
equation of state. The mixture ignition under the 
impact of the low-temperature microwave 
discharge plasma at high values of the reduced 
electric field is calculated using a model accounting 
for dissociation of molecules and occurrence of 
active radicals and charged particles. As the gas 
temperature under microwave discharge conditions 
increases at a rate of about 102 K/μs, the modeling 
is performed under the assumption that, after the 
electric field is switched on, the gas temperature 
increases instantly up to certain initial value, Т0. 
The energy loss and the active particle diffusion are 
not taken into account. 

The mathematical modeling of the plasma-
stimulated ignition is performed by the example of 
a steady propane-air mixture. To determine the 
influence of various channels on ignition of the fuel 
mixture, a kinetic model is taken including 130 
components and 1314 direct and reverse reactions 
(including 89 processes with electron participation), 
kinetics of the nitrogen and hydrogen vibration 
levels, and also the Boltzmann equation for the 
function of the electron distribution over the 
energies. The transport cross sections of the 
electron scattering on the H2, N2, O2, H2O, CH4, 
C2H2, C2H4, C2H6, and CH2O are taken from [22-
24]. In the modeling, the following components are 
taken into account: the neutral nonexcited particles 
H, H2, N2, N, NH, NH2, NH3, N2H, N2H2, N2H3, 
N2H4, N2O, NO, NO2, NO3, NHO, HNO, HNO2, 
HNO3, O, O2, OH, H2O, HO2, H2O2, O3, C, C2, CH, 
CH2, CH3, CH4, C2H, C2H2, C2H3, C2H4, C2H5, 
C2H6, CO, CO2, HCO, CH2O, CH3O, CH2OH, 
CH3OH, CH3O2, CH3OOH, C2HO, CH2CO, 
CH3CO, CH3CHO, C2H5O, C2H5O2, C2H5O2H, CN, 
C2N, C2N2, HCN, NCO, C3H4, C3H5, C3H6, n-С3Н7, 
iso-C3H7, C3H8, C3H5O, C3H5O2, C3H5O2H, C3H6O, 
n-С3Н7О, iso-C3H7O, n-С3Н7О2, iso-C3H7O2, n-
С3Н7О2Н, iso-C3H7O2H; the electron-excited 
oxygen molecules O2(a1Δg), O2(b1Σg

+); the oxygen 
atoms O(1D); the electron-excited nitrogen 
molecules N2(A3Σu

+), N2(B3πg), N2(C3πu), N2(D3Σu), 
N2(a1πg), N2(b1πu), N2(a1Σg

+), N2(11.87), N2(a'1σu-); 
the nitrogen atoms N(2D), N(2P); the hydrogen 
molecules H2(c3Пu), H2(a3Σg

+), H2(e3Σu
+), H2(d3Пu); 

the hydrogen atoms H(2s) + H(2p); the positive 
ions H+, H2

+, H3
+, H5

+, O+, O2
+, OH+, H2O+, C+, 

CH+, CH2
+, CH3

+, C2
+, C2H+, C2H2

+, C2H3
+, C2H4

+, 
C2H5

+, C2H6
+, C3

+, C3H2
+, C3H3

+, C3H4
+, C3H5

+, 

C3H6
+, C3H7

+, C3H8
+; the negative ions H-, O-, OH-, 

CH4
-; and electrons e. The rate constants for the 

reactions taken into account in the model, 
depending on the electron and gas temperatures, are 
calculated on the basis of the data [21, 25-30]. 

At first, the electron energy distribution 
function and the electron temperature depending on 
the reduced electric field for the stoichiometric 
propane-air mixture are calculated. Then, modeling 
is performed of the fuel mixture ignition process at 
the initial gas temperature of 300 K, the neutral 
particle concentration of 1018 cm-3, initial electron 
concentration of 103 cm–3, and various values of the 
reduced electric field E/N = 100-200 Td. The 
modeling shows that, under the microwave 
discharge, the induction period decreases and the 
ignition mechanism changes as compared to 
autoignition. 

The radical and active particle birth process 
accelerates significantly in the presence of the 
discharge. Here, the ionization frequency increases 
rapidly and the avalanche development delay time 
decreases with increasing electron temperature, that 
is, with increasing reduced electric field strength. 
During the avalanche development, not only the 
charged particle concentration increases sharply, 
but also the concentrations of radicals and active 
particles. This naturally causes significant 
shortening of the induction period. 

Fig. 14 shows the comparison of the 
calculation results for monopulse mode of 
microwave discharge creation (curve 1) and 
programmable mode discharge creation (curve 2).  
 

 
 
Figure 14. Dependence of an induction period on the 
reduced  electric  field.  1 – monopulse  mode τ = 10 ms; 
2 – programmable mode, duration of first pulse 
τ1 = 1.95 μs, reduced electric field (E/n)1 = 150 Td, 
duration of second pulse τ2 = 10 ms, reduced electric 
field (E/n)2 changes from 110 up to 150 Td. Initial gas 
temperature of 300 K, the neutral particle concentration 
of 1018 cm-3, initial electron concentration of 103 cm–3. 
 

The simulation reveals the strong influence 
of the reduced electric field on the induction period. 
Results of mathematical modelling also show, that 
ignition in a monopulse mode occurs through 
100 μs at value of reduced electric field 
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E/n = 135 Td. However the same result can be 
received at use of programmable mode of creation 
of the microwave discharge at E/n = 110 Td. In this 
case spent power is reduced in 1.5 times. 

V.   Conclusion 

Received results testify to efficiency of use 
of the combined microwave discharge in plasma 
aerodynamics. However it is necessary to find the 
optimum modes of creation of the discharge and the 
optimum configuration of the aerodynamic channel 
for stabilization and increase in completeness of 
combustion of hydrocarbon fuel.  
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Abstract. Three-body electron attachment to O2 molecules and electron detachment from O2

- ions have been theoretically 
studied in vibrationally excited oxygen and air. Assuming that electron attachment and detachment proceed via the formation 
of vibrationally excited temporary O2

- ions, the rates of these processes were determined on the basis of the statistical 
approach for the vibrational transfer and relaxation in collisions between O2

- ions and O2 molecules. The calculated 
attachment and detachment rate constants turned out to agree well with available measurements in unexcited oxygen. This 
method was extended to calculate attachment and detachment rates in vibrationally excited oxygen and air. It was shown that 
the effect of vibrational excitation on electron detachment is profound, whereas attachment of low-energy electrons to 
vibrationally excited O2 is inefficient. The calculated rate constants were used to simulate the formation and decay of an 
electron-beam-generated plasma in air at elevated vibrational temperatures. The calculations showed that vibrational 
excitation of molecules leads to orders of magnitude increase in the plasma density and in the plasma lifetime, in agreement 
with available observations. 

 
 

1. Introduction 
 

Three-body attachment to O2 to form O2
- 

ions is one of the dominant mechanisms of the loss 
of low-energy electrons in non-equilibrium uniform 
plasmas in oxygen, air and other O2-containing 
mixtures. Electron attachment can be somewhat 
balanced by electron detachment from negative ions 
at high gas temperatures or at sufficiently high 
densities of atoms and excited particles. Formation 
and decomposition of O2

- ions have been studied for 
the most part at room gas temperature, whereas 
electron and ion temperatures could be elevated due 
to application of electric field. Little is known about 
the rates of electron attachment and detachment in 
vibrationally and electronically excited gases [1].  

It was experimentally shown in [2-4] that 
the vibrational excitation of electron-beam-
generated, nonequilibrium O2:N2 plasma with CO 
laser leads to a two orders of magnitude increase in 
the plasma free electron lifetime. This effect was 
ascribed to complete mitigation of rapid three-body 
electron attachment to molecular oxygen due to 
electron detachment from O2

- ions in collisions with 
vibrationally excited molecules. It was mentioned 
that the mitigation of electron attachment could be 
important to a variety of potential aerodynamic 
applications of high pressure, low temperature air 
plasmas [5]. In addition, the rates of electron 
attachment and detachment in vibrationally excited 
gases are necessary to simulate the properties of 
various gas discharges [6]. 

The effect of vibrational excitation on 
electron detachment from O2

- ions has not been 
studied till now, whereas three-body electron 
attachment to vibrationally excited oxygen,  

 
e + O2(v) + M → O2

- + M,  (1) 
                                        

was studied only theoretically in [7] where the rate 
constant of reaction (1) was calculated under the 
assumption that M = O2 is an unexcited molecule. 
In this work, the approach used in [7] is generalized 
to consider reaction (1) when the third body is a 
vibrationally excited O2 molecule and to consider 
the reverse reaction, electron detachment from O2

-, 
in a vibrationally excited gas. The rate constants for 
these reactions are calculated at various vibrational 
temperatures and, using the results obtained, the 
production and decay of an electron-beam-
generated plasma is simulated in O2-containing 
mixtures under the conditions of the experiments 
[2-4]. Preliminary results of this work were 
published in [8]. 
 
2. Theoretical approach  
 

The three-body electron attachment to O2 
molecule proceeds in two stages [9, 10], 

 
e + O2 ↔ (O2

-)*,  (2) 
 
(O2

-)* + M → O2
- + M.  (3) 

 
In the first stage, the electron is captured by the 
molecule into a vibrationally excited temporary 
negative-ion state (O2

-)* (process (2)). This excited 
molecular ion may subsequently autoionize into a 
free electron and a neutral molecule (the reverse 
process) or exceeding energy of the molecular ion 
may be removed in a collision with a third body M 
(process (3)). The states of O2

- with vibrational 
quantum numbers i > 3 are temporary and the states 
with i ≤ 3 are stable. At not-too-high pressures the 
lifetime of (O2

-)* for electron emission is much 
shorter than that for the quenching by the third 
body and the rate of electron attachment varies as 
the square of pressure. 
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The rate constant of the three-body 
electron attachment to O2(v = 0) (v is the vibrational 
quantum number) can be written as [10, 11] 

 

( )∑
≥ Γ
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0
2/3
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vk επ h ,   (4) 

 
where j is the vibrational quantum number of the 
O2

- ion, m is the electron mass, gion, gM and ge are 
the statistical weights of the O2

- ion, the O2 
molecule and the electron, respectively, kq

j is the 
rate constant for quenching of the j-th state of the 
ion with energy εj, Γj and Γ0

j are, respectively, the 
total and partial (relative to decay into the initial 
state e + O2(v = 0)) width of the j-th state of the O2

- 
ion, and f(ε) is the electron energy distribution 
function normalized such that 
 

( ) 12/1

0
=∫

∞
εεε df . (5) 

 Equation (4) is easy to extended to 
describe three-body electron attachment to the O2(v 
> 0) molecule (reaction (1)). In this case, we have 
[7] 
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 (6) 
 
where ka

j(v) is the rate constant of the electron 
capture by the O2(v) molecule into the temporary 
negative-ion state O2

-(j) with the lifetime τj, εv is the 
energy of the O2(v) molecule with respect to O2(0), 
and Γv

j is the partial width of the j-th state of the O2
- 

ion relative to the decay into the e + O2(v) state. 
The summation is performed over all autoionization 
levels of the ion, lying above the v-th vibrational 
state of the initial molecule. 

Expression (6) could be used to calculate 
the rate coefficient for the process 
 
e + O2(v) + O2(w) → O2

- + O2  (7) 
 

In this case, kq
j must be replaced by kq

j(w), the rate 
constant for quenching of the j-th state of the ion by 
the O2(w) molecule. In a vibrationally excited gas 
this rate constant is expressed as 
 

( ) ∑∑
≤ ′

′=
3

,
i w

wwji
j

q kwk ,   (8) 

 
where kji,ww’ is the rate constant of the reaction 
 
O2

-(j) + O2(w) → O2
-(i) + O2(w’) + ΔEji,ww’.    (9) 

 
Here, w and w’ are the vibrational quantum 
numbers of O2, respectively, before and after the 
collision with the O2

- ion and ΔEij,ww’ is the energy 
released in reaction (9). At present values of kq

j(w) 

cannot be determined semi-empirically for w > 0 
and, in this work, they are calculated. 

  Three-body electron attachment to O2 is 
described by reactions (2) and (3). It is reasonable 
to expect that the reverse process, electron 
detachment from O2

-  
 

O2
- + M → e + O2 + M,                                  (10) 

 
proceeds in a similar way. In this case, a stable O2

- 
ion is excited into a vibrationally excited temporary 
negative-ion state (O2

-)* in a collision with M 
 
O2

- + M → (O2
-)*

 + M.                                   (11) 
 
Then, the excited ion autoionizes into a free 
electron and a neutral molecule   
 
(O2

-)* →  e + O2.                                            (12) 
 

For simplicity let us consider electron 
attachment and detachment in pure oxygen; that is, 
M = O2. The rate of reaction (10) can be calculated 
in a vibrationally excited gas if the rate constants of 
reaction (9) are available. At not-too-high gas 
pressures the rate of reaction (12) is much higher 
than the rate of reaction (3), τjNMkq

j << 1 (NM is the 
gas number density of particles M), and the rate 
constant for electron detachment (reaction (10)) is 
expressed as  
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≤ > ′

′=
3 3

,
i j w

w
w

iwwijd kk δδ , (13) 

 
where δi and δw are the fractions of the stable O2

-(i) 
ions and O2(w) molecules, respectively. Here, the 
right-hand side of equation (13) is averaged over 
initial states of the system and summed over all 
final states leading to electron detachment. Thus, 
rate constants for the exchange of energy between 
vibrational and translational (VT) modes and 
between different vibrational (VV’) modes in 
collisions between O2

- and O2 (reaction (9)) are 
required to calculate the rates of electron 
attachment and detachment in vibrationally excited 
oxygen.  

In this work, we used the statistical theory 
to calculate quantitatively the rate constants for 
reaction (9) and, based on these calculations, to 
determine the rates of electron attachment and 
detachment in vibrationally excited oxygen. The 
statistical (or phase space) approach has been 
widely used for chemical kinetics of neutral gases 
and for ion-molecule reactions (see [12, 13] and 
references cited therein). Based on the statistical 
theory, vibrational relaxation of molecular ions was 
considered in [14] (see also [15] and references 
cited therein). 

The statistical treatment assumes strong 
coupling collisions between reactants with the 
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formation of an intermediate complex that 
decomposes according to the relative phase space 
available to each product state, while total energy 
and angular momentum are conserved. The 
statistical approach is based on a hypothesis and the 
results must be subjected to comparison with 
experiment to test the validity of the hypothesis. 
When verified, this approach may provide a simple 
method to obtain reasonable answers, particularly 
for complex systems in which other methods are 
difficult or impossible to apply. In addition, the 
statistical treatment is complementary to much 
more sophisticated approaches, like quantum 
scattering theory and classical dynamical 
calculations [12]. 

In this work, according to the common 
statistical treatment of ion-molecule collisions, the 
rate constant of reaction (9) was expressed at 
ΔEji,ww’ > 0 as  

 
  kji,ww’ = kLPji,ww’ ,                (14) 
 
where kL is the Langevin collision rate coefficient, 
Pji,ww’ is the probability that the intermediate 
complex formed in a collision between O2

-(j) and 
O2(w) decomposes into O2

-(i) and O2(w’). The 
probability Pji,ww’ is [14, 15] 
 

( )
( )∑∑

′
′

′
′

−−

−−
=

i w
wi

wi
wwji E

E
P 2/5

2/5

,
εε

εε   ,      (15) 

 
where E = εT +2εR + εj + εw is the total energy of the 
colliding particles, εT = 3kBT/2 is their average 
translational energy in the center-of-mass frame, εR 
= kBT is the average rotational energy of each 
molecule, εj and εw are, respectively, the initial 
vibrational energies of the ion and molecule and εi 
and εw’ are their vibrational energies after the 
collision. The values of the vibrational energies 
were calculated accounting for vibrational 
anharmonicity with the spectroscopic constants 
taken from [16]. Equation (15) is valid only for 
exothermic processes with ΔEji,ww’ > 0. To satisfy 
detailed balancing, the probability for any 
endothermic reverse process was calculated using 
the probability of the corresponding direct process 
with the equation 
 
Pij,w’w = Pji,ww’exp(-ΔEji,ww’/kBT)  .  (16) 
 

Equation (15) follows from the simplest 
version of the statistical treatment when ignoring 
the conservation of total angular momentum. In the 
zero approximation, this seems to be reasonable for 
vibrational relaxation of molecular ions. Indeed, it 
was shown in [14] (see also [15]) that, in this case, 
taking into account the conservation of total angular 
momentum is much more computational time-
consuming, whereas this leads only to an 1-3 % 

change in the calculated results. In addition, our 
calculation with regard to the conservation of total 
angular momentum for reaction (9) substantiated 
this statement. 

When calculating attachment and 
detachment rates, by analogy with our previous 
works [7, 11], the values of εj, Γj and  Γv

j were taken 
from [17]. We neglected the spin-orbit splitting of 
the vibrational levels of the O2

-(2Πg) ions; this 
splitting is around 0.02 eV [16] and is close to the 
uncertainty in the location of the levels. 

 
3. Validation of theoretical approach 
 

To validate the statistical approach used, 
we calculated attachment and detachment rate 
constants under conditions under which 
measurements are available. For validation of the 
statistical distribution between various channels of 
the reactions, it was important to make comparison 
between calculation and experiment in the case 
when several vibrational states of temporary or 
stable O2

- ions simultaneously play a part in these 
processes. 

Attachment rates have been reliably 
measured in drift-tube experiments [18] in which 
electrons are heated in an external electric field and, 
when captured by O2 molecules, form temporary 
O2

- ions in different vibrational states. Using 
equation (4), we calculated the attachment rate 
constant in unexcited oxygen under the conditions 
of the drift-tube experiments [19, 20] and compared 
the results with these measurements. The electron 
energy distribution function was calculated for 
various values of the reduced electric field E/N, N is 
the gas number density, using a numerical solution 
of the electron Boltzmann equation in the classical 
two-term approximation [18]. Here, we used the 
standard BOLSIG+ software [21] and electron cross 
sections given therein. Figure 1 compares the 
calculated results and measurements [19, 20] as a 
function of the characteristic electron energy 
3D/2μ, where D is the transverse electron diffusion 
coefficient and μ is the electron mobility. The ratio 
3D/2μ is equal to the average electron energy when 
the electron energy distribution is a Maxwellian 
one. The values of D/μ were also calculated for 
various ratios E/N using the BOLSIG+ software.  

There is good agreement between the 
calculated attachment rate constant and 
measurements. Figure 1 also shows the calculated 
rate constant for electron attachment proceeding 
only via the first temporary O2

- state (the first term 
in the sum on the right-hand side of equation (4)). 
Comparison of this constant with the total 
attachment constant testifies that electron 
attachment proceeds via the first temporary O2

- 
state only at low values of D/μ and that the 
contribution of higher temporary states to electron 
attachment increases with D/μ. The statistical 
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approach used agrees well with the experiments for 
all values of D/μ under consideration and, 
consequently, describes properly not only the 
quenching rate constants for temporary O2

- states, 
kq

i, but the ratios between them as well. 
 

 
 
Figure 1. The rate coefficient of three-body electron 
attachment in oxygen at T = 300 K as a function of the 
characteristic electron energy, 3D/2μ. Points correspond 
to the measurements [20] for 2.8 kPa, curve 1 
corresponds to the measurements [19]. Curves 2 and 3 
give, respectively, our calculations when considering all 
temporary states of O2

- and only the first one. 
 
 

 
 
Figure 2. The detachment rate constant for O2

- ions in 
oxygen as a function of the gas temperature. Points 
correspond to the measurements [22] and solid curve 
corresponds to our calculations. 

 
 

Detachment rate constant for stable thermal 
O2

- ions (reaction (10)) colliding with O2 has been 
measured only in the gas temperature range 375 < T 
< 600 K [22]. Based on the statistical approach, we 
calculated this rate constant using expressions (13) 
- (15). Figure 2 compares the calculated results with 
the rate constant measured in [22].  Here, it was 
assumed that the vibrational distributions of stable 
O2

- ions and O2 molecules were in equilibrium at 

the gas temperature T. There is good agreement 
between the calculated and measured detachment 
rate constants. 

   
4. Electron attachment in vibrationally excited 
oxygen 
 

Based on statistical approach, attachment 
and detachment rates can be calculated under 
conditions when vibrational temperatures of O2 and 
O2

- differ from gas temperature and even when 
vibrational distributions are non-equilibrium. We 
used the statistical theory to calculate the values of 
kq

j for M = O2(v) with v > 0 and to determine the 
three-body attachment rate for vibrationally excited 
third particles. The constants kq

j were determined 
from equations (8), (14) and (15). Vibrational 
distribution for O2 was assumed to be an 
equilibrium one with a temperature Tv, whereas the 
gas temperature was T = 300 K. Using the 
calculated quenching rate constants kq

j, from (6) we 
determined the rate constants ka(v) for reaction (1) 
with M = O2. It was assumed that electrons are 
heated in oxygen by an external electric field and 
the electron energy distribution and characteristic 
energy were calculated by the BOLSIG+ software. 

 

 
 

Figure 3. The rate constant of three-body electron 
attachment to O2(v), ka(v), at T = 300 K as a function of 
the characteristic electron energy, 3D/2μ. The solid 
curves correspond to M = O2 at Tv = 300 K and dash 
curves correspond to M = O2 at Tv = 2500 K. 

 
 

Figure 3 shows the calculated values of 
ka(v) at T = 300 K as a function of the characteristic 
electron energy. These constants were averaged 
over vibrational states of M = O2 with various 
vibrational temperatures Tv. The calculations show 
that the attachment rates are almost independent of 
the vibrational temperature of the third body, M = 
O2; an increase in Tv from 300 to 2500 K led only to 
a ~ 4 % decrease in the attachment rates. The effect 
of vibrational excitation on three-body electron 
attachment is mainly associated with excitation of a 
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molecule capturing an electron in reaction (2) and 
causes an orders of magnitude decrease in ka(v) 
with increasing v. This effect is more profound for 
low characteristic electron energies when the 
process proceeds only via the lowest temporary 
state. The trends observed are due to that the rate 
constant of the electron capture by O2(v) into the 
temporary negative-ion state O2

-(j), ka
j(v), is 

directly proportional to the partial width Γv
j and 

consequently to the Franck-Condon factor Gjv [17]. 
The number growth causes Gjv for the transition O2

-

(j) - O2(v) with j ≥ 4 to exponentially decrease and 
the attachment rate to O2(v) is much smaller at 
higher number v.  
 
5. Electron detachment in vibrationally excited 
oxygen 
 

We consider electron detachment 
proceeding via temporary O2

- ions (reactions (11) 
and (12)). Consistent description of electron 
detachment in vibrationally excited oxygen must be 
based on the balance equations for electrons and 
master equations for temporary and stable O2

- ions 
in various vibrational states. The equation for 
electrons is written as 

 

∑ ∑
> >

+−=
3 3j j j

jj
ae

e n
kNn

dt
dn

τ
  ,                       (17) 

 
where ne is the electron density, N is the gas 
number density for O2 molecules,  
 

∑=
v

v
j

a
j

a vkk δ)(                                              (18) 

 
is the average rate constant of electron capture by 
the O2 molecule into the temporary negative-ion 
state O2

-(j) with the lifetime τj and density nj. The 
constant ka

j is averaged over vibrational O2(v) states 
with the fractions δv. 

The master equations for temporary O2
-(j) 

ions are 
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where j >3 and  
 

∑∑=
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The master equations for stable O2

-(i) ions with i ≤ 
3 are 
 

∑ ∑
≠ ≠

+−=
ij ij

jjiiji
i nkNkNn

dt
dn .                   (21) 

 

Let us consider electron detachment from 
O2

- ions in vibrationally excited oxygen. To 
separate this process from electron attachment, we 
assume that the density of free electrons can be 
neglected, ne ≈ 0. Then, we have 

 

nd
e Nnk

dt
dn

= ,    (22) 

 
where ∑

≤

=
3i

in nn is the total density of stable 

negative ions. Here, the detachment rate constant kd 
is approximately written as 
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where  
 

∑
≤

=
3i

ji
j

q kk is the rate constant for quenching of 

the temporary O2
-(j) state. 

We determined the detachment rate 
coefficient based on a numerical solution of 
equation (17) and (19) or from (23). The results 
obtained were the same. Figure 4 shows the 
calculated detachment rate constant, kd, as a 
function of the vibrational temperature of O2, Tv, for 
T = 300 K and for sufficiently low gas densities to 
satisfy the condition Nτjkq

j << 1 when the second 
term in the denominator on the right-hand side of 
(23) is negligible. For comparison the curve 
corresponding to the calculation at T = Tv is also 
presented in figure 4. 

 

 
 
Figure 4. The detachment rate constant as a function of 
vibrational temperature of O2 for T = 300 K and for T = 
Tv. 

 
 
It follows from the calculations that the 

detachment rate at T = 300 K increases by six 
orders of magnitude as Tv rises from 300 to 2500 K. 
This agrees with the suggestion made in [2-4] to 
explain these observations. The value of kd at T = 
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300 K and Tv = 2500 K is lower than that at T = Tv 
= 2500 K by a factor of ~ 26. At T < Tv the 
contribution of detachment from excited ions to the 
total detachment rate is less important as compared 
to the contribution at T = Tv because of a lower 
vibrational population of stable O2

- ions in the first 
case. 
 
6. Plasma production and decay in vibrationally 
excited oxygen-containing mixtures 
 

In the previous Sections, we considered 
electron attachment and detachment in pure 
oxygen. To extend these results to O2-containing 
mixtures, it is necessary to consider reactions (1) 
and (10) when M is not O2. When taking these 
reactions into account, our results could be applied 
in many practically important cases. For instance, 
the rate of reaction (1) for M = N2 is orders of 
magnitude lower than that for M = O2 [9, 10] and 
the same is expected for the reverse reaction. In this 
case, we can neglect the processes with M = N2 and 
directly extend the results obtained assuming that N 
and gas pressure are, respectively, the gas number 
density and partial pressure of oxygen in air or 
other N2:O2 mixtures. The results considered could 
be used also under the conditions of the 
experiments [2-4] in which N2:O2 mixtures with a 
small addition of CO were considered. The effect of 
CO on electron attachment and detachment is 
expected to be negligible because of small density 
of these molecules and because these processes 
with M = CO seems to be similar to the processes 
with M = N2. 

In experiments [2-4], time-resolved 
measurements have been performed of the electron 
density in electron-beam-generated, CO laser 
excited nonequilibrium plasma. Experiments were 
carried out in air and some other N2:O2 mixtures at 
40 kPa [4] and 100 kPa [2, 3]. It was shown that 
vibrational excitation of all molecules to vibrational 
temperatures of order 2000 K with only a small 
increase in heavy-species rotational/translational 
temperature leads to an increase in the plasma 
lifetime by around two orders of magnitude. Based 
on the analysis of measurement results and kinetic 
modeling, the authors concluded that the increase in 
plasma lifetime is due to an increase in the 
detachment rate by at least four to five orders of 
magnitude (compared to equilibrium detachment in 
a cold gas). As a result, under such conditions, 
electron attachment to O2 was completely mitigated 
by electron detachment and the plasma decay was 
controlled by electron-ion and ion-ion 
recombination. 

We simulated the formation and decay of 
electron-beam-generated plasma in vibrationally 
excited N2:O2 mixtures under the conditions 
corresponding to the experiments [2-4]. For this 

purpose, we solved numerically the coupled rate 
equations for electron and negative ion densities 

 

nOdeOapeei
e nNknNknnS

dt
dn

22

2 +−−= β           (24) 

 

NnnnNknNk
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n β−−=
22

2   ,       (25) 

 
using the quasineutrality condition 
 
np = ne + nn .                                                   (26) 
 
Here, S is the ionization rate by high-energy 
electron impact, np is the density of positive ions, 
βei and βii are, respectively, electron-ion and three-
body ion-ion rate constants and 

2ON and N are, 
respectively, the oxygen and total gas number 
densities. Numerous calculations showed that the 
dominant positive ion species in dry air plasma at 
high (around 100 kPa) pressures is O4

+, whereas 
other ions are fast (at times much shorter than 
plasma lifetimes) transformed into O4

+ due to 
charge transfer and ion-molecule reactions (see, for 
instance, [23, 24]). In the absence of heating 
electric fields, dissociative electron attachment to 
form O- ions is unimportant and it is expected that 
negative ion composition in N2:O2 mixtures is 
dominated by O2

-. Therefore, we considered only 
O4

+ and O2
- ions and took the values of βei and βii 

for these ions from [25]. The values of S, gas 
temperature, T, vibrational temperature of O2, Tv, 
and electron temperature, Te, were taken by analogy 
with [2-4]. In [4], the value of Te was not given and 
here we assumed Te = Tv, due to electron heating in 
superelastic collisions with vibrationally excited 
molecules. The rate constants ka and kd were taken 
from [25] for unexcited mixtures and were 
calculated by analogy with previous Sections of this 
work for vibrationally excited mixtures. 

Figure 5 shows the calculated evolution in 
time of the electron density at 40 kPa under the 
conditions typical to the experiment [4] and at 100 
kPa under the conditions typical to the experiment 
[2, 3]. For comparison, the results calculated in 
unexcited gases are also given. Our calculations 
show that vibrational excitation of molecules leads 
to an increase by more than an order of magnitude 
(i) in quasi-steady electron density in the electron-
beam-generated plasma and (ii) in the plasma 
lifetime. 
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                               (a) 

 
                              (b) 
 

Figure 5. The evolution in time of the electron density in 
electron-beam-generated plasma. (a) N2:O2 = 9:1, p = 
40 kPa, a 40 μs electron beam pulse duration, (solid 
curve) Tv = Te = 2500 K and T = 350 K and (dash curve) 
Tv = Te = T = 300 K; (b) N2:O2 = 4:1, p = 100 kPa, a 20 
μs electron beam pulse duration, (solid curve) Tv = 2500 
K Te = 5000 K and T = 560 K and (dash curve) Tv = Te = 
T = 300 K. 

 
 

Figure 6 shows the calculated 1/ne against 
the time plot during the plasma decay in the excited 
mixtures. Good linear behavior of such plots means 
that the plasma decays as if the loss of electrons 
were dominated by electron-ion recombination. The 
calculations show that, under the conditions 
considered, the effective electron-ion 
recombination coefficient is  

 
βeff = βei + βiiνa/νd ,                                          (27) 
 
where νa = ka

2ON 2 and νd = kd
2ON  are the 

frequencies of electron attachment and detachment, 
respectively. Equation (27) was derived in [26] (see 
also [6]) under the assumptions that νa, νd >> βeinp, 
βiinp, which are satisfied under the conditions 

studied. Figure 6 also shows the plots calculated 
when neglecting electron attachment and 
detachment processes and consequently βeff = βei. 
Comparison of the plots in this figure shows that 
the contribution of the last term on the right-hand 
side of (27) is only about 20 %; that is, electron 
attachment is almost totally balanced by 
detachment and the plasma decay is mainly 
governed by electron-ion recombination, in 
agreement with the conclusions made in [2-4].  

 

 
 
Figure 6. The calculated 1/ne against the time plot during 
the plasma decay in the excited mixtures. The solid 
curves correspond to the same conditions as those for the 
solid curves in Figure 5 (a) and (b) and dash curves 
correspond to the calculations for the same parameters 
when neglecting electron attachment and detachment 
processes. 
 

 
Table 1.  The time τ1/2 it takes to reduce initial electron 
density by half. 
 

Gas 
mixture 

P, 
kPa 

Calc. 
for 

Tv=T=Te 
= 300 K 

Calc. for 
Tv=2500 K, 
T<Tv, Te≥Tv 

Meas.   

N2:O2=9:1 40  0.4 μs 20 μs 6 μs [4]     
N2:O2=4:1 100  0.04 μs 2 μs 5 μs [2, 3]    

 
 
Table 1 presents the time τ1/2 it takes to 

reduce initial electron density by half after the 
electron beam is turned off; this time was 
determined from the calculated plots in figure 5 and 
from the experimental curves presented in [2-4]. 
The calculated results and measurements agree 
qualitatively. Quantitative disagreement between 
calculations and measurements seems to be 
primarily induced by an experimental error, which 
could be sufficiently large because of a strong 
nonuniformity of the excited region in the plasma. 
In particular, to reach good agreement between the 
measurements and numerical modeling under the 
assumption of a uniform plasma region, the authors 
of [4] had to use βei = 1.1×10-5 cm3s-1, the value 
which is much higher than the typical 
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recombination rate constants for O4
+ and similar 

ions [25, 27]. It was mentioned in [4] that the 
measured too high rate of plasma decay could be 
explained by electron attachment in regions located 
at some distance from the CO laser centerline in 
which Tv is moderate and attachment is not totally 
mitigated by detachment. In addition, there is a 
calculation error of the calculations associated with 
uncertainty in the values of βei and βii; for instance, 
βei given in [25] differs by a factor of three from 
that given in [27]. Finally, the effect of vibrational 
excitation on βei (for O4

+) and on βii has not been 
studied and deserves a special consideration. 

 
7. Conclusions 
 

Based on the statistical approach, the rates 
of vibrational relaxation of O2

- in collisions with O2 
were determined. These rates were used to obtain 
the rates of three-body electron attachment and 
detachment from O2

- ions in oxygen under the 
assumption that these processes proceed via 
vibrationally excited temporary O2

- ions. This 
approach was validated by comparison of the 
calculated results with measured attachment rates 
for nonthermal electrons in heating electric fields 
and with measured detachment rates in oxygen 
heated to 600 K. 

Solving numerically the master equations for 
temporary and stable O2

- ions, attachment and 
detachment rates were calculated in vibrationally 
excited oxygen when vibrational temperature of O2 
is higher than the translational temperature. The 
rates of three-body electron attachment to excited 
O2 molecules were orders of magnitude lower than 
the rate of attachment to unexcited molecules. It 
was shown that the detachment rate increases by six 
orders of magnitude as the vibrational temperature 
of O2 rises from 300 to 2500 K at room 
translational temperature. 

Using the calculated attachment and 
detachment rates, the formation and decay of an 
electron-beam-generated plasma in N2:O2 mixtures 
was numerically simulated at elevated vibrational 
temperatures. It was shown that vibrational 
excitation of molecules leads to orders of 
magnitude increase in the plasma density and in the 
plasma lifetime, in agreement with available 
observations. 
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Abstract. The kinetic model of the destruction of toluene in non-thermal nitrogen plasma is formulated in the report. 
Reactions of C7H8 with nitrogen molecules in the N2 (A) and N2 (a’) states play a major role in the mechanism of toluene 
removal. Conversion channels of toluene and their relative probabilities have chosen based on analysis of the heat of reaction, 
the law of conservation of spin, as well as experimental data on the composition of by-products. Results of numerical 
simulation of the destruction of toluene in nitrogen plasma produced by dielectric barrier discharge are also presented.  

Numerical calculations were performed for the experimental conditions: gas pressure and temperature were equal to 
P = 1 atm and T = 300 - 600 K, respectively, specific energy input into the gas varies between Q = 0 - 400 J/ liter, initial 
toluene concentration values: 100 and 400 ppm. Calculated concentrations of toluene and several by-products (C2H2, CH4, 
HCN) at the output of gas-discharge reactor, as a function of energy deposited in the gas are presented in the work. The 
results of numerical simulation were compared with experimental data. This comparison shows good agreement between the 
calculated and experimental data. 
 
 
Introduction 
 

Toluene (C7H8) is one of the most widely used 
organic solvents in modern industry. Toluene 
vapours are also present in considerable 
concentration in the exhaust gases of internal 
combustion engines. The problem of waste gas 
cleaning from C7H8 (and other volatile organic 
solvents) is very relevant and there are few, if any, 
economically viable solutions. Researchers in many 
developed countries (USA, France, Japan, etc.) are 
seeking new efficient methods for cleaning 
contaminated gas streams. The development of 
electrical methods of gas treatment, based on the 
creation of high concentration of chemically active 
and environmentally friendly particles by a non-
thermal plasma in the contaminated gas without 
appreciable heating of the treated gas stream is one 
of the promising directions. Produced reactive 
particles react with the pollutant molecules and 
decompose the harmful pollutants.The set of the 
basic reactions that determines the chemical 
kinetics in the activated gas flow is determinated by 
the composition of the processed gas and the type 
of electrical discharge used to generate non-thermal 
plasma.  Recently, some experimental studies on 
the destruction of low concentration toluene (at the 
level of 100-400 ppm) in a non-thermal nitrogen 
plasma at atmospheric pressure generated by a 
dielectric barrier discharge appeared in the 
literature [1-3]. The results of these studies clearly 
demonstrate the high reactivity of nitrogen plasma 
[2] and air plasma [3] with respect to toluene. 
Meanwhile, in the well-known works on toluene 
removal from exhaust gases [4], where nitrogen is 
the dominating component, the reactivity of the 
exited nitrogen is not taken into account. To a large 

extent, this situation is due to the fact that the 
toluene reactions with exited nitrogen were not 
represented in the literature until recently. In such a 
situation carrying out of experiments on toluene 
removal under simplified (as much as possible) 
experimental conditions where the number of active 
components is insignificant and is supposed 
unequivocal interpretation of the results obtained, is 
rather valuable as allows to identify most reliably 
channels of pollutant conversion and to choose 
speed constants of the basic reactions. To make 
similar conclusions for the real polluted gas (for 
example, air) is much more difficult and less 
reliable. Obviously, the determination of the 
mechanism of toluene conversion in nitrogen 
plasma is not only scientific interest but also has 
considerable practical interest owing to choosing 
the treatment conditions under which the generation 
of excited nitrogen components is most effective. 

 
Model description 
 
Kinetic model of conversion of toluene in non-

thermal nitrogen plasma is formulated and the 
results of numerical simulation of the toluene 
destruction in nitrogen plasma of dielectric barrier 
discharge are presented in the report. Numerical 
calculations have been performed for the 
experimental conditions of [2], the gas pressure was 
equal to P = 1 bar, gas temperature varied in the 
range of T = 300 - 600 K. Unfortunately, data on 
nitrogen purity used in experiment are not 
represented in [2]. We accept that it does not 
contain impurity. A repetition frequency of unipolar 
voltage pulses in [2] ranged f = 0-200 Hz, discharge 
pulse current duration at half amplitude level was 
equal to 50 ns. Specific energy input into the gas 
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was varied by changing the pulse repetition 
frequency of current pulses at a fixed volume gas 
flow and was ranged within the Q = 0 - 400 J / liter. 
It was accepted as initial approach in numerical 
modeling unlike experiment that all energy was 
entered into gas for one pulse. Obviously, that such 
approach leads to increase in initial concentration 
of the excited nitrogen components produced in the 
discharge in comparison with [2] where energy was 
entered into the gas by small portions. High 
concentration of excited nitrogen components can 
lead to their mutual destruction, for example, 
N2(A3Σu

+) molecules due to the Pooling reaction 
and, accordingly, to the useless partial loss of 
energy reserved at electronic levels. It is supposed 
in future to complicate numerical model by taking 
into account the repeated pulse energy input. The 
experiments [2] were carried out for two values of 
initial concentration of toluene: 100 and 400 ppm. 
Concentrations of toluene and several by-products 
(C2H2, CH4, and HCN) at the output of gas-
discharge reactor, depending on the specific energy 
input in the gas are presented in the paper. 

Since the gas discharge in molecular gases at 
atmospheric pressure is often a sharply non-uniform 
in space and time dependent plasma process, the 
correct self-consistent description of plasma-
chemical reactor should be based on nonstationary 
three-dimensional model of gas discharge and 
plasma chemical processes. It is a difficult task and 
exact description is not possible currently for 
several reasons. Therfore various simplifying 
assumptions in numerical modeling are made. One 
of these assumptions concerns the effective reduced 
electric field in the discharge E / N (where E-
electric field, N- total density of neutral particles), 
which corresponds to the main production of 
chemically active species. Really there are various 
regions with different value of E / N in streamer-
type discharges (pulsed corona, dielectric barrier 
discharge). The reduced electric field in the 
streamer head, E / N, is equal to 500-1000 Td (1 Td 
= 10-17 V cm2), in accordance with [5], E / N ~ 20 
Td in the plasma channel of the primary streamer 
[6], E / N = 70 -100 Td in the secondary streamer 
channel [6]. It is assumed in [7] for plasmachemical 
processes modeling (based on the results of two-

dimension numerical simulation of the streamer 
propagation) that generation of all excited particles, 
atoms and radicals occurs in the streamer head at E 
/ N = 900 Td. The fraction of the input electrical 
energy, which is released in the streamer head and 
spent for the generation of chemically active 
species, is a fitting parameter in such model. 
However, the results of resent experimental works 
[6,8,9] indicate that the basic production of excited 
particles, atoms and radicals in pulsed corona and 
dielectric barrier discharge does not occur in the 
streamer head, but in the channel of the secondary 
streamer, where the most part of  energy input 
occurs at a value of reduced electric field E / N = 70 
-100 Td. Taken into account these results, the 
kinetic Boltzmann equation for a function of 
electron energy distribution at a value of reduced 
electric field E / N = 50 -500 Td was numerically 
solved in this study to determine the rates of 
various processes occurring in the discharge by 
collisions with electrons, resulting in an producing 
of excited particles. The calculated densities of 
chemically active components produced by the 
discharge were specified as initial parameters for 
the system of differential equations of non-
equilibrium chemical kinetics.  Under the 
simulation of plasma chemical processes. it was 
assumed that these processes do not affect the 
properties of the discharge. The validity of this 
approach depends on the chemical nature and 
concentration of pollutants, the rate of non-
equilibrium chemical reactions in the plasma, the 
pulse repetition frequency, the concentration of by-
products, etc. A good reason for this approach in 
this paper is the weak dependence of the discharge 
parameters (amplitude and duration of the current 
pulse, energy input into the discharge, etc.) on the 
initial concentration of toluene and pulse repetition 
rate, observed in the experiment [2]. Reactions of 
the excited nitrogen component production in the 
discharge are presented in table 1. 

Electron cross sections with nitrogen molecules 
were taken from [10]. Dissociation sections of 
nitrogen molecules with excited nitrogen atoms 
(N2D) formation were taken from [11]. 

Processes with the participation of toluene 
given in [2] are the basis of the kinetic model. The 

Table 1 
 

№ Reaction Energy threshold, eV Source 

1 N2+e  N2(A3Σu
+)+e 6,17 [10] 

2 N2+e  N2(a’1Σu
-)+e 8,40 [10] 

3 N2+e N2(Esum)+e 7,35 [10] 

4 N2+e  N(4S)+N(4S)+e 9,76 [10] 

5 N2+e  N(4S)+N(2D)+e 12,14 [11] 
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table 2 provides a complete list of reactions with 
the corresponding rate constants, which are 
included in a plasma model for the transformation 
of toluene in nitrogen plasma. It is necessary to pay 
attention first of all on the reaction (1-4) of 
metastable electronically excited nitrogen 
molecules N2(A3Σu

+) and N2(a’1Σu
-) with toluene, 

from which toluene conversion process starts, and 
which are the major contributors to toluene 
removal. It should be noted that only the reaction 
N2(A3Σu

+) with other aromatic hydrocarbon 
benzene C6H6  is known at present [15,16]: 
 

N2(A3Σu
+) + C6H5CH3  products, 

 
with constants equal to 1,6*10-10 cm3s-1 [15], 
3,2*10-10 cm3s-1[16]. 

We are not aware of direct experimental 
evidence of the reactions (1-4). The inclusion of 

reactions (1-4) in the destruction mechanism of 
toluene is based on the known experimental fact 
[15] that the rate of quenching reactions of N2 
(A3Σu

+) by a number of an hydrocarbons increases 
with their complexity. The presence of by-products 
methane CH4 and hydrogen cyanide HCN of 
toluene decomposition strong evidences in favor of 
reactions (1-3), in which there is production of H 
atoms and methyl group CH3. The relative 
probability of reactions (1-3) can be estimated on 
the basis of exothermic effect of reactions. It seems 
that the reaction (2) is the most probable, because 
2.3 eV release. Reactions of (1,3) have 
approximately the same probability, because they 
release 1.7 eV and 1.3 eV, respectively. However, 
the difference between the rate constants of 
reactions (1,3) and reaction (2) should not be 
significant, since all these reactions are highly 
exothermic. Rate constants of reactions (1-3) are 

Table 2 

№ Reaction k(T=298 K), cм3/c A, cm3/sa) n Ea, 
kcal/mol 

Ref. 

1 N2(A)+C6H5CH3  C6H5+CH3+N2 6·10-11 6,0e-11 0 0 Estimation 

2 N2(A)+C6H5CH3  C6H5CH2+H+N2 6·10-11 6,0e-11 0 0 Estimation 

3 N2(A)+C6H5CH3  C6H4CH3+H+N2 6·10-11 6,0e-11 0 0 Estimation 

4 N2(a’)+C6H5CH3  C5H6+C2H2+N2 6·10-11 6,0e-11 0 0 Estimation 

5 N(D)+C6H5CH3  C6H5CH2+NH 3·10-11 3,0e-11 0 0 [12] 

6 H+C6H5CH3  C6H6+CH3 1.4·10-14 1,4e-13 2 6,87 [13] 

7 N2(A)+N2(A)  N2(B,C)+N2 4.5·10-10 4,5e-10 0 0 [13] 

8 N2(B)+N2  N2(A)+N2 3·10-11 3,0e-11 0 0 [14] 

9 N+CH3  HCN+H2 2.9·10-11 3,9e-11 0 0,84 [2] 

10 N+CH4  HCN+H2+N 1·10-14 1,0e-14 0 0 [13] 

11 N+C2H2  HCN+CH 5.4·10-15 5,4e-15 0 0 [13] 

12 C6H5+H2  C6H6+H 4.2·10-21 9,7e-14 2,4 50 [13] 

13 N+CH  CN+H 2.1·10-11 2,1e-11 0 0 [2] 

14 N2(A)+HCN  products 6·10-12 6,0e-12 0 0 [13] 

15 H+HCN+N2  H2CN+N2 3.2·10-40 7,7e-31 0 63,68 [13] 

16 H+CH3+N2  CH4+N2 2·10-26 2,48e-26 -1,2 0,6 [2] 

17 CH+CH  C2H2 2·10-10 2,0e-10 0 0 [2] 

18 N+N+N2  N2+ N2 1·10-33 1,0e-33 0 0 [13] 

19 C6H5  C2H2+C4H3 3.6·1015 3,3e+33 -17 1,13 [13] 

20 C6H5+H  C6H6 1.6·10-10 1,63e-10 0,2 0 [13] 

21 H+H+N2  H2+N2 6·10-33 6,0e-33 -1 0 [13] 

22 CN+H  HCN 1.7·10-10 1,73e-10 0 0 [13] 

23 C6H6+N2(A)  products 1.6·10-10 1,6e-10 0 0 [13] 

24 N(2D)+N2  N+N2 1.7·10-14 1,7e-14 0 0 [12] 

 
a) For the rate constant calculation we used such conventional formula: 

298

an E
RTTk A e

−⎛ ⎞= ⎜ ⎟
⎝ ⎠

. 
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assumed to be equal to each other in our 
calculations. Generation of noticeable amount of 
acetylene C2H2 at the exit of plasma-chemical 
reactor indicates that the reactions of C7H8 
conversion occur with the the toluene ring cleavage. 
In [2] the following reaction is proposed as such a 
reaction: 
 

N2(A3Σu
+)+C6H5CH3  C5H6+C2H2+N2. 

 
However, the electronic energy supply of the 
molecule N2(A3Σu

+) is sufficient to overcome the 
reaction energy barrier, analysis of this reaction 
initial and final products is indicative of its low 
probability due to non-conservation of spin. In this 
paper, reaction (4) as a cleavage toluene ring 
reaction is proposed, in which nitrogen molecules 
in the metastable triplet state of N2 (A3Σu

+) are 
replaced by a molecules in the metastable singlet 
state N2 (a’1Σu

-), with a rate constant equal to the 
rate constant of reaction (1-3). The molecules N2 
(a’1Σu

-) production rate is approximately two times 
less than the molecules N2 (A3Σu

+) production rate 
at the reduced electric field E / N = 70 -100 Td. The 
absolute values of the rate constants of reactions (1-
4) were taken equal to 0, 25 kb, where kb  - rate 
constant of N2 (A3Σu

+) with benzene. We accept 
followed by [2] that kb = 2.4*10-10 cm3s-1 (the mean 
value of two known ones). 
 Reactions (5) and (6) contribution is significantly 
smaller than the contribution to the toluene removal 
in comparison with reactions (1-4): their 
contribution does not exceed 10% and 5% 
respectively. However, their inclusion in the 
mechanism of toluene conversion improves the 
agreement between the results of numerical 
simulation and experimental data. Pooling reactions 
(7) have a noticeable effect on the molecules N2 
(A3Σu

+) balance at small toluene concentrations 
only. Chemical Workbench code (CWB) [17], 
carrying out the solution of equations of chemical 
kinetics with the participation of electronically 
excited atoms and molecules were used for 
modeling. Stationary Boltzmann equation in two-
term approximation was solved [10] to calculate the 
electron energy distribution function. We used the 
cross sections of electron interactions with nitrogen 
molecules according to [10, 11]. 
 
Comparison of simulation results with 
experiment. 
 
 Calculation of the electron energy 
distribution function and concentration of 
chemically active particles produced in the 
discharge was carried out at reduced electric field 
E/N ranged in 50-1000 Td. The agreement between 
model and experimental results on toluene removal 
degree at E/N=900 Td (streamer’s head) was 
obtained provided that the specific deposited energy 

was equal to 12% of experimentally measured one. 
The best agreement between model and 
experimental results was reached at E/N=70-80 Td 
under the condition of the main excited particles in 
the secondary streamer production. 

Comparison of simulation results with 
experimental data [2] was performed both in share 
of toluene removal and on the composition and 
concentration of by-products depending on the 
specific energy input of the discharge. Fig. 1 shows 
the results of comparison of numerical calculations 
with experimental data [2] for the toluene removal 
as function of specific energy input for two values 
of initial toluene concentration. 

 

 
 
Fig.1. Dependence of the toluene concentration at the 
reactor outlet on the specific energy input. [C7H8]0 = 100 
ppm (squares) and 400 ppm (circles), T = 323 K. 
Markers show experiment [2], lines show modeling 
results. 

 
 

It is seen that the results of numerical 
simulations are in good agreement with 
experimental data. 

 
 
Fig. 2. Calculated time dynamics of toluene and excited 
nitrogen species.  The initial concentration of toluene 
[C7H8] 0 = 400 ppm, the gas temperature T = 323 K, the 
specific energy input -325 J / liter. 
1 – Toluene, 2 – N2(A3Σu

+), 3 – N2(a’1Σu
-), 4 – N2(Esum), 

5 – N(2D) 
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 In Fig.2 the calculated dependences of 
remaining toluene and active nitrogen species 
concentration versus time are shown. Figure 2 
shows the calculated curve of concentration of 
toluene, depending on the time. It is clear  that there 
are two distinct stages in the toluene destruction 
dynamics: fast (characteristic time ≈ 5 
microseconds) and slow (characteristic time ≈ 100 
ms). Major toluene removal occurs during fast 
stage, slow stage contributes a smaller role in the 
toluene destruction. 

Comparison of the dynamics of the toluene 
destruction with the behavior of the main active 
components of nitrogen (Figure 2) shows that all 
active components of molecular nitrogen are spent 
during the rapid removal stage (during 5 μs). 
 

The slow removal of toluene at times t > 5 
microseconds is due to nitrogen atoms produced by 
gas discharge (reactions (5, 6)). The increase of the 
N2(A3Σu

+) concentration (Fig. 2) immediately after 
the end of the discharge is due to the cascade 
processes from the upper electronic states of N2 
molecules (reaction (8)). It is seen from Fig. 2 that 
about 93% of produced molecules N2 (A3Σu

+) and 
N2 (a’1Σu

-) are spent on the destruction of the 
toluene molecules. Energy price ε of removal of 
one toluene molecule obtained in the numerical 
calculations is equal to ε ≈ 1150 eV / molec. This 
value is very close to the experimentally measured 
ε ≈ 1200 eV / molec [2]. 

In Fig. 3, the results of numerical simulation 
of some turned out by-products of toluene 
decomposition at the initial concentration of 
[C7H8]0 = 400 ppm are presented and compared 
with experimental data. This comparison shows 
good agreement between the calculated and 
experimental data [2].  

 

 
 
Fig. 3. Dependence of the by-product concentration at 
the reactor outlet on the specific energy input. [C7H8] 0 
= 400 ppm, T = 323 K. Markers show experiment, lines 
show the results of simulation: �, --- - HCN; Δ, - - C2H2; 
○ ,···- CH4 [2]. 

 

In Fig. 4 the kinetic curves of some by-
products of toluene conversion, which were 
detected in the experiment [2], are shown.  

 
 
Fig.4. Dynamics of the main by-products of toluene 
decomposition. The initial concentration of toluene 
[C7H8] 0 = 400 ppm, the gas temperature T = 323 K, the 
specific energy input -325 J / l. Lines: — C2H2, ----- 
C6H6, ···· CH4, -·-·- HCN.  

 
 
It should be noted on the rapid increase of 

acetylene C2H2 during the toluene decomposition. 
The dynamics of its increase is highly correlated 
with the stage of fast toluene destruction. This fact 
indicates that the proposed reaction (4), occurring 
with cleavage of the benzene ring and leading to the 
fast formation of C2H2 really takes place. Other 
reactions of acetylene formation (17-19) have a 
much lower rate of C2H2 production under 
experimental conditions [2]. Acetylene 
concentration increases proportionally to the 
specific energy input (Fig. 3) observed in the 
experiment. This fact indicates that produced C2H2 
is weakly destroyed by the discharge. Model 
dynamic behavior of C2H2 (Fig. 4) was generally 
consistent with this statement, but there is a small 
(about 10%) destruction of acetylene at large times 
owing to the reaction (11).  

Similar conclusions can be made with regard 
to methane. Quantitative comparison of model and 
experimental results shows that the destruction of 
CH4 at large times owing to the reaction (10) 
reaches 20% (Fig. 4). Such rate of methane 
decomposition leads to a decrease of about 12% of 
the calculated CH4 concentration compared with the 
concentration experimentally measured at high 
specific energy input (Fig. 3).  

In Fig.5 the temporal dynamics of HCN 
generation and destruction rates owing to reactions 
(9 -11, 14, 22) are shown. Numerical calculations 
demonstrated that the HCN destruction owing 
reaction (15) is not significant under the 
experimental conditions [2].  
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Fig. 5. Temporal dynamics of HCN generation and 
destruction rates owing to reactions (9 -11, 14, 22). The 
initial concentration of toluene [C7H8] 0 = 400 ppm, the 
gas temperature T = 323 K. 
1 – (9); 2 – (11); 3 – (10); 4 – (22); 5 – (14). 

 
 
It is seen that reaction (9) provides the 

highest rate of HCN production, however the high 
rate of hydrogen cyanide production, is partially 
compensated by a high rate of its destruction owing 
to the reaction (14). After the N2 (A3Σu

+) molecules 
have completely disappeared and the reaction of the 
HCN destruction (14) have terminated, the 
concentration of hydrogen cyanide began to 
monotonically increase over time (Fig. 4). Sharp 
increase in the HCN concentration occurs at large 
time (10-2-10-1 s). In Fig. 5 it is shown that all 
reactions (9-11, 22) make about equal contribution 
to the increase of the HCN concentration at this 
stage. 

In Fig. 4 the dynamics of benzene production 
under the toluene decomposition is also presented. 
The presence of this by-product at the output of 
plasma-chemical reactor is mentioned in many 
experimental studies on the toluene removal (see, 
for example [2]), but quantitative data are not 
known in the literature yet. 

 
Conclusion 

 
In this paper we developed a model of 

plasma-chemical conversion of toluene in non-
thermal nitrogen plasma. Reactions of C7H8 with 
nitrogen molecules in the N2(A3Σu

+) and N2(a’1Σu
-) 

states play a major role in the mechanism of toluene 
destruction. Conversion pathways of toluene and 
their relative probabilities have chosen based on 
analysis of the heat of reaction, the law of 
conservation of spin, as well as experimental data 
on the composition of by-products. Comparison of 
the results of numerical calculations performed in 
the framework of this model with experimental data 
[2] on the degree of toluene removal, the 
composition and concentration of by-products of 

toluene decomposition, versus the specific energy 
input was carried out. It is shown that simulation 
results are in good agreement with the experimental 
data. 
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1. Introduction 
 

The current investigation of the 
mechanisms of gaseous detonation initiation is 
related to the  problem of the pulsed detonation 
engine (PDE) concept realization. The combustion 
of a fuel–oxidizer mixture in a PDE is a 
decreasing–volume process that occurs at higher 
pressures and temperatures, as compared with the 
conventional constant–pressure combustion, and 
allows one to achieve a significantly higher 
thermodynamic efficiency. A detonation wave may 
be formed by a direct initiation or through a 
deflagration to detonation transition (DDT) 
process. For a direct detonation initiation, an 
ignition source of a considerable energy is required. 
A stoichiometric propane–air mixture may be 
ignited with a spark discharge with an energy of 1 
mJ, whereas, for a direct initiation of a spherical 
detonation in the same mixture, a minimum energy 
of 300 kJ is required [1]. When initiated by a lower 
energy source in a sufficiently long tube, a DDT 
may occur through flame front acceleration. The 
typical DDT length amounts to several tens of tube 
diameters. Thus, since DDT length and time are 
crucial parameters for PDE applications, one of the 
key issues is the reduction of the transition length 
and time in detonation tubes under the minimum 
energy of initiation. 

The most common method of DDT 
facilitation and length reduction is the application 
of various types of obstacles that turbulize the flow 
and increase the flame velocity. This method was 
proposed by Shchelkin [2], who used wire spirals 
inside the tube for flow turbulization. The method 
has since been widely applied in a number of works 
[3–7]. A modification of this method is the 
application of a two–chamber initiating system [8]. 
The first, smaller auxiliary chamber is used for 
primary ignition by a weak ignition source, whereas 
the mixture in the main chamber is ignited by flame 
jets bursting out of the auxiliary chamber. 
Detonation initiation by shock wave focusing with 
shaped reflectors (experimental [9, 10]) and with 
regularly spaced shaped obstacles (numerical [11]) 
was also proven to be possible. In the latter work, 
the focusing effect of shaped obstacles upon the 
shock–to–detonation transition was emphasized in 
the calculations with rectangular shaped obstacles, 

where no focusing occurred and detonation was not 
observed under identical conditions. A number of 
research groups carried out experimental 
investigations of ignition and detonation initiation 
by nonequilibrium pulsed corona discharges [12]. 
The experiments confirmed that ignition delay 
times decreased substantially in comparison to 
spark initiation. 

The concept of detonation initiation 
through a gradient mechanism was theoretically 
introduced by Zeldovich [13]. According to this 
work, an ignition delay time (or induction time) 
gradient formed due to a corresponding temperature 
gradient leads to the onset of a spontaneous 
combustion wave. The mixture first ignites at the 
point with the lowest delay and then propagates by 
spontaneous ignition with a velocity Dsp 
determined by the shape of the gradient. Depending 
on the value of Dsp, different modes of flame 
propagation can be realized. When Dsp exceeds the 
Chapman– Jouguet velocity DCJ, a detonation wave 
can emerge from a constant–volume explosion as 
the spontaneous wave decelerates to the DCJ value. 
This case was numerically studied in a series of 
papers overviewed in [14], where the detonation 
wave always occurred from a hot spot in the region 
between the shock wave and the turbulent flame. 
Various scenarios of hot spots formation due to 
shock–flame interaction and the role of their 
structure were also discussed in that paper. When 
Dsp falls into the interval between the speed of 
sound and DCJ, the spontaneous wave propagating 
over the induction time gradient can become 
coupled with the compression wave and thus 
evolve into a detonation wave through shock 
amplification and acceleration. A similar concept of 
the shock–wave amplification by coherent energy 
release (SWACER) was introduced in [15] where 
this process was investigated in more detail. 
Another numerical study presented in [16] 
summarized the different scenarios occurring under 
different gradient profiles and, thus, different Dsp 
values. Experimentally, the idea of coupling the 
shockwave with the ignition was used for the 
detonation  wave formation in [17] where the 
mixture was ignited by a set of properly 
synchronized spark plugs installed along the 
detonation tube. It resulted in a significant 
reduction of the DDT length and the initiation 
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energy under accurate synchronization of the 
ignition sources. 

Pulsed discharge in the form of a fast 
ionization wave (FIW) was proposed as a tool for 
DDT length and time reduction in [18]. In this 
paper, the nonequilibrium plasma of a high–voltage 
nanosecond gas discharge was used for 
simultaneous preexcitation of the gas and for the 
reduction of ignition delay time in a bulk volume. 
The calculations performed for hydrogen–air and 
methane–air mixtures showed that the ignition 
threshold shifted by 400 K under an energy 
deposition of 0.4 J/cm3 in the methane–air mixture. 
It was also shown that the typical time for chemical 
energy release had to be shorter than that of the 
gas–dynamic processes to form a detonation wave. 
Thus, for DDT length reduction, it is desirable that 
the sonic speed and, hence, the temperature be as 
low as possible, which is realized in a 
nonequilibrium plasma of a high–voltage 
nanosecond gas discharge. 

It is important that this kind of discharge, 
developed in a chamber of a proper geometry, is 
capable of instantly ionizing, exciting, and heating 
the gas in a bulk volume. The main channel of 
energy deposition is governed mostly by the 
reduced electric field (E/N) value. Under certain 
experimental parameters, an excited species 
concentration gradient may be formed over a 
considerable distance. The non–uniform gas 
excitation by the discharge results in an ignition 
delay time gradient formation and, hence, the 
possible DDT through a gradient mechanism. Due 
to the spatial homogeneity of this kind of discharge, 
it is possible to form the gradient in a large volume 
rather than only in the close vicinity of hot spots. 
Thus, the nanosecond discharge is very promising 
for detonation initiation and DDT facilitation from 
a number of points of view. To realize the 
advantages of this initiation method, a proper 
geometry and parameters of the discharge chamber 
are required. 

Relying on these results, Zhukov and 
Starikovskii carried out experiments on detonation 
initiation by this kind of discharge [19–21]. A 131–
cell discharge chamber with a distributed electrode 
system was developed and patented [22]. A study 
of the discharge development with an ICCD camera 
showed that the discharge was distributed over the 
cross–section of the chamber, filling a significant 
portion of the cells. This was achieved due to the 
short rise time and width of the high–voltage 
nanosecond pulse. The experiments were carried 
out in propane–oxygen and propane/butane–oxygen 
mixtures diluted with nitrogen at initial pressures 
from 0.15 to 0.55 bar. It allowed us to achieve a 
DDT length of 130 mm in a smooth tube with an 
inner diameter of 140 mm in a C3 H8 + 5O2 
mixture at an initial pressure of 0.3 bar and a 
discharge energy of 70 mJ. The discharge 
development and the detonation wave formation 
were studied with a fast ICCD camera, pressure 

transducers, and infrared sensors. It was found that 
the efficiency of the distributed nanosecond 
detonation initiation strongly depended on the 
nitrogen dilution level and initial mixture pressure, 
whereas the dependence upon the discharge energy 
was weak. This research was continued by Zhukov, 
Rakitin, and Starikovskii in [23], which also 
included a study of the effect of different discharge 
types upon DDT in smooth tubes. For that, 
experiments on detonation initiation by a high–
voltage microsecond discharge were carried out in 
a different distributed electrode system that 
included 28 discharge cells. Each cell geometry 
was analogous to the one described in [22]. Due to 
the long pulse rise–time, the discharge was 
localized in only one cell. The results were 
compared to those obtained for the nanosecond 
discharge initiation. At the same time, the study of 
the latter was extended to higher pressures, which 
allowed us to make the comparison in a wider 
range of initial parameters. The experimental 
results demonstrated a higher efficiency of the 
nanosecond initiating system in terms of DDT 
length and time in comparison with the discharge 
chamber of a similar geometry with microsecond 
spark. At the same time, the ignition delay times 
under the microsecond excitation in all the mixtures 
under study were significantly lower, as compared 
to the nanosecond ignition due to the localized 
nature of the energy deposition in the microsecond 
discharge. 

The multi–cell distributed electrode 
systems described above were too complicated to 
carry out a detailed study of the processes 
occurring inside the discharge chamber. To clarify 
the mechanisms leading to DDT promotion under 
different discharge development modes, a 
detonation tube with a single–cell discharge 
chamber has been assembled [24]. The chamber 
geometry has remained similar to the cell geometry 
of the multi–cell distributed electrode systems 
described previously. At the same time, it allows 
one to perform detailed diagnostics inside the 
discharge cell and the detonation tube. The 
parameters of the setup also allow us to investigate 
different discharge development modes in the same 
tube geometry. A gradient mechanism of 
deflagration–to–detonation transition similar to that 
proposed by Zeldovich has been observed 
experimentally under initiation by a streamer 
discharge. The mixture inside the discharge channel 
was excited non–uniformly by the streamer, thus 
forming an excited species concentration gradient. 
The gradient corresponded to that of ignition delay 
time. The hottest spot with the shortest ignition 
delay was at the high–voltage electrode tips. 
Originating at this point, the spontaneous 
combustion wave started propagating along the 
channels at a velocity over 1500 m/s and 
accelerated up to the CJ velocity value at the 
channels output. The initiation energy was, by an 
order of magnitude, lower for the streamer mode 
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when compared to the spark initiation under the 
experimental conditions, whereas the DDT time 
was 3 times longer. 

The current paper focuses on further study 
of this mode of detonation initiation with regard to 
its future application in pulsed detonation engines. 
To enhance the efficient of the gradient formation 
in terms of energy input, we are using a four–cell 
discharge chamber mounted to the same tube with 
2×2 cm cross–section. Each of the discharge cells is 
nevertheless of the same geometry as the ones used 
in all previous setups. This has eventually allowed 
us to initiate detonations in nitrogen–diluted 
mixtures under significantly lower energy inputs, 
taking the concept closer to applications. 

 
2. Experimental Setup 
 

For a more detailed study of the gradient 
mechanism, a four–cell Plexiglas discharge 
chamber was designed. The scheme is shown in 
Fig. 1. The geometry of each discharge cell 
remained the same. Each cell contains a pin–like 
high–voltage electrode (1) which is immersed into 
a 6.5 mm–diameter channel (2). The channels 
length is 150 mm. Replacement of the electrodes 
allows to vary the interelectrode distance and, thus, 
the reduced electric field value under the same 
pulse parameters. The four channels are led into a 
square detonation tube (2×2 cm) through a 
converging reducer (3). The diameter of the 
channels inside the reducer is 9 mm. The 
convergence angle is 24deg. The diameter of the 
reducer outlet is 20 mm, which matches with the 
inlet of the detonation tube. The reducer is 
manufactured of aluminium and is grounded, 
serving as the ground electrode. The whole 
Plexiglas discharge section is also covered with 

grounded shield (4). The shield includes a 
longitudinal gap for visual observation of the 
processes inside one channel. Discharge 
propagation is also enhanced by four grounded 
plates (5) which are fixed into narrow slits inside 
the chamber between the discharge channels. The 
plates stretch along the whole chamber, increasing 
the capacitance of the electrode system and the 
transverse reduced electric field in the channels. In 
comparison to the single–cell geometry, the volume 
of the potentially excited gas mixture is increased 
fourfold. 

 
3. Discharge Development: Gradient Shape 
 

The construction of the four–cell discharge 
chamber implied that only relatively low–
amplitudepulses could be used. The vast majority 
of DDT experiments was carried out under a pulse 
amplitude of 50 kV. Under such conditions, the 
discharge propagated as a streamer in a wide 
pressure range above 0.1—0.15 bar depending on 
the gas. It allowed to study the gradient mechanism 
extensively. At the same time, it would demonstrate 
how that kind of DDT occurred under low energy 
inputs. 

The discharge propagation mode was 
controlled in every experiment by the same back–
current shunt used with the single–cell chamber. 
The shunt provided the data on both the 
propagation mode and the energy input value in the 
experiment. Both the spark mode and the streamer 
mode were registered. However, due to the 
different geometry and pulse amplitude, the 
pressure ranges differed substantially from those 
observed for the single–cell chamber. The incident 
pulse energy, the reflected pulse energy, and the 
energy input are shown in the figures. It is seen that 

 

 
 
Fig. 1: Four-cell discharge chamber: the scheme.  (1) - high-voltage electrode, (2) - discharge channel with a diameter of 
6.5 mm, (3) - converging reducer, (4) - coaxial grounded shield, (5) - grounded plates. 
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almost 90% of the pulse energy is deposited into 
the gas in spark mode, which is accounted for by 
the multi–cell geometry of the discharge 
chamber. 

In order to estimate the shape of the 
excited species gradient, streak imaging has also 
been performed for the discharge in air at 1 bar. 
The imaging could only be performed in the one 
discharge channel not completely covered by the 
shield. However, the discharge was expected to 
develop similarly in all the channels due to the 
symmetry of the chamber. The pulse voltage was 
typical for the DDT experiments and amounted 
to 50 kV. An estimation of the O atoms 
concentration gradient along the interelectrode 
gap was obtained by integrating the intensity 
over the discharge duration. The resulting 
distribution is presented in Fig. 2. The relatively 
low reduced electric field value (25 Td) results in 
a low streamer velocity (1.5 mm/ns). For that 
reason, the streamer only propagates over the 
portion of the channel next to the high–voltage 
electrode. That is also clearly seen from the O 
atoms concentration gradient shape, which spans 
over �5 cm in comparison with the 10 cm in the 
single–channel case under a higher reduced 
electric field alue (40 Td). 

 
4. Gradient Mechanism Under Different 
Conditions 
 

The first series of experiments was 
carried out in the undiluted propane–oxygen 
mixture. As was seen from the streak image, only 
the gas in the region next to the high–voltage 
electrode was notably excited. Since these 
conditions are suitable for detonation initiation 
by the gradient mechanism, temporally resolved 
imaging of the ignition inside the discharge 
channels was performed to confirm that. The 
sequence of images at 0.6 bar is shown in Fig. 3. 

The non–uniformity of ignition and the 
trajectory of the flame wave propagation are 
clearly seen here. The mixture was first ignited 
close to the high–voltage electrode after a delay 
of 30—40 μs. 

The overall results for the streamer 
mode in the undiluted propane–oxygen mixture 
are plotted as x–t diagrams in Fig. 4. The 
negative region of the horizontal axis 
corresponds to the discharge channel, its outlet 
coinciding with zero. The points in this area 
correspond to the propagation of the 
spontaneous combustion wave registered with 
the high–speed imaging for the cases at 0.3 and 
0.6 bar. All the traces show that detonation 
waves had been formed before the waves 
reached the first sensor in the tube. It is seen 
that detonation formation was preceded by the 
propagation of the combustion waves inside the 
discharge channels at Mach numbers over 2. 

 

 
 
Fig. 4: O atoms density distribution over the interelectrode gap 
in one of the four channels. 
 

 

 
Fig. 2: Time–resolved ICCD imaging of propane–oxygen 
mixture ignition inside thedischarge chamber. Initial pressure: 
0.6 bar. 
 

 
 
Fig. 3: X–t diagrams of detonation formation at initial 
pressures of 0.2—1 bar.Undiluted mixture. 
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However, the CJ velocity was only reached outside 
the discharge chamber.  

The overall detonation formation time 
decreases with pressure rise under close energy 
input values. This is due to the similar dependency 
of ignition delay time upon mixture pressure. On 
the other hand, the formation time also decreases 
with energy input rise. For a clear comparison, the 
data points for the experiment in a transient mode 
at 0.2 bar under 2 J of energy input are plotted in 
the same figure (blue squares). Under an initial 
pressure of 0.2 bar, the arrival time of the 
detonation wave to the position of the first sensor 
decreased from 400 μs under the initiation energy 
of 0.35 J to 260 μs under 2 J. The higher energy 
input under the same pulse amplitude was due to a 
different pulse shape with a short rise time of 2 ns. 
Another comparison can be made with detonation 
initiation by streamer discharge in the single–cell 
discharge chamber [24]. The x–t diagram for the 
case at 1 bar of initial pressure is also plotted as the 
gray line. The higher energy input of 2 J together 

with the smaller volume of the excited gas in the 
single–cell DC results in a slightly shorter delay 
than in the experiment in the four–cell DC at the 
same initial pressure. However, the detonation 
formation distance is below 3 transverse tube sizes 
in all the tests in streamer mode. 

Experiments in propane–oxygen mixture 
diluted with 40% of nitrogen were only carried out 
in streamer mode at initial pressures higher than 
0.2 bar.Under relatively low pressures of 0.2—0.5 
bar, only deflagration modes were observed in this 
mixture. The flame wave and the shock wave 
propagated at supersonic velocities in all 
experiments, being coupled along the tube. The 
temporally resolved imaging at 0.5 bar in Fig. 5 
also indicated that the gradient mechanism is as 
well effective in diluted mixtures. It allowed the 
flame wave to accelerate inside the discharge 
channel up to <500 m/s, which resulted in a shock 
wave formation in the detonation tube, travelling 
at a velocity of <1000 m/s. Such deflagration 

velocity is typically enough for an adiabatic 
explosion to occur within a short distance further 
downstream, leading to an onset of a CJ detonation. 

The increased initial pressure together with 
the gradient mechanism lead to CJ detonation in the 
diluted mixture under energy inputs of 0.2—0.3 J. 
The results are presented for four pressure values of 
0.5, 0.63, 0.8, and 1 bar in Fig. 6. At 0.63 bar, the 
shock/flame velocity remained <1000 m/s, though 
the deflagration wave arrival time decreased as 
compared with the case of 0.5 bar. A CJ detonation 
wave was first observed at 0.8 bar of initial 
pressure. The propagation of the spontaneous 
combustion wave inside the discharge channel at 
this pressure is shown in Fig. 7. The ignition delay 
time was within 100μs, and the wave accelerated up 
to 800 m/s by the end of the channel. 

At the initial pressure of 1 bar, the shock 
waves arrived at the first sensor after 0.5 ms for 
both cases, whereas a shorter delay was expected 
under a higher pressure. The effect of pressure rise 
could be compensated by a lower energy input (0.2 
J for 1 bar experiment compared to 0.3 J for the 
case at 0.8 bar). Additionally, an x–t diagram of the 
experiment at 1 bar in the same mixture in the 
single–cell DC is plotted in the same figure for 
comparison (gray line). The data points are based 
on the IR data and correspond to the flame wave 
propagation. Even though the initiation energy was 
by an order of magnitude higher (2 J), only a 
deflagration wave with a velocity of 600 m/s was 
observed. Furthermore, in this case the shock wave 
propagated ahead of the flame wave with a slightly 
higher velocity. That resulted in the decoupling of 
the shock–flame complex and in the eventual 
deceleration of both waves. 

 
5. Discussion of Experimental Results 
 
 The condition for the gradient mechanism 
to lead to detonation wave formation is that 

 
 
Fig. 6: Time–resolved ICCD imaging of propane–oxygen–
nitrogen mixture ignitioninside the discharge chamber. Initial 
pressure: 0.5 bar. 
 
 

 

 
 
Fig. 5: X–t diagrams of detonation formation at initial 
pressures of 0.5—1 bar. Diluted mixture. 
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spontaneous combustion velocity Dsp is greater 
than sonic velocityVs and less than Chapman–
Jouguet velocity DCJ. Spontaneous combustion 
wave velocity Dsp, or the ignition pattern inside the 
discharge channels in general, is determined by the 
temperature gradient and by the axial distribution 
of radicals produced by the discharge. Knowing the 
temperature and the radical concentration at 
different points along the channel, it is possible to 
evaluate the corresponding ignition delay time 
distribution using 0D chemical kinetics equations. 
Taking into account that Dsp = (dτ/dz)−1 , where z 
is the axial coordinate along the channel, this will 
allow us to estimate whether the gradient condition 
can be fulfilled for the conditions in Fig. 3. To 
estimate the absolute values of these parameters, 
energy branching of the 200 mJ put in into the gas 
by the discharge was considered. It is known that, 
for reduced electric field values of <100 Td, 20—
30% of energy input is branched into direct heating 
of the gas by rapid plasma thermalization during 
the first microsecond [26]. Taking into account that 
the total volume of the four discharge channels is 
20cm3, the volume–averaged heating by this 
mechanism amounts to 6 K. As for the radical 
production, it has been shown in [11] that O atoms 
are produced at an overall energy price of <10 eV. 
This results in the volume–averaged concentration 
of atomic oxygen of 0.03%. To obtain the actual 
peak values of the temperature increase and O 
production in the area next to the high–voltage 
electrode, it is necessary to take into account the 
spatial non–uniformity of excitation. The axial non-
uniformity is represented by the normalized relative 
distribution in Fig. 2 with the mean value being 
close to 0.2. This yields the cross–section averaged 
values of 30 K and 0.15% for the temperature 
increase and O concentration at the maximum 
point, respectively. It has to be noted that even 
though the distribution presented in Fig. 2 has been 
measured at 1 bar, the ignition pattern and delay 
time were very close to those at 0.6 bar. The radial 
non–uniformity is due to discharge attachment to 

the dielectric walls of the channels and is hard to 
estimate directly. The typical value for streamer 
transverse size at these discharge parameters is 
�1 mm [27]. It corresponds to a peak 
temperature increase of 700 K and to the 
production of 3.5% of O. The chemical kinetics 
calculation performed under these 
conditionsusing the reaction mechanism 
described in [28] yields an ignition delay time of 
33 μs, which agrees with the experimentally 
observed result. 
 In order to check if the gradient 
condition has been fulfilled, the mechanism 
described above has been applied to find the O 
concentration distribution which corresponded to 
the propagation of the spontaneous combustion 
wave at sonic velocity. The initial conditions for 
the kinetic calculations were obtained basing on 
the estimated values of peak temperature increase 

and radical production corrected by accounting for 
the longitudinal distribution. The result is shown 
with red points in Fig. 8 together with the 
experimental distribution (black line). The 
condition on the gradient holds if the slopes of the 
two curves coincide in some region. It can be seen 
that it is the case within <20 mm from the peak. 
This demonstrates that within roughly 10 calibers 
of the discharge channel the velocity of the 
spontaneous combustion wave is close to the sonic 
speed and the gradient mechanism of detonation 
initiation is feasible. 
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Abstract. A subject of this work is the dynamics of long filamentary pulse discharge generated along the contact zone of two 
co-flown gases. Two main ideas are discussed: the mechanism of lateral jets generation after the discharge run and the 
mechanism of the discharge localization in a mixing layer of two gases. The effects found are supposed to be used for high-
speed combustion enhancement owing to nonequilibrium excitation of air/fuel composition and mixing acceleration of 
nonpremixed multicomponents flow.  
 
 
1. Introduction 
 

The result of interaction of a pulsed 
filamentary discharge with a surrounded gas 
strongly depends on the discharge decay 
mechanism, which is a function of the discharge 
electrical and geometrical parameters. At adequate 
high power deposition (no exact criteria currently), 
the turbulent gas motion develops in a cooling post 
discharge channel, replacing molecular heat 
conduction as the dominant mechanism of the heat 
transfer. As a result, the rates of cooling and 
expansion of the channel increase considerably. 
The turbulent motion arisen in the immediate 
vicinity of boundary between two gases may 
significantly increase the rate of mixing, which may 
in turn be used to control the mixing rate in high 
speed directly fuelling combustors, as well as others 
[1–4]. 

A simple theoretical model of the post-
discharge channel cooling has been proposed in [5-
7], which takes into account the development of 
turbulence and its effect on the channel expansion 
process. In recent experiments [8-10] it has been 
shown that there is another, much faster, 
mechanism of the afterspark channel expansion. 
The expansion is driven by high velocity radial jets 
formed during the afterspark channel development. 
It can not be described by the conventional model 
of turbulent expansion. The second discussed idea 
is the filamentary discharge localization and 
movement in medium at gradient concentration of 
two dissimilar components [11]. It is considered 
that the interaction can be controlled thoroughly, 
because the discharge position and dynamics in 
mixing layer enable to be steered by the discharge 
parameters and physical properties of the gases.  
 
2. Lateral jets formation 
 

Breakdown of the gap and afterspark 
channel cooling / expansion are studied for D=5-
7cm gap (1) in air at standard conditions, (2) in 
alternative gases, and (3) in high-speed airflow. An 
important feature of the power supply is a high 

speed of the voltage rise, dV/dt>108 V/s [9-10]. 
Typical discharge parameters are as follows: the 
breakdown voltage V>100 kV, the peak current 
I=1÷3 kA, duration of current pulse τ=50÷90ns, 
and the pulse energy release E=1÷3 J. Typical 
voltage-current and power characteristics of the 
discharge are presented in Fig.1.  
 

 
Fig.1. Voltage-current-power characteristics of electrical 
pulse. Energy deposition in this particular case is 1.2 J. 
 
 

The visualization of the plasma filament 
and the thermal distortion, generated by the spark in 
ambient conditions and high-speed flow was 
performed by a fast-gated camera, by schlieren 
method, and by line-scan (streak) camera. The light 
flash of the schlieren device has duration of 100 ns, 
and is precisely synchronized with the discharge 
phase and triggered CMOS camera, whose shutter 
is tuned for duration of 10-300 µs. The frame rate 
was typically 2 kHz, and the early stage of the 
discharge was recorded due to variation of the first 
frame delay time. 
 
Duration of electrical pulse at described test 
conditions was much shorter than a characteristic 
gasdynamic time: τ=d/us, where d is characteristic 
dimension, us is the sonic velocity. It means that the 
gas is heated instantly in terms of the medium 
movement. All gasdynamic sequences (shock wave 
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run away and channel expansion) appear after the 
discharge current stop. The shock wave expansion 
induced by the pulse discharge follows the 
asymptotic theory for a strong cylindrical shock 
wave [12-13] for the first tens microseconds 
 

1/4 1/2
1 0( ) ( / )SWR E tα γ ρ= × × ; ( ) 1α γ ≈ ,   

 
where 1E  [J/m] is the energy release per unit 
length, ρ0 is the ambient density, and r=cp/cv is the 
specific heat ratio. In a few microseconds the shock 
wave is separated from the heated channel. 

During the first stage of the expansion, 
t<50 µs, the post-discharge channel looks as a 
classical cylindrical thermal cavity. At t=80-150 µs 
(the exact time depends on the conditions), the 
shape of the after-spark channel becomes unstable, 
as shown in Fig.2. The physical mechanism of this 
phenomenon may be summarized as follows. The 
cooling of the axial zone leads to pressure decrease 
with the subsequent reverse gas movement. Such a 
movement becomes unstable due to the Rayleigh-
Taylor mechanism [13]. The estimate of the 
instability development time of t≈100µs coincides 
with the experimentally observed value. The 
plasma luminosity is not rejected in Fig.2, which 
allows one to detect the locations of preferential jet 
directions. The strongest cumulative flow is clearly 
associated with the curvature of the initial plasma 
channel. The jets tend to form at concave parts of 
the channel. Note that no jets were observed, when 
the deposited power was lower than 10MW.  

The experimental results thus demonstrate 
that the latter stage of channel expansion is 
characterized by the formation of intensive lateral 
jets followed by fast gas turbulization in a 
significant volume, comparable to the gap distance. 

Analysis of the experimental data shows that the 
size of the perturbed region is several times larger 
than it has to be appeared, if only conventional 
laminar or turbulent diffusion mechanisms were 
considered. Two more observations can be drawn 
from these results. First, the diameter of the plasma 
zone after the fast expansion is about 8 mm, and 
second, the average speed of the disturbance 
propagation observed in the experiment exceeds 
100 m/s. 

The presented results suggest the following 
mechanism of jet formation. At concave sides of 
the plasma channel, the shock wave propagation 
results in strong compression followed by strong 
rarefaction behind the shock. At convex sides, the 
shock wave is diverging, and thus is characterized 
by smaller compression followed by weaker 
rarefaction when compared with the concave sides. 
As a result, a pressure gradient builds up, with 
pressure decreasing from convex to the opposite 
concave sides. This causes jet formation outside of 
the concave regions, with the general direction of 
jets from concave to convex. 
 
3. Discharge localization 
 

The next important idea is the discharge’s 
filament localization under nonhomogeneous 
medium. It was found experimentally that the 
discharge closely follows a boundary between two 
gases in most of the cases at the air--fuel--plasma 
interaction [11]. The explanation of this fact 
includes the idea that the discharge localization is 
managed by the rule of minimal electrical field, 
required for the discharge maintenance, along the 
line of breakdown. It can be supposed that the 
discharge “prefers” the path in the fuel, oxidizer, or 
between them depending on conditions and the 
phase of discharge development. For the short-

 

 
 

Fig. 2. Expanding afterspark channel, obtained by schlieren technique: delay 50, 220 and 300 μs. Interelectrode gap is 
D=60mm. “A” - the starting phase of instability, “B” - the fast jet development, and “C” - the final stage of the jet 

expanded from a concave part of the channel. 
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pulse discharge, the physical mechanism appears as 
follows. The first stage of the spark breakdown is 
the multiple streamers propagation from the “hot” 
electrode toward the grounded one. In case of high-
power electrical source, the streamers occupy a 
huge volume of gas, covering all possible paths for 
further development. This statement is illustrated 
by the well-adjusted schlieren photo of the 
streamers’ phase in Fig. 3, where the spark phase 
was prevented owing to voltage reduction. The next 
phase consists of the real selection of the discharge 
path among multiple channels with nonzero 
conductivity. It is the key point – the channel 
appears to be the best in terms of the current 
increase, i.e. possessing higher conductivity and 
lower inductivity. If the media is nonhomogeneous, 
the favorite path may not be the shortest one. 
Sometimes, even double- and triple-channel 
structures were observed. 

 

 
 

Fig.3. Schlieren image of streamer phase of the 
discharge development. The photo is taken in 0.5ms after 

the shot. 
 

 
Figure 4 shows the results of calculations 

[11] of discharge properties in ethylene–air mixture 
(for CO2–Air mixture, the picture is not so clear). 
Here, the coefficient of the ionization rate minus 
the rate of attachment is presented for variable-

reduced electrical field. It is known that the best 
conditions for discharge development may be 
realized in reach mixture, but not in air or ethylene. 
This statement is confirmed by measuring the 
history of E/N and resistance in high-current phase 
of the discharge at a study of the discharge 
parameters in different gases (see Fig. 9). Besides 
discharges in air and ethylene, the experiments 
were fulfilled for discharge in CO2 (one of the 
combustion products) and in vicinity of boundary 
between air and CO2. The weak laminar jet of 
secondary gas was arranged between two 
electrodes: CO2 jet in air and air jet in CO2. The 
typical schlieren image of the discharge breakdown 
at the presence of two gases is shown in Fig. 5. The 
discharge position between two gases and strong 
disturbance of the boundary has been recognized. In 
the last particular case, when the discharge can 
select the path, it mostly locates in air, but in 
immediate vicinity of secondary gas (CO2) 

 

 
 

Fig.4. Calculated coefficient of ionization taking into 
account the electrons attachment in air, ethylene and 

their mixture. 
 

 

 
 

Fig.5. Schlieren image of the discharge interaction with CO2 jet in Air. The photo is taken in 0.2ms after the shot. 
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This statement is confirmed by measuring 
history of E/N and the discharge channel resistance 
in high-current phase of the discharge. Being 
excited in CO2 or in Air the discharge possesses 
remarkably different electrical parameters. In case 
of CO2 jet in Air and Air jet in CO2 both the 
measured parameters are close to air but not to 
CO2, as it is shown in Fig.6. 

 
 

 
 

Fig.6. Experimentally obtained dynamics of discharge 
channel resistance in Air, CO2, air jet in CO2 and CO2 

jet in air. 
 
 
4. Filamentary high-power discharge in high-
speed flow 

 

The experimental approach includes the 
following key points: supersonic duct-driven 
airflow M=2 and M=2.5; direct injection of gaseous 
fuel (co-flow/wall jet of model gas, gaseous fuel, 
He or CO2, preliminary); transversal short-pulse 
repetitive electrical discharge, crossing air-fuel-air 
zone or along air-fuel boundary; plasma-induced 
artificial turbulence; zone of improved mixing. 

The high-speed experimental facility 
consists of blow-down wind tunnel PWT-50, 
system of the pulse-repetitive discharge feeding 
(pulse-repetitive discharger PD3-100/2.5), and 
diagnostic equipment. The gas dynamic (GD) duct 

includes rectangular test channel made of insulating 
materials with two opposite electrodes installed 
transversally in respect of the flow. The pulse 
transversal discharge was excited by means of the 
pulse-repetitive power supply of the discharge 
made on the base of Tesla transformer. Two 
experimental series were performed in accordance 
with the particular schemes, Fig.7 (1) study of pulse 
discharge dynamics in subsonic and supersonic 
flow at interaction with co-flowing plane jet of 
secondary gas; and (2) study of pulse discharge 
dynamics in subsonic and supersonic flow at 
interaction with jet of secondary gas directly 
injected from the wall. Three main methods were 
applied for the visualization of plasma-flow 
interaction: instant schlieren images; schlieren-
streak records; and schlieren based sensors records. 

The data below correspond with the first 
scheme in Fig.7. Three experimental series were 
fulfilled to study the discharge interaction with two-
phase flow: 

• Discharge through the jet of secondary gas 
(CO2), no external flow; 

• Discharge in external flow with a central 
body without the second gas injection; 

• Discharge through co-flowing jet of 
second gas in supersonic airflow. 

 
The Figures 8 show the typical schlieren 

photos for the third case. It should be considered 
that the observation of schlieren images is 
insufficient to have deep quantitative analysis of the 
discharge generation effect on the mixing 
processes. But some qualitative conclusions could 
be made. The influence of the discharge on visible 
appearance of the jet is recognized at time delay 
about 70µs and later. At the same time the 
discharge affects the jet very locally, in the place of 
immediate intersection. The Fourier analysis of the 
plasma –induced perturbation didn’t demonstrate 
significant changes.  

The second experimental scheme in Fig.7 
was explored in subsonic and supersonic flow. Two 
secondary gases were used: CO2 as a model of 
hydrocarbon gaseous fuel, and He as a model of 
hydrogen. The jet was injected orthogonally to the 

 

 a. b.  

 
Fig.7. Experimental schemes.  
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wall through D=4mm orifice with the sonic 
velocity. The grounded electrode was combined 
with the nozzle. The “hot” high-voltage electrode 
was installed on the opposite wall of the duct a bit 
downstream in respect of the grounded one. 

Before presentation of the results obtained 
it is important to remind one feature of the 
discharge behavior near the boundary of two 
different gases. As there were announced in Ref.14, 
“On one side, the breakdown voltage is lower in a 
fuel (experimentally and by the calculations, as 
well), on the other side the discharge channel loses 
the resistance much faster in the air. A priori it is 
difficult to predict the discharge filament location, 

when the electrodes position is close to boundary of 
two different gases. Special tests were performed to 
clarify this point experimentally. It was found, that 
in the most cases the discharge was located inside a 
mixing layer between the gases”. This fact may be 
principally important for a practical 
implementation. The physical mechanism of this 
phenomena is considered in section 3. 

Flow parameters were M=0.3 and 2.5; 
Pst=400 and 125Torr. Injected gases were CO2 and 
He. Schlieren photos in Fig.9 demonstrate CO2 jet 
in flow, discharge operation without CO2 jet and 
discharge with jet under conditions of subsonic (top 
series) and supersonic (bottom series) flow.  

 a.    b. 

 c.    d. 
 

Fig.8. Discharge interaction with CO2 jet in M=2 flow.  
Left, top – initial structure, right and bottom – 25, 50 and 76µs after the discharge. 

 

 

      

     
 

Fig.9. Typical schlieren images of the discharge operation in the airflow with jet. Top line– subsonic flow, M = 0.3; 
bottom line – supersonic flow, M = 2.5. Left column – CO2 jet within the flow; middle column – discharge within the flow; 

right column – the discharge and the jet both.  
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It is clearly seen, that discharge breakdown 
occurs along the jet. This fact was proved during 
number of experiments. Localization of the 
discharge’s filament may vary from run to run in 
the experimental mode without jet, but it doesn’t 
vary significantly in different runs with jet 
injection. The shock wave arises on the jet in the 
supersonic flow as it is seen in Fig.18, but the 
discharge doesn’t “feel” it. It means that the type of 
gas injected is more important for the breakdown 
than a strong density gradient. 

CO2 jet models the hydrocarbon fuel jet. 
Helium jet was used in order to model hydrogen 
fuel because breakdown voltages for both gases are 
definitely lower than in air. The schlieren photos of 
the discharge’s interaction with CO2 jet and He jet 
in the subsonic (M=0.3) airflow at different delays 
are shown in Fig.10. 

Helium jet itself occurs more turbulent in 
airflow than CO2 jet, discharge interaction with 
helium jet is stronger than with CO2 jet. 

Comparison between schlieren photo of 
the CO2 jet in Fig.9 and schlieren photo of the 
discharge interaction with CO2 jet at delay 150 µs 
in Fig.10 allows concluding that the discharge 
strongly influences on jet mixing with subsonic 
airflow. A several times longer distance is needed 
to analyze the discharge influence on jet appearance 
in supersonic flow. It was made using the second 
window of the test section to confirm the previous 
conclusion. 
 
5. Conclusions  
 

The paper raises new questions regarding 
the evolution of well-known long spark discharge 

in air and nonhomogeneous media. Two 
experimentally found features of such a discharge 
were under consideration, namely (1) the 
mechanism of jet’s instability of after-spark channel 
and (2) the mechanism of discharge filament 
localization in the presence of mixing layer 
(boundary) of two gases. In practical approach, the 
two gases might be a fuel and oxidizer. On the one 
side, the breakdown voltage is lower in a fuel 
(experimentally and by the calculations, as well), 
and on the other side, the discharge channel loses 
the resistance much faster in the air. A priori, it is 
difficult to predict the discharge filament location, 
when the electrodes position is close to the 
boundary of two different gases. Special tests were 
performed to clarify this point experimentally. It 
was found that in most cases, the discharge was 
located inside a mixing layer between the gases. 
The discharge disposition into a mixing layer and 
the instability development are favorable for 
kinematic mixing. This fact may be principally 
important for practical implementation. 

Experimental results presented in this work 
demonstrate that turbulent and directed motion 
arising in the after-spark channel can essentially 
enhance the rate of fuel-gas mixing, which may 
control the mixing rate in engines with high-speed 
combustor. 

 
The experimental work in JIHT RAS was 

funded through EOARD-ISTC project #3793p. 
Some parts of this work were supported by RFBR 
grant #10-08-00952a. The authors express their 
gratitude to Prof. A. Napartovich and Dr. I. 
Kochetov of TRINITI for calculations fulfilled and 
multiple discussions on plasma kinetics. 

     

     
 

Fig.10. Schlieren photos of the discharge interaction with CO2 jet (left) and He jet (right). M=0.3. Top raw – time delay 30 
µs; bottom raw – 150 µs. 
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The parameters of visualized plasma 
structures (plasmoids) forming by means of 
nonlinear interaction of electric field with streams 
of charged particles in self-organizing plasma are 
intensively investigated in recent years [1, 2]. 
Despite a large number of works devoted to studies 
of such structures in underionized plasma, the 
problem of current and electric field focusing into 
plasma structures in high-voltage nanosecond 
discharges still remains unsolved. In this 
connection, of special interest is the investigation of 
conditions and mechanisms of self-organization of 
a positively-charged plasma structure in pulse 
nanosecond discharges, in which a beam of fast 
electrons with the energy of up to several keV is 
formed in the process of gas electric breakdown [3, 
4]. 

This work is devoted to the study of 
plasma structure in nanosecond discharge with a 
slot cathode. The discharge occurred in the 
discharge chamber with a slot cathode, whose 
design is described in detail in [3]. The spatial-
temporal distribution of optical irradiation of the 
discharge was registered by CCD-matrix and 
photomultiplier tube. 

Systematic experimental studies of electric 
properties and spatial dynamics of optical 
irradiation of the discharge depending on the 
amplitude of voltage (U0) applied to the discharge 
interval have been carried out. In particular, it has 
been established that with the increase of value U0 
from 1 to 5 kV, the value of burning voltage Ub 

increased from 600 to 1650 V, while the value of 
discharge current Ip increased from 10 A to 450 A, 
with the time of the main energy contribution τ, 
determined by the half-width of current pulse, 
decreasing from 250 ты to 5 ns. Figure 1 shows the 
typical pictures of spatial distribution of optical 
irradiation between the electrodes and in the slote 
of the cathode. With the increase of value U0, an 
egg-shaped plasma clot appears at the slot exit (Fig. 
1a). Further increase of U0 results in the growth of 
size and irradiation intensity of this plasma 
formation, and at U0 ∼ 5 kV the plasmoid complete 
by blocks the entrance to the slot and reaches its 
bottom (Fig. 1c). 

The values of the main discharge 
parameters corresponding to the conditions of Fig. 
1, are presented in the table. The given medium 
tension of electric field – E/N, was calculated dy the 
value of the discharge burning voltage at the time 
of current maximum. To calculate the concentration 
of electrons by the current in the discharge volume, 
approximation for electrons’ drift velocity in argon, 
of special purity Ve = 0,9*(E/N(Тd)/10)0,9 *104 (m/c) 
was applied. In the conditions under investigation 
there occurred a pulse breakdown of overtense 
interval. The value of overtension coefficient was 
calculated as Kt = (U0 –Ub)/ Ub. 

Short typical times of discharge burning (∼ 
10 – 50 ns) and big values of electric field tension 
considerable decrease the role ions and gas particles 
transfer processes in the formation of plasma 
structures, which allows to investigate the impact of 

 

  a)    b)    c) 
 

Fig. 1. Optical pictures of discharge luminescence in argon  p = 5 torr. 
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ionization and electrons transfer processes on the 
formation of plasma structures – plasmoids. The 
estimates provided in [4] demonstrate that for all 
conditions investigated, the accelerated electrons 
run length in plasma exceeds the width of cathode 
cavity. For the conditions of Fig. 1a, fast electrons, 
starting from the side surfaces of the slot, traverse 
the cathode cavity up to ten times and perform over 
50 ionization acts. With the growth of value U0 
from 3 to 5 kV, the distance covered by fast 
electron increase and the number of ionization acts 
increases many times (Fig. 1b and 1c). 

Since the main part of fast electrons, 
starting from the sides of the slot, make oscillatory 
movement in the cavity, they produce additional 
ionization. This additional ionization and the shift 
of electrons towards the anode under the influence 
of external field, result in the sharp growth of 
electrons concentration at the exit from the slot and 
the formation of dense cathode plasma that further 
functions as plasma electrode. The experimental 
field draws out free electrons from the plasma 
electrode, which leads to the formation of an area 
with excessive positive volume discharge. With the 
disturbance of neutrality, there appears an internal 
electric field directed to the centre of the area with 
excessive positive volume discharge and 
considerably outsizing the external field. Free 
electrons rush to that area, which results in the 
cumulation of electric field density and the growth 

of electrons concentration towards the centre of the 
area. 

Thus, under the conditions investigated, 
there seems to be the formation of an attractor 
(plasmoid), with cumulative streams (beam of 
electrons) performing the focusing and carrying-out 
of electrons from the area of cumulator [2]. The 
increase in the size of plasmoid with the growth of 
the field applied, observed in the experiment, is 
connected with the growth of the area drawing out 
electron from the slot of the cathode. 

This study was financially supported by 
the Federal Special-Purpose Programme «Scientific 
and Scientific-Pedagogical Personnel of Innovatie 
Russia» for 2009 – 2013, project NK – 105P/1; 
NK-182P/7. 
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Table. Parameters of discharge in argon 

 
Fig. 1. Ub, V Iр, А E/N, Тd ne, 1012 cm-3 Кt,% τ,ns 

a 920 230 909 1.2 110 60 

b 1000 320 1010 1.5 207 50 

c 1120 450 1111 1.9 208 50 
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Abstract. More than 50 years MHD flow control is the subject of intensive studies. As far as aerospace application is 
concerned, its potential could be utilized through, for instance, mitigation of heat loads on the spacecraft surface while re-
entry path. The feasibility of heat flux mitigation was shown in many studies to associate with increase of bow shock stand-
off distance, and, consequently, decrease of the mean temperature gradient across the shock layer. This can be characterized 
as direct MHD effect due to electromagnetic forces acting in ionized gas behind a strong shock. Another feasibility of heat 
flux mitigation proposed recently also utilizes action of electromagnetic force, but the primary goal of the idea is to 
decelerate the vehicle before it comes into thermally dangerous atmosphere [8,9,10].  

The interest to magneto-aerodynamic heat flux mitigation has been renewed for the last several years due to 
publications on the preparation of flight experiments in this subject [1,2,12]. In this relation results of on-ground experiments 
on magneto-aerodynamic heat flux mitigation [1,2] are quite exciting since they may be a base for flight experiments.  

The goals of the current paper are as follows. First, an attempt is made to assess one of the typical computational MHD 
model from the viewpoint of their ability to capture the key effects in magneto-aerodynamics including both flight conditions 
and the conditions of on-ground experiments. The second goal is to evaluate the typical experiments in magneto-
aerodynamics from the viewpoint “what was observed and what is behind the observations”. Such formulation is essentially 
motivated by the author’s own experience in conducting and interpreting on-ground experiments in MHD hypersonic flows. 

Four problems are considered in the paper. Problem 1 is well known experiment by R.W. Ziemer [3] recently 
numerically simulated by R.W. MacCormack [6]. In Problem 2 the experiments [4,5] and theoretical work [7] are discussed 
concerning the MHD effects in non-equilibrium argon plasma flows. Problem 3 is the most interesting (at the moment) one as 
the results of the works [1,2] are discussed. In Problem 4 the author’s experience in observing the hypersonic MHD flows is 
summarized. 

Numerical simulations made with the computational model [9,10] have shown that the features of MHD flows (MHD 
features) in Problems 1 and 2 (change in the bow shock stand-off distance and change in the surface heat flux) are really due 
to the MHD interaction, or are due to MHD effects. At first sight, the flow analyzed in papers [1,2] (Problem 3) is similar to 
that from experimental works [4,5] and Problem 2. However, application of the same physical and computational model to 
simulate MHD in hypersonic argon plasma flow didn’t reveal any significant MHD effects in the region of interest. Such 
situation could be classified as “MHD features were experimentally detected (decrease in surface heat flux at the presence of 
magnetic field), while MHD effects were not confirmed numerically”. This is opposite to the situation considered in Problem 
4: no MHD features (change in the bow shock stand-off distance) were experimentally detected in the expected location. At 
the same time, MHD effects were experimentally proven to be available.  

 
 

1. Problem 1. Magnetohydrodynamic 
Interaction in Electromagnetic Tube [3]. 

 
In this Section the well known work by 

Ziemer [3] is considered. This is one of the first 
clear experimental demonstration of strong MHD 
effect in air plasma. In particular, it was noticed 
that large increase in the bow shock stand-off 
distance, 7.5 times at magnetic induction 4 Tesla, 
was detected. Experiments were carried out in 
electromagnetic tube. At one end of tube the 
electric discharge was initiated, which generated 
strong primary shock moving toward the other end 
of tube. At this end the cylindrical model was 
mounted with the electromagnet inside. MHD 
effects were studied in the region behind the 
secondary shock appearing after the primary shock 
arrived to the model. These studies seem to be a 
good candidate for validation of numerical models 
developed for magneto-aerodynamics. Some 
additional challenge for simulations arises from 
very short test times. First, the time needed for the 
primary shock to arrive to the model is about 
several tens microseconds, which is comparable 
with the time for magnetic field to achieve its 

maximum value. Second, the primary shock 
reflected from the end wall may effect on the MHD 
flow behind the secondary shock. Therefore, the 
main concern is about the time needed for 
establishing quasi-steady flow behind the secondary 
shock. The quasi-steady formulation of the problem 
has been recently realized by R.W. MacCormack 
[6], and good qualitative agreement between 
numerical and experimental results was shown. 

Numerical problem formulation 
considered in the paper is close to experimental 
one. 2D axi-symmetric air flow in the tube of 
diameter of 76 mm is simulated. The radius of 
cylindrical model (with hemi-spherical cap) is 20 
mm, its length is 46 mm. The flow characteristics 
specified at the inlet station correspond to the gas 
behind the primary shock. Two cases are simulated 
designating moderate and strong MHD interaction 
cases. For the first case, static pressure behind the 
primary shock is P1 = 5717Pa, velocity is V1 = 6715 
m/s, static temperature is T1 = 6049k. These data 
are taken from the original paper [3] and 
correspond to the Mach number M1 = 21, 
determined for undisturbed air in the tube (P0 = 
9Pa, Т0=273K). For the second case, P1 = 5300Pa, 
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velocity is V1 = 11000 m/s, static temperature is T1 
= 12000, P0 = 3Pa, Т0=273K, Mach number M1 = 
38. In both cases the equilibrium air composition 
was specified at the inlet. In particular, (ne/n0)1 = 
4.4·10-4 in the first case, and (ne/n0)1 = 0.317 in the 
second. Here, ne is electron number density, n0 is 
total number density. The MHD model of thermo-
chemical non-equilibrium air [9,10] was used in 
simulations. The steady magnetic field from the 
coil similar to those described in paper [3] was 
specified. In all calculations characteristic value of 
magnetic induction B*=4Tl (the field at the critical 
point of hemisphere) was taken. The surface of the 
model, as well as the walls of the tube were 
considered as non-catalytic and iso-thermal, with 
wall temperature Tw = 273K. Two kinds of 
calculations were done, steady and time-dependent. 
The formulation of steady problem is similar to 
those of paper [6]: the computational domain is not 
restricted with the tube walls. In time-dependent 
calculations the magnetic field is switched on when 
the primary shock arrives to the model. 

The steadiness of the MHD flow behind 
the secondary shock can be seen in Fig.1. Here, the 
pressure field at several time moments is shown for 
both cases, M1 = 21 and M1 = 38. In first case the 
steady flow is established for 20 – 30 µs. In the 
second – for less than 10 µs. Comparison with 
steady calculations shows the same flow features in 
the region behind the secondary shock and the 
hemi-spherical part of the model. The flow 
downstream the leading part of model differs 
significantly for time-dependent and steady 
calculations. Conclusion concerning the steadiness 
of the MHD flow behind the secondary shock made 
in paper [3] was also confirmed in current 
simulations. 

Increase in the bow shock (secondary 
shock in the considered setup) stand-off distance is 
typically treated as the evidence of MHD 
interaction. The distributions of temperature along 
the stagnation streamline are shown in Fig.2. In the 
flow case M1 = 21 the stand-off distance increases 
in 3.2 times, while in M1 = 38 case it increases in 
9.4 times. Note, that in second case magnetic 
Reynolds number is estimated to be Rem ~ 0.72. 
Taking into account high magnetic Reynolds 
number effects should decrease the stand-off 
distance. In the first case Rem ~ 0.14. 

Another feature of MHD interaction is 
considered to be a decrease of the surface heat flux. 
This feature is represented in Fig.3 for both Mach 
number cases. 60% decrease in peak heat flux (at 
critical point) was calculated for M1 = 21 case and 
almost three-fold decrease – for strong MHD 
interaction case, M1 = 38.  

Thus, both typical features of MHD 
interaction, increase in bow shock stand-off 
distance and decrease of the heat flux were revealed 
in experimental work and confirmed by numerical 

calculations (in paper [6] and in current paper). One 
can say that these features are due to primarily 
MHD interaction and are not the consequence of 
other effects like influence of the reflection of 
primary shock from the wall. As far as numerical 
model is concerned, we believe it is suitable to 
simulate complicated MHD flows under re-entry 
conditions or those considered in the paper. 

 
2. Problem 2: MHD Interaction in Non-

Equilibrium Argon Plasma Flow [4,5]. 
 

The argon plasma flows are widely used in 
on-ground experiments in magneto-aerodynamics. 
The main advantage of ionized argon flow is that it 
can be obtained for the cost less than, for example, 
air flow. Even small ionization degree, say of order 
of 10-4, may provide an electrical conductivity level 
sufficient for detecting remarkable MHD effects in 
the region of interest. In this Section the numerical 
simulations of MHD flow around a blunt body are 
considered analogous to those reported in well 
known papers [4,5] (see also recent paper [7]). 
These investigations are interesting for simulations 
for several reasons. They are representative of 
many on-ground studies in magneto-aerodynamics, 
so many typical features of non-equilibrium flows 
are exposed. While experimental conditions differ 
considerably from flight that, it is nevertheless 
necessary for the numerical models to deal with 
flows generated in the existing ground facilities. 
Third reason to consider problem [4,5] associates 
with the analogous Problem 3 from the following 
Section and will be discussed there.  

Scheme of experiments [4,5] are 
principally those as in the previous Problem 1. The 
supersonic flow around cylinder with hemispherical 
end is considered. Magnetic field is generated by 
the coil at the nose of the model and is similar to 
the field of magnetic dipole. The argon plasma is 
generated by the arc heater and then is expanded in 
the supersonic nozzle. It was assumed in original 
papers [4,5] as well as in paper [7] that flow in the 
test section is frozen due to expansion in the nozzle. 
That is, both electron concentration and electron 
temperature don’t change in the test section. The 
following free-stream flow data were specified in 
the calculations. Density is 1.035·10-4 kg/m3, 
velocity is 3000 m/s, static temperature is 1100K, 
Mach number 4.75, electron temperature was 
estimated as 3900K. The key parameter is electron 
number density. In [4,5] it was estimated as 4·1019 
m-3 (ionization degree is 2.5%), while in paper [7] it 
was estimated to be 1019 m-3 (ionization degree is 
0.625%). The latter estimate was made based on the 
Saha equation in which stagnation pressure and 
temperature in arc heater were used, 0.49atm and 
9700K, respectively. This estimate is also used in 
the current paper. The radius of hemisphere (same 
as cylinder radius) is 38.1 mm, the model’s surface 
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temperature was taken to be 300K. The scaling 
value of the magnetic induction B* is the value of 
induction at critical point of the model. 

Numerical formulation is, in general, close 
to that used in Problem 1. Instead air 3-species non-
reacting argon plasma flow is considered (Ar, Ar+, 
and e-). Transport properties of the flow are 
estimated from cross-section data given in paper 
[11]. It is assumed that cross-sections with 
participating electrons are determined by the 
electron temperature. The latter is determined from 
the solution for corresponding transport equation 
[10], in which elastic collisions dominate. As the 
composition of argon plasma is considered to be 
given, the electron temperature is the main factor 
determining electrodynamics around the model. 
Example of the distribution of electron temperature 
near the model is shown in Fig.4. It can be seen that 
this distribution correlates well with the distribution 
of the magnetic field. The main processes occur in 
rather thin layer near the spherical part of the model 
surface in angle sector 20 – 60 degrees relative to 
the stagnation line. In this layer the level of 
electrical conductivity is rather high (600-800 
Sm/m) while Hall parameter is rather small (less 
than 4). These two factors provide an MHD 
interaction intensity sufficient for detecting. Fig.5 
shows the gas temperature field for non-MHD and 
MHD flow around the model. Change in bow shock 
position is clearly seen. Position of bow shock for 
three values of characteristic magnetic field is 
shown in Fig.6. Also, relative increase in bow 
shock stand-off distance, (dm-d0)/d0, is shown in 
rectangles. In current paper stand-off distance was 
estimated at Ts=4000K. Good agreement with data 
reported in papers [4,7] is observed for B*=0.28Tl. 
At larger value, B*=0.45Tl, the stand-off distance is 
within experimental uncertainty. The data reported 
in paper [7] are slightly less than those reported in 
original paper [4] and in the current one. This is 
probably due to the fact that additional heating of 
electron gas was not considered in paper [7]. 
Another feature of MHD interaction, change in 
surface heat flux, is shown in Fig.7. Data obtained 
here for B*=0.28Tl agree well with those reported 
in paper [7].  

Conclusions made from considering 
Problem 2 are as follows. The features of MHD 
(increase in bow shock stand-off distance and 
decrease in the surface heat flux) are due to the 
MHD interaction. We also believe that the model of 
non-equilibrium argon plasma flow developed in 
the paper is capable of capturing the key processes 
in the systems like those considered here. Attempt 
was made to take into account possible chemical 
reactions (electron impact ionization of argon atom 
and three-body recombination), but no principal 
differences from the frozen plasma case was 
revealed. It appeared that electron temperature is 
high enough to provide electrical conductivity, but 

it is rather small to change significantly plasma 
composition. 

 
3. Problem 3: The Newest Experiments in 

Argon Plasma Flow [1,2]. 
 

As was already mentioned, the papers [1,2] 
are of special interest because they are considered 
as important stage for the first flight experiment on 
electromagnetic heat shield test. As in papers [4,5], 
the effect of magnetic field on the model’s surface 
heat flux is studied in papers [1,2]. Experiments 
were carried out in the hypersonic flow of non-
equilibrium argon plasma. Decrease of the heat flux 
was reported to be 46 – 85% at characteristic 
magnetic induction value of order of 0.5Tl 
depending on the cylindrical model leading part, 
hemispherical or rectangle. This flux decrease was 
estimated assuming the equilibrium irradiation from 
the surface, which temperature was decreasing in 
16 – 44% depending on the model design. 

In this Section the attempt is made to 
numerically simulate the argon plasma flow around 
a cylindrical model under experimental conditions. 
One of the model design considered here is a 
cylinder (cylinder axis is aligned with the main 
flow direction) of diameter of 70 mm. 
Electromagnet is positioned within the model. 
Details can be found in [1,2]. The free-stream flow 
is specified as follows. Measured parameters (just 
before the shock at the stagnation line): velocity is 
2150 m/s, gas temperature is 180 K, electron 
number density is 2.8·1017м-3, electron temperature 
Te is 6600 K, Pito pressure is 550 Pa. Calculated 
parameters: gas density is 1.19·10-4kg/m3, static 
pressure is 4.47 Pa, argon atoms number density is 
1.79·1021m-3, ionization degree is ne/n0 = 1.56·10-4. 
From these data estimate to free-stream electron 
conductivity can be obtained with using cross-
sections data from paper [11]: 

 
σ = e2ne/(meνe) ~ 260Sm/m   (1) 
 
Here, σ is coefficient of electrical conductivity, e is 
electron charge, me is electron mass, νe is mean 
electron collision frequency. Electron-neutral 
collisions make the primary contribution to electron 
collision frequency. For e-Ar collisions, cross-
section is about Qea ~ 3A2. Note, that characteristic 
conductivity value is of the same order as those in 
Problem 2 from the previous Section. Though free-
stream electron number density in Problem 2 is 
almost 40 times more than in Problem 3, the 
collision-frequency is almost in same ratio higher. 
This is because the main contribution to the mean 
electron frequency is due to electron-ion collisions, 
which cross-section value is estimated as Qei ~ 
160A2. So, the ratio ne/ νe is almost same for both 
Problem 2 and Problem 3. Using commonly used 
estimation for the magnetic parameter 
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Smhd = σ B*

2D/(ρ∞U∞) (2) 
 
one could expect very similar effects of magnetic 
field in both MHD flows (Problem 2 and Problem 
3): Smhd ~ 8.2 for Problem 2, and Smhd ~ 8.7 for 
Problem 3. The principal difference between these 
two MHD flows relates with Hall effect, which is 
characterized by Hall parameter, βe=ωe/νe (ωe 
=eB*/me is Larmour frequency). Hence, Hall effect 
in Problem 2 is quite moderate and doesn’t 
dramatically influences on the MHD interaction. 
Unlike Problem 2 Hall effect is crucial for Problem 
3, and no remarkable MHD effects should be 
expected including increase in bow shock stand-off 
distance and heat flux mitigation. This conclusion 
is in contradiction with the experimental results of 
papers [1,2].  

Two-dimensional numerical simulations of 
the flow were carried out with the same model 
described shortly in Section 2 and with the inflow 
data given above. Several flow fields are presented 
in Fig.8 for the characteristic value of magnetic 
induction B*=0.45Tl (magnetic induction at the 
critical point). One can see that distribution of 
electron temperature and electric conductivity is 
quite similar to those from Problem 2. The 
difference between two flows is that conductivity 
drops with rising the electron temperature, as e-n 
collision cross-section increases with Te. In 
Problem 2 Column collisions dominate for which 
Qei ~ 1/Te

2. At the same time Hall parameter is 
much higher in Problem 3 (Fig.8d) than in Problem 
2 (Fig.4c). So, it is difficult to explain experimental 
results [1,2] in terms of typical MHD flow models. 

In attempting to explain experimental 
results we exclude for a moment from consideration 
such factors like current leakages feeding the 
electromagnet and possible change in catalytic 
properties of the model surface due to the induced 
electric fields. Generation of voltage of order of 5 – 
10 V is absolutely possible within the typical MHD 
model like that exploited in current work. This 
voltage may be applied to the small region near, for 
example, the nozzle exit (realization of such 
possibility depends on boundary conditions, which 
are not known). If so, local energy input localized 
in this region could lead to heating the gas thus 
changing the free-stream flow characteristics. More 
probably, energy input will lead to decrease of free-
stream Mach number, or velocity. As consequence, 
the surface heat flux qw ~ ρU3/2·St (St – Stanton 
number) should also decrease. To recognize 
whether such mechanism is valid or not, one should 
know more about geometry of the test section, 
about material of the walls including the walls of 
the nozzle, and about grounding conditions. 

Another possible reason for the induced 
electric field to influence on the flow relates with 
functioning of the arc heater. For example, arc 

heater used in works [4,5] was functioning at 
voltage 28V and current 960A. Applied magnetic 
field could induce the voltage 5 – 10V in the 
electric circuit including the arc heater itself. Thus, 
induced voltage could effect on the functionality of 
arc heater and, as consequence, on the flow. 

In both cases considered above one should 
know more about facility. Typical set of free-
stream gasdynamic data is not sufficient for 
accurate interpretation of the results. At the 
moment we believe that experimental results 
reported in papers [1,2] associate with indirect 
influence of the magnetic field like that discussed 
above. Direct effect of magnetic field should 
associate with the action of electromagnetic forces. 

 
4. Problem 4: MHD Interaction in Seeded 

Airflow [8]. 
 

The Problem 3 could be characterized as 
the presence of MHD features in the absence of 
MHD interaction. In this Section we consider our 
own experience in MHD flow control, which looks 
opposite to the previous one. That is, no expected 
MHD features were detected, whereas MHD 
interaction took place. Such a conclusion has been 
made from analysis of MHD flow around circular 
cylinder [8]. In general, experimental setup is close 
to those considered above. The magnetic field 
generated by the current flowing along the cylinder 
axis. So, the plane of magnetic field is the plane of 
the flow. Ionization in hypersonic airflow (Mach 
number ~ 8 – 15) was provided with injection of 
easy-ionized atoms (Na, K) and was estimated to be 
1 – 2%. Originally, attention has been paid to the 
detection of change in bow shock position when 
magnetic field is on. However, no change has been 
revealed.  

Numerical analysis showed that no change 
in bow shock position should be expected. Fig.9 
demonstrates this. Curves 0, 1 and 2 show position 
of the bow shock under experimental conditions 
and for several kinds of grounding. It is seen that 
magnetic field does influence on the flow, however 
the bow shock near the model surface is rather 
stable. Intensive MHD interaction occurs in other 
places. Combination of factors, namely 
configuration of magnetic field, the presence of 
ionization in the free-stream flow, and electric 
boundary conditions, specify interaction in such a 
way that the region near the bow shock is MHD 
acceleration zone. The electromagnetic force is 
directed toward the model surface; therefore no 
increase in stand-off distance could take place. The 
bow shock stand-off distance could be increased in 
two cases. First, the Hall effect should be small 
(Curve 3 in Fig.9), which seems impossible in low-
density poorly-ionized flows. Or, second, 
remarkable ionization should take place behind the 
shock as in real flight case. In this case the Hall 
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effect is essentially suppressed due to boundary 
conditions. 

“Useful” MHD interaction occurs mainly 
in the wake of cylinder – in the region of MHD 
generation. After it has been recognized the setup 
has been changed. The MHD flow over the wedge 
clearly demonstrated the presence of MHD effects 
resulting in “useful” changes in the flow pattern: 
increase in angle between the shock and model’s 
surface, and even the power extraction.  

 
Conclusions 

 
Four typical examples were considered in 

the paper concerning the interpretation of on-
ground experiments in magneto-aerodynamics. A 
wide range of possible situations was demonstrated: 
the detected MHD flow features are due to MHD 
effect; MHD features are exposed, while MHD 
effects are not; MHD features are not detected, 
while MHD effect is present. The main conclusion 
from these examples is that commonly used set of 
so called free-stream parameters is, in general, 
insufficient to correctly interpret experimental 
observations. 

Currently used numerical MHD models 
are capable of interpreting the key processes taking 
place in the test sections of on-ground facilities. 
There many successful attempts known from the 
literature to numerically simulate MHD flows 
under experimental conditions. At the same time 
the situation related with MHD flow considered in 
papers [1,2] (Problem 3) could be characterized as 
challengeable. At the moment it is not clear for 
authors whether the model is insufficient to predict 
quite impressive experimental results or still 
unknown facility/flow features could effect on the 
flow. 

Finally, we would like to mention once 
again that real flight conditions are principally 
different from those typically realized in on-ground 
facilities. In real flight ionization could take place 
only in the shock layer. If the temperature within 
the layer is high enough to provide high degree of 
ionization, Hall parameter is small due to high 
electron collision-frequencies. In this case 
assessments of MHD effects should be close to 
classic that known from 1950th. At moderate 
vehicle velocities, when ionization degree is not so 
high, Hall effect would be a critical factor effecting 
on MHD flow. However, the role of Hall effect is 
significantly reduced due to the presence of non-
conductive boundaries like bow shock and the 
vehicle surface (ideally). This doesn’t mean that 
Hall effect plays no role. This just means that the 
role of factor 1/(1+βe

2) ~ 10-2 – 10-4 (βe – electron 
Hall parameter) becomes not so critical. Hall effect 
does influence the flow structure but it doesn’t 
suppress the “positive” magneto-aerodynamic 
effects like surface heat flux mitigation. 

Unfortunately, it is very difficult to reproduce the 
ionization behind a strong shock in on-ground 
experiments. 
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Fig.1a. Evolution of pressure in Problem 1. M1=21, 
B*=4Tl. Time is given in μs. 
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Fig.1b. Evolution of pressure in Problem 1. M1=38, 
B*=4Tl. Time is given in μs. 
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Fig.2. Distribution of temperature along stagnation  
streamline for Problem 1. Blue lines – Ma1=21, red lines 
– Ma1=38. Dotted lines – B*=0, solid lines – B*=4Tl. 
rb=1cm – nose radius. 
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Fig.3. Distribution of the heat flux density over the model 
surface for Problem. Blue lines – Ma1=21, red lines – 
Ma1=38. Dotted lines – B*=0, solid lines – B*=4Tl. 
rb=1cm – nose radius. 
 

 

 
 
Fig.4. Distribution of electron temperature (a), electric conductivity (b), Hall parameter (c), and electric potential (d) for 
Problem 2. B*=0.45Tl. 
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Fig.5. Gas temperature without magnetic field (bottom) and with magnetic field (top) for Problem 2. 
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Fig.6. Distribution of gas temperature along the stagnation streamline and increase in standoff distance due to magnetic 
field for Problem 2. [1] – this paper, [2] – paper4, [3] – paper7. 
 

 
 
Fig.7. Surface heat flux and change in heat flux due to magnetic field for Problem 2. [1] – this paper, [2] – paper [4], [3] – 
paper [7]. 
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Fig.9. Effect of plasma model and boundary conditions on the position of bow shock in Problem 4 (flow around circular 
cylinder). 0 – B*=0; 1 – B*=1.5Tl, frozen conductivity, grounded walls (experimental conditions); 2 – B*=1.5Tl, frozen 
conductivity, isolated walls; 3 – B*=1.5Tl, frozen conductivity, Hall effect canceled. 
 

Fig.8. Main flow fields for Problem 3: gas 
temperature (a), electron temperature (b), 
conductivity (c), Hall parameter (d), electric 
potential (e).  B*=0.45Tl. 
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The hypersonic flow around a wedge at М = 6 and the local pulsing magnetohydrodynamic influence (MHD) on 
the flow ahead of the wedge has been studied experimentally by the photo technique. It is demonstrated that the slope of the 
attached shock wave can be increased by 10 - 12 degrees. It has been shown that the flow backup to its initial state during one 
pass of the MHD-interaction region over the wedge surface. The settling time of the flow is less than 3 μs. 
 
 
Introduction 
 

Hypersonic vehicles developing stimulates 
the great interest to the application of new MHD-
techniques to improve scramjet operation [1]. It is 
possible to study the MHD-control of the 
hypersonic air flow over the compression surfaces 
[2, 3] simulating the flow around a wedge. A 
number of experimental and numerical 
investigations has shown that the localized MHD-
interaction in the hypersonic flow ahead of the 
wedge results in the alteration of the slope angle of 
the attached shock wave. Results of the numerical 
and experimental research of the MHD-interaction 
in the air flow over the wedge at М = 8, the 
wedge’s apex angle of 30 degrees, are presented in 
[4, 5]. The data has been obtained at the free flight 
conditions at the altitude of 30 - 50 km. It is shown 
that the slope of the shock wave can be increased 
by 6 - 8 degrees at the free-stream Mach number of 
M = 8. In the experimental investigations, the time 
of the external ionization of the flow is about 100 
μs. Therefore there is a question whether the 
studied flow is quasi-steady or not. To solve this 
problem, the air flow around the wedge has been 
studied experimentally. Taking into account that the 
Mach number decreases at the MHD-interaction, 
the tests have been performed at free-stream Mach 
number М = 6, the flow ionization duration is 120 
and 12 μs.  

 
Test rig and test conditions 
 

Experimental study of the MHD-
interaction has been carried out at the MHD-test 
rig, based to a shock tube [18, 20]. Gas heated by 
reflected shock wave in a settling chamber 
accelerates up to М=6, 8, 10 in the wind tunnel 
nozzle. Cross section of the flow is round with 
diameter 105 mm. The test rig allows to simulate a 
hypersonic flow, which is typical for the flight 
altitude of 30-50 km with М=6, 8, 10 . Model is a 
wedge with the apex angle of 30 deg. B-field 
generated by an electromagnet is up to 2.5 Т. The 

external flow ionization is initiated by the pulse 
electric discharge similarly to [4]. Electrical and 
gas-dynamic measurements permitted to obtain 
information about plasma discharge and MHD-
interaction parameters.  

Following parameters are measured in 
each experiment to investigate the MHD-
interaction: shock wave parameters, gas parameters 
in the nozzle prechamber, parameters of ionizing 
discharge and MHD-interaction parameters. Optical 
visualization of the oblique shock wave generated 
by the wedge is also used as a method of the study. 
Р0 and Т0 , parameters in the nozzle prechamber, 
have been defined by measurements of pressure in 
the prechamber using a piezoelectric transducer and 
the calculated speed of the shock wave in the 
channel of the shock wind tunnel. 

Operating characteristics of the pre-
ionizers are defined by measurements of the current 
and voltage of the pulse discharge. The current is 
measured with the help of high-frequency 
transformers of the current; the voltage is measured 
using a voltage divisor with an induction - output 
signal. 

MHD-interaction parameters are defined 
using the value of the total current measured in the 
interaction zone and voltage on MHD-electrodes. 
The total current is measured using current 
transformers, the voltage is measured using a 
voltage divisor with an inductive connection to an 
oscillograph. All the measurements of the electrical 
parameters are implemented using the current 
transformers. That allow performing the signal 
transmission to oscillograph without a galvanic 
coupling in the range of frequency from 100 Hz up 
to 107 Hz. 

Location of the shock generated by the 
wedge is defined by two photographs taking 
consistently. The photographs obtained by shadow 
technique based on AVT [23] (adaptive visualizing 
transparences). The first image is registered before 
the ionizer switches on; the second one is registered 
with 50-100 μs delay, at the moment of the MHD-
interaction. Accuracy of measurements is 
determined by accuracy of electronic devices and 
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gauges, used in tests (piezoelectric transducers and 
current transformers), this error is less than 5-10 %. 

Figure 1 presents the schematic of the 
experiment Wedge width is d = 50 mm, length and 
height of the electrodes are l = 25 mm and 
b = 15 mm accordingly, electrode-wedge distance is 
L1 = 5 mm. Test conditions are: static pressure in 
the flow ps = 11.6 Torr, gas density is 
ρs = 0.019 kg/m3, temperature is Ts = 287 K, flow 
velocity is V = 1983 m/s, Mach number is М = 5.8 
Flow parameters correspond to the atmospheric 
conditions at the altitude of 29 km. Magnitude of 
the magnetic field is of 0.34 T. The Schlieren 
pictures of the flow are taken with the frequency of 
330,000 fps. The exposition time is of 1.2 μs.  

Intensity of the MHD-interaction is 
estimated by the Stewart number which can be 
written with use of the measured current in the 
circuit of the MHD - electrodes as 

 

2wkb
IBS
ρ

= , 

 
where I is the current magnitude, В- magnetic 
induction, ρ- density of the flow, V- flow velocity, 
b - size of an electrode in direction normal to the 
free flow direction and along the magnetic field, k 
is a coefficient, which allows to taking into account 
the deviation of the effective area of discharge from 
the electrode surface area equal to product bl. 
Magnitude of the coefficient is higher than 1, and, 
most likely is less than 10. Theoretically, it can be 
assessed using either a photo of the discharge, by 
the size of the glowing discharge area, or analyzing 
the data on the current distribution in the region of 
the MHD-interaction, which can be calculated. For 
instance, k ≈ 1,4 obtained by pictures of the 
luminous discharge region has been taken in the 
present work. 
 

 
 

Figure 1. Schematic of the experiment. 
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Figure 2. Dependence of the slope wave angle on the MHD-

interaction parameter at М = 6. 
 

a    b    c 

     

Figure 3. Schlieren-photos of the uniform flow around the wedge (a), and the MHD-disturbed flow (b), (с). 

1 – electrodes, 2 – wedge. 
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Results and discussion 
 

In the experiments with the flow ionization 
time of 120 μs, the slope angle of the attached 
shock wave over the wedge increases by 10 –
 12 degrees, the magnitude of the MHD-interaction 
parameter is around S ≈ 0.035. Figure 2 presents the 
slope wave angle dependending on a magnitude of 
MHD-interaction parameter.  

The study of the flow around the wedge at 
the ionization time of 12 μs has permitted one to 
obtain information about the time of the flow 
settling over the wedge surface. Figure 3 presents 
the photos of the flow obtained in the uniform flow 
(a) and in the flow with the MHD-disturbance 
region (b) and (c), which show the passing of the 
disturbed region in the streamwise direction. One 
can see that the shock wave generated by the wedge 
has a curved shape. The central part of the disturbed 
region is placed about the wedge side center, 
Figure 3, с. Comparing the photos of the uniform 
flow and the flow with the MHD-disturbance, we 
see that the flow near the wedge apex is almost 
non-disturbed in both cases.  

The slope angle of the oblique shock wave 
in the apex region is equal to 23 degrees, which 
relates to the flow over the wedge at М = 5.8. The 
slope angle of the oblique shock wave in the wedge 
side center is equal to 32 degrees, which relates to 
the flow around the wedge at М = 3. The time 
interval between two frames is of 3 μs. It can be 
seen that the slope angle is unchanged in the MHD-
disturbance region passing the wedge. Comparison 
of two consequent pictures (Figure 3) permits to 
conclude that the flow settling time is less than 3 μs 
at test conditions.  

 
Conclusions 
 

Experimental research results of the MHD-
interaction in the hypersonic air flow over the 
wedge at М = 6 and the local pulsing MHD-
influence on the flow ahead of the wedge has 
shown that slope angle of the attached shock wave 

over the wedge might be increased by 10 –
 12 degrees at the magnitude of the MHD-
interaction parameter is about S ≈ 0.035 - 0.045. 

It has been shown that the flow backup to 
its initial state during one pass of the MHD-
interaction region along the model surface. The 
flow settling time is less than 3 μs at test 
conditions. 
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1. Introduction 
 

 The actuality of the investigations on control of 
supersonic flows does not change in time in spite of 
a large number of works in the aerodynamics. This 
work is in series of works [1-3] concerned with 
possibility to control the shock-wave configuration 
by non-mechanical methods.  The two types of 
action on supersonic flow structure were 
considered: electrogasdynamic (EGD) realized due 
to heating of a gas in gas discharges of high 
intensity, and magnetohydrodynamic (MHD) by 
action of Lorentz force appeared at magnetoinduced 
current or organized in gas discharge electric 
current at transversal magnetic field.  

The aim of this work is to show possibility to 
control position of the bow shock-wave arising due 
to supersonic streamlining of a semicylindrical 
body both by EGD and MHD methods at surface 
discharge near the front part of the model.  

The main task of the work is to investigate how 
the bow shock-wave position change: 
 
1. At increase of near surface gas discharge 

intensity on nose part of the body and EGD 

interaction parameter, i.e. a ratio between heat 
of a gas in the discharge and doubled kinetic 

energy of the flow in unit volume 2u
tjEN

ρ
Δ

= ; 

2. At increase of MHD interaction in near surface 
region after bow shock wave due to increase 
Stewart parameter, i.e. a ratio between work of 
ponderomotive force in an interaction zone and 
doubled kinetic energy of the flow in unit 

volume 2u
jBLSt
ρ

= . 

Where j is current density, Е is electric field 
intensity, Δt is interaction time, В is magnetic field 
induction, L is width of interaction zone, ρ and u 
are density and velocity of incoming flow. 

 
2. Experiment arrangement. 

 
Experiments were conducted at the setup based 

on a shock tube. Figure 1 shows a scheme of the 
gasdynamic range. A working chamber in the form 
of a supersonic nozzle with the walls inclined at 110 

to the axis was connected to the butt end of a low-

 

 
 

Figure 1. Setup scheme. 
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pressure chamber. A set of copper electrodes was 
mounted into the upper and lower nozzle walls. At 
a distance of 20 cm from the nozzle entrance, at its 
axis, a body in the form of a half-cylinder was 
placed. The radius of the cylindrical part was 1.5 
cm and the total length of the body was 3.8 cm. The 
body was placed in such a manner that the flow 
passed through the region of three pairs of 
electrodes before it reached the body. Figure 1 
schematically shows the bow shock formed at 
supersonic body streamline. The set-up includes 
additionally the system of gas discharge creation on 
the basis of thyratron schemes, long lines collection 
and system of pulse homogeneous magnetic field 
creation across flow in all working chamber with 
magnetic induction value up to 1.5 T and duration 
of stationary region of action about 600 mks.            
 Xenon was used as a working gas. Such a 
choice allows us to model plasma, 
electrogasdynamic and magnetohydrodynamic 
influence upon supersonic streamline of aircraft 
head parts without additional energy expenditures 
on ionization, which is required in air experiment. 
 For investigation next working regime of the 
shock tube was chosen: moving gas (hydrogen) 
pressure is p4=21 atm, pressure in the low pressure 
chamber p2=30 Torr, shock wave Mach number in 
shock tube is M2=8. This regime is characterized by 
such named sew together contact surface in the 
region of the shock tube end, that allows 
homogeneous flow of ionise xenon in nozzle with 
duration about 600 mks.     
 The feature of presented gas discharges is that 
discharge is switched on in the ionized flow with 
some conductivity. The gas compressed in the 
shock tube stagnates before the nozzle inlet, is 
ionized thermally by means of transition of flow 
kinetic energy into heat, and then enters the nozzle. 
In the end of shock tube homogeneous xenon 
plasma with next parameters is created: atom and 
electron temperature is T5=9600 K, conductivity is 
σ5=3600 S/m, ionizing degree is α5=5·10-2. In the 
process of moving along nozzle gas is expanded in 
spite of this gas temperature decreases more 
quickly than electron temperature owing to 
comparatively long relaxation time of xenon [4]. In 
result before gas discharge the flow of already 
inhomogeneous plasma moves toward body with 
next parameters: Mach number is М=4.3, gas 
temperature is Th=1600K, electron temperature is 
Te=4600K, conductivity is σ=600S/m, ionization 
degree is α=2·10-3, flow velocity is u=1.6·103 m/s, 
gas density is ρ=0.127 kg/m3. The doubled kinetic 
energy in volume unit is ρu2=3.25·105 J/m3.  
 Flow visualization was realized by means of 
schlieren system with light source from 
semiconductor laser with electronic radiation 
pumping with pulse duration about 20 ns. Schlieren 
pictures were recorded directly to the digital photo 
camera Canon EOS 300D matrix. The main 

obstacle to obtain a good quality of pictures was 
bright own plasma radiation. For lowering of it 
filter with bandwidth in the region of laser 
wavelength 656 nm and narrow collimator before 
knife was placed. Plexiglass windows decreased the 
quality of imagers too. From schlieren pictures of 
flow the distance d along nozzle axis from bow 
shock wave to the body’s nose part was determined 
and bow shock wave shift from first position d0 
without any action was investigated depending on 
organized flow conditions. 

2. Surface discharge near the front edge of the 
model. 

 
 Body in a form of semicylinder with 

horizontal electrodes on the nose part was made for 
investigation of near surface discharge influence on 
bow shock wave position. Electrodes arrangement 
is shown on figure 2. 

 

 
 

Figure 2. Body with horizontal electrodes. 
  
 

When gas discharge is organized using these 
electrodes discharge current embraces the nose part 
of the body by half-circle trajectory as shown on 
Figure 3. When magnetic field is switched on 
electrical current vector remains orthogonal to the 

 

 
Figure 3. Illustration of ponderomotive force action at 
near surface gas discharge. 
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magnetic field induction vector and Lorentz force 
acts on gas in direction from body. If current source 
polarity is changed current changes its direction to 
opposite one and Lorentz force action has direction 
to body. In that way we can control bow shock 
wave position used the near surface discharge and 
external magnetic field which compressed or 
expensed the gas in depends from current direction. 

 

  
 
Figure 4. Voltage at near surface gas discharge in xenon. 

 
 Near surface discharge in the nose part of 

the model is created by mean of current source 
named long line, which connected with model 
electrodes through diagnostic resistance R as 
schematic shown on figure 3. Before experiment 
long line is charged up to predetermined voltage Uz. 
Ionized flow coming to body initiates the discharge; 
it allows excluding additional electrical key in 

circuit, plasma flow is key. In this part experimental 
data of investigation of EGD and MHD action on 
flow parameters at discharge organized in such 
manner. 

Oscillograms of voltage in electric circuit 
are presented on Figure 4. Uz is long line charge 
voltage, Uall is general voltage which comes from 
long line to circuit, Upl voltage on plasma space, UR 
is voltage on diagnostic resistance R=0.05 Ohm. 
 

 
 
Figure 5. Oscillograms of current (red curve) and 
integral conductivity (blue curve) of xenon plasma at 
near surface gas discharge. Magenta curve is diagnostic 
laser pulse. 
 
 

On Figure 5 you can see how discharge current 
(red line) and integral plasma conductivity <σ> 
(blue line) is changed in discharge. Current value 
was changed by means of changing of long line 
charge voltage. Discharge duration is determined 

 

 
 

Figure 6. Xenon plasma luminosity at different intensity of near surface gas discharge without magnetic field. 
a) j=0; b) j=2.2·106 A/m2; c) j=6.9·106 A/m2. 
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by time of plasma flow around body that is duration 
of xenon flow in nozzle. Time of bow shock wave 
formed near model about 100 mks from flow 
beginning, next 400 mks is time of stationary flow 
around body. Flow diagnostic is realized on this 
period. Light pulse of schlieren system laser is 
shown on figure 5 by magenta line in the bottom. 
Schlieren picture is fixed in period of stationary 
flow in 330 mks after flow beginning. 

Changing of discharge current direction is 
carried out by means of changing of long line 
connection polarity. When current runs from 
bottom electrode to top one as on Figure 3 it is 
connection 1. In this case in magnetic field Lorentz 
force will be directed from model. When current is 
organized from top electrode to bottom one 
(connection 2) Lorentz force action changes its 
direction to model. If we change near-surface 

discharge current value and its direction we change 
intensity and direction of EGD and MHD action on 
bow shock wave position and flow parameters. 

Integral pictures of plasma luminosity in near 
surface region at different intensity discharge 
without magnetic field are present on Figure 6. You 
can see that luminosity embraces the front model 
edge. It is diffuse and light intensity increases with 
discharge current intensity increasing. Plasma 
conductivity in discharge region increases too.  

Dependence of plasma conductivity from 
discharge current is presented on Figure 7. 
Conductivity obtained in discharges at different 
current direction and with or without magnetic field 
are presented by correspond color and form points. 
You can see that conductivity increases with 
current increasing. Without magnetic field 
conductivity value doesn’t depend from current 
direction. In magnetic field at connection 2 
conductivity has the same value as in discharge 
without magnetic field at the same discharge 
intensity. At connection 1 conductivity is smaller. It 
necessary to note that in this case voltage polarity 
in discharge circuit is the same as polarity of 
magnetoinduce electromotive force, which induced 
in ionized gas flow moved in cross magnetic field. 
In the first stage of investigations of near-surface 
discharge influence on flow around body process 
the EGD action was studied. Schlieren pictures of 
body streamline at different discharge intensities 
without magnetic field are present on the Figure 8. 
You can see that bow shock wave moves from body 
with discharge current rising, the distance from 
model to bow shock wave increases. That is happen 
due to gas hitting in gas discharge behind bow 
shock wave. As result of hitting gas pressure 
increases in discharge region directly ahead of 
model, it leads shock wave moving away from 
body. 

  In the next work stage the investigation were 
carried out how MHD interaction influences on 

 

 
Figure 8. EGD action. Flow picture changing with near-surface discharge intensity increasing in xenon.  

a) j=0; N=0; b) j=2.2·106 A/m2, N=0.68; c) j=3.8·106 A/m2, N=1.33; 
d) j=5.3·106 A/m2, N=2.08; e) j=6.8·106 A/m2, N=2.95. 

 

 
 

Figure 7. Xenon plasma conductivity with near surface gas 
discharge current. 
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flow pictures at the background of gas hitting in 
discharge. On Figure 9 schlieren pictures of body 
streamline obtained in experiments at different 
intensity and direction MHD action are presented. 
For clearness all pictures in bottom part are 
combined with schlieren flow picture without any 
actions. Figures 9 a, b, c are obtained at the same 
discharge intensity j=3.5·106 A/m2 (I=600A). 
Streamline picture on Figure 9 a is obtained without 
magnetic field. There is wave moving from first 
position away from body. Picture on Figure 9 b is 
obtained for connection 1 with magnetic field 
В=1.4Т. In this experiment there is shock wave 
approaching to model, wave approaches to body 
most strong above and below central model axis. It 
should note that in this case Lorentz force action 
directs from model but bow shock wave approaches 

to model. Apparently, it takes place due to Lorentz 
force promotes to remove gas from body behind 
bow shock wave more quickly, it leads to gas 
pressure decreasing near body surface and wave 
approaching to body. Picture obtained with 
magnetic field В=1.4 Т at connection 2 is shown on 
Figure 9 c. There is addition wave moving away 
from body in compare with wave position in 
discharge at the same intensity without magnetic 
field (Figure 9 a) 

It takes place due to increasing of pressure 
behind bow shock wave under action of Lorentz 
force directed to body in this case; it leads to 
additional shift of bow shock wave. Pictures on 
Figures 9 d, e are obtained with MHD interaction at 
two different connections but at more intensive 
discharge j=5.1·106 A/m2 (I=900A). In both cases 

 
 

 
 

Figure 9. Changing of bow shock wave position at MHD action:  
a) B=0, j=3.5·106 A/m2 (600A);  
b) connection 1, B=1.4T, j=3.5·106 A/m2 (600A);  
c) connection 2, B=1.4T, j=3.5·106 A/m2 (600A);  
d) connection 1, B=1.4T, j=5.0·106 A/m2 (800A); 
e) connection 2, B=1.4T, j=5.0·106 A/m2 (800A). 
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there is wave moving away from body independent 
of current flow direction because in more 
insensitive discharge gas hitting action starts to 
prevail under MHD interaction, EGD action is 
stronger than MHD one. 

 

 
 

 
Figure 10. Relative bow shock wave shift at different 
intensities of EGD and MHD action at near surface 
discharge in xenon. 

 
 

On Figure 10 a there are changing curves of bow 
shock wave shift d-d0 with electrogasdynemic and 
magnetogidrodynemic action at different intensity 
and direction in dependence from discharge current 
value and Stewart parameter. All data is normalized 
on bow shock wave position without any actions d0. 
Curve 0 (red squares) is obtained at investigation of 
bow shock wave position with increasing of near 
surface gas discharge current without magnetic 
field, only at EGD action. You can see increasing 
of distance from body to shock wave with current 
increasing. Curve 1 (blue circles) is obtained with 
magnetic field 1.4 T at near surface current from 
bottom to top (connection 1). You can see that at 

small current there is shock wave approaching to 
model, wave shift is negative. Then there is wave 
moving away from body with current increasing. 
Curve 2 (green triangles) is MHD interaction at 
connection 2 (current from top to bottom) when 
ponderomotive force directs to model. In this case 
there is increasing of bow shock wave shift from 
body in compare with EGD action without 
magnetic field. It is significant that apparent shift of 
bow shock wave under MHD action is observed at 
current value about I=450-800A and Stewart 
parameters St=0.06-0.1. The EGD action starts to 
dominate with subsequent current increasing. At 
large-scale current value curves 0, 1 and 2 are near 
resemblance practically. 

 On Figure 10 b these data is given in 
dependence from EGD action parameters N. Hear it 
is necessary to take note of fact that maximum 
wave shift at MHD action at connection 1 when 
Lorentz force directs from body (blue curve) is 
reached at much more greater EGD action 
parameter then at EGD action without magnetic 
field or at MHD interaction in connection 2. At 
connection 1 Lorenzt force action on gas removing 
from body prevents to wave moving away from 
body as effect of gas hitting and pressure increasing 
behind bow shock wave. 

 Individual experiments shown that bow 
shock wave position in region of visible MHD 
action doesn’t depend from how appointed Stewart 
parameter is reached by discharge current 
increasing or magnetic field value one. At equal 
Stewart parameters bow shock wave positions 
coincide. EGD and MHD flow control of bow 
shock wave position at surface discharge near the 
front model edge is possible by means of changing 
of parameters N and St. MHD action allows to 
move the shock wave away from body as well as to 
bring the wave nearer. 

 
3. Experiments in air flow. 

 
In the work prior experiments of investigation 

of body streamline particularizes by air supersonic 
flow at presence of surface discharge near the front 
model edge were carried out. In these experiments 
an air was used as working gas instead of xenon. 
Working regime was chosen from next reasons: the 
length of ionised gas zone must be more longer 
then length of MHD interaction zone, particles 
concentration in working zone is N=1023÷1024 m-3, 
at expansion in nozzle gas temperature Тh must 
keep below condensation temperature of air 
components and probable molecular admixtures, 
temperature of thermally heated air behind reflected 
shock wave in the end of shock tube mustn't to 
exceed temperature at which there is appreciable 
changing of air molecular composition. 
Experiments were carried out at next condition in 
shock tube: shock wave Mach number in shock 
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tube is М2 =6, initial pressure and temperature of 
working gas is р1=34 Torr, Т1=300 К. In region of 
model position Х0=20 сm: М=4.3, Тh=395 К, 
u=1.87·103 m/s, N=5.34·1023 m-3, ρ=0.026 kg/m3. 
The doubled kinetic energy in volume unit is 
ρu2=9,06·104 J/m3. 
 In present experiments of EGD action on flow 
picture without magnetic field were carried out. 
Discharge in near surface region was switched on 
with similar method by means of voltage supply 
from long line. Experiments were carried out with 
minimal long line charge voltage Uz=500 V at 
which disruptive discharge arises when air flow 
comes to body. Voltage applied to circuit in this 
case is about 300 V. Current and conductivity 
oscillograms in air are shown on Figure 11. It is 
clear that stationary flow duration in air is 150 mks 
that is more less then one in xenon. Average plasma 
conductivity is <σ>≈6 S/cm, it is acceptable for 
realization of EGD and MHD action. Lighting pulse 
of laser in schlieren system is adduced on the Graph 
11 (bottom curve), picture of flow around model 
was fixed in 90 mks after streamline start. 

 

 
 
Figure 11. Oscillograms of current (red curve) and 
integral conductivity (blue curve) of air plasma at near 
surface gas discharge. Magenta curve is diagnostic laser 
pulse. 

 
 
Figure 12 demonstrates the changing of bow 

shock wave position at surface discharge near the 
front model edge (top part of photo) in comparison 
with streamline picture without external actions 
(bottom part of photo). You can see that bow shock 
wave moves away from first position, relative 

shock wave shift is 
d

dd 0−
=0,24. In this case 

EGD action parameter is Nair=5.4, it is more higher 
then at the same shock wave shift in xenon 
Nxe=0.86, but this shift in air is obtained at more 

less discharge current Iair=720A then current in 
xenon Ixe=970A (figure 10). 

 
 

 
 

Figure 12. Schlieren pictures of body streamline in air 
flow: top picture is obtained at near surface discharge 
j=4.1·106A/m2, N=5.4 without magnetic field; bottom 
picture is obtained without external action.  

 
 
4. Conclusions 

 
 In this work an investigations on gas discharge 
influence of different configuration and intensity on 
position of bow shock wave arising due to 
streamlining of semicylindrical body by a 
supersonic flow were carried out. A possibility to 
control of bow shock-wave position by plasma, 
electrogasdynamic and magnetohydrodynamic 
methods were considered.  

It was shown that 
1. The bow shock wave shifts at 

electrogasdynamic method due to discharge in 
near surface region in the nose part of the body 
behind shock wave. This method is concerned 
with heat action of the discharge.  An increase 
of the distance between the shock wave and the 
body is the result of pressure increase behind 
shock wave due to strong heat of a gas in the 
discharge. By changing gas heating degree 
namely parameter of electrogasmagnetic action 
N it is possible to change the bow shock-wave 
position. 
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2. At switching-on of external magnetic field 
orthogonal to the flow and near surface gas 
discharge current it is possible to make 
magnetohydrodynamic control of the bow 
shock-wave position by Lorentz force effect. At 
changing of gas discharge current direction to 
opposite one the Lorentz force direction also 
changing. In this case Lorentz force removes 
gas from model or presses gas to model, i.e. 
increase or decrease pressure behind bow shock 
wave. By changing direction of Lorentz force 
and MHD interaction parameter St it is possible 
to change the bow shock-wave position as to 
move wave away from body as to approach it to 
body. 

3. Preliminary experiments with air plasma were 
also carried out.  It was shown that it is possible 
to make EGD action on shock wave 
configuration at organizing a surface discharge 
near nose part of the body. 
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Abstract. This paper reports the results of numerical studies of axisymmetric flow in a plasma accelerator with the 
impenetrable equipotential electrodes. The calculations were performed using a two-dimensional two-fluid 
magnetohydrodynamic model taking into account the Hall effect and the conductivity tensor of the medium. The lead 
numerical experiments have allowed to investigate the features of the plasma dynamics in a vicinity of the electrodes and to 
execute the comparison to the available experimental data. 
 
 
Introduction  

 
 Till now it has not been developed the MHD-
model of the plasma flow which would describe in the 
adequate image the processes near to the electrodes 
and the phenomenon of the current crisis in the 
elementary plasma accelerators with continuous 
impenetrable electrodes [1]. During too time the 
corresponding experimental researches which have 
revealed the phenomenon of the current crisis are 
executed already enough for a long time, and also the 
theoretical substantiation of the reasons of occurrence 
of this phenomenon is given. Besides, the various 
modifications of the quasi-steady plasma accelerators 
(QSPA) are offered and tested (see, for example, [2-
6]), which allow if not completely, at least, partially to 
solve a problem of interaction of the plasma streams 
with electrodes.    
 It is necessary to remind that the elementary 
plasma accelerators consist of two continuous coaxial 
electrodes connected to an electric circuit. The gas 
which is ionizing in an interelectrode interval moves 
continuously between the electrodes. The electric 
current flowing along an internal electrode generates 
an azimuthal magnetic field and the plasma is 
accelerated along an axis of system under the action of 

the Ampere force [ ]Hj ,1
c

. Last experimental 

development [6] based on the theoretical analysis [7-
10] corresponds the ion current transport regime with 
the penetrated electrodes at the presence of an 
additional longitudinal magnetic field. This field 
allows to reduce essentially the area of an anode 
stream caused by the plasma inflow through the 
anode. In this case researches have shown that in a 
vicinity of electrodes the formation of the boundary 
layers and the occurrence of any instability are not 
observed. Generation of the high-speed streams of 
plasma in QSPA is of interest for the solution of 
problems of injection in the various thermonuclear 
installations, of the interactions of plasma with 
materials, realizations of some technological 

applications, and also for the perspective development 
of the electrojet plasma engines.  

 In practice the continuous impenetrable 
electrodes continue to be used in a lot of cases. The 
theoretical analysis [1] of the plasma dynamics across 
a magnetic field ϕHH =  in a vicinities of the 
equipotential impenetrable electrode ( VE ⊥ , 

0=nV , 0=τE ) has been spent on the basis of the 
generalized Ohm’s law. As ie VV ≠ , the account of 
the Hall effect and parameter ee τω  leads to the 
occurrence of the longitudinal Hall’s component of a 
current ⊥≅ jj ee τω||  and to the pushing of 

plasma from the anode. In turn the concentration 
reduction in a vicinity of an electrode increases the 
parameter ee τω  and increases a current along the 
anode and the pushing of plasma from an electrode 
even more. As a result under certain conditions there 
can be a full reorganization of the flow structure. The 
large-amplitude oscillations occur in the accelerator. 
In experiments this phenomenon exerts the greatest 
effect on the volt-ampere characteristics. When the 
discharge current in the system is higher than a certain 
critical value crJ , the discharge voltage begins to 
grow rapidly and the system prevents the passage of 
currents of the greater value. The experiments have 
shown that up to critical regimes will be defined by 
the discharge current mJKJJ &=< crp , where K  
is the empirical constant which magnitude is defined 
basically by the geometry of electrodes, and 

im mmeJ /&& =  is the flow rate m&  expressed in the 
current units.    
 In theoretical and numerical researches the 
influence of boundary layers on the basic stream is 
realized through the boundary conditions which 
should consider the character of the interaction of 
plasma with the surface of metal or insulator. Earlier 
the simplified numerical models (see, for example, 
[11, 12]) which did not include the dependence of 
coefficients in the equations and boundary conditions 
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from parameter ee τω  were used. The former level of 
models excluded an opportunity of the comparison 
with the theory of the phenomenon of the current 
crisis. Besides in the previous numerical models the 
dimensionless parameters were used mainly. Such 
practice did not promote the comparison with the 
experimental data. In calculations the so-called anode 
explosions which occurrence was treated on the basis 
of the theory were observed, but in any way it did not 
confirm the theory. Differently the numerical models 
used earlier did not allow to reveal the true nature of 
processes.    
  The present researches are directed on the 
detailed studying of the plasma dynamics in the 
coaxial accelerator with the continuous electrodes on 
the basis of the full MHD model according to [13]. 
The various modifications of two-fluid MHD model 
answer the statement of the various boundary 
conditions and have been used earlier for the 
comparison of the two-dimensional axisymmetric 
numerical and analytical models [4,14], and also for 
the analysis of the ion current transport regime in 
QSPA with the penetrated electrodes at the presence 
of an additional longitudinal magnetic field [10]. At 
the given stage it is a question of numerical researches 
of the processes near to the electrodes and the plasma 
dynamics in QSPA with continuous electrodes at the 
presence of the unique azimuthal component of the 
magnetic field.        
 
1. Formulation of the problem. 
  
 In the given work the two-dimensional two-
fluid numerical model which allows to study the 
plasma dynamics in the accelerator with continuous 
electrodes at the various values of the plasma 
parameters on an input in the channel is considered. 
The basis of model is made with the MHD equations 
taking into account the Hal effect ( ie VV ≠ ), the 
conductivity tensor of the medium and the dependence 
of the transport coefficients in the magnetic field from 

ee τω . Following [13] we consider that plasma is 
quasineutral nnn ei ==  and ignore the inertia of 
electrons ( ie mm << ). In the examined range of the 
problem parameters the standard estimates of the heat 
transfer and the characteristic time of the energy 
exchange between the components show that 

TTT ei =≅ . In this paper we will restrict ourselves to 
the dynamics of a hydrogen plasma 
( pi mmmZ === ,1 ) often used in experiments.  
 The simple transformations of the initial 
transport equations using the magnetic field induction 
equation and the above assumptions yield the 
following system of equations [15]: 
 

      0=+ Vρ
∂
ρ∂ div
t

 ;    [ ]HjV ,1
c

P
td

d
=∇+ρ  

( ) ( )
n

div
e
P

T
e

kdivQdivP
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d e jjqV +∇
−

+−=+ ,
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EH rot
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∂
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[ ] RHVE
neeP

neec
11,1

+∇−−=  
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π4
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( )∇+
∂
∂

= ,V
ttd
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       ( ) TccPPP vpei ρ−=+= 2   ;       Tvc2=ε    
 
Here iVV = , P  is the total pressure, nm=ρ  is the 
heavy-particle density, j  is the electric current, and q  
is the heat flux. The transport coefficients in the 
magnetic field depend on the parameter ee τω , where 

cm
He

e
e =ω  is the electron cyclotron rotation 

frequency, 
( )

nZe

Tkme
e 24

2/3

24

3

λπ
τ =  is the time 

between electron-ion collisions, and λ  is the 
Coulomb logarithm. 

The force of friction between the components 
of the medium TRRR j +=  is the sum of the friction 

force jR  due to the presence of the relative velocity 

neie /jVVu −=−=  and the thermal force TR  
dependent on the temperature gradient. According to 
[13], we have  

 

       ( ) ( ) ( ) [ ]⎟
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  where   ( )HHjj ,
2

1
//

H
=    and     

[ ][ ]HjHj ,,
2

1

H
=⊥     

 
are the vector components parallel and perpendicular 
to the magnetic field; 3,2,1A  и 3,2,1B  are known 

functions of the variable quantity eex τω= ; 

eee mne /2 τσ =  is the electrical conductivity of the 
medium. The electron heat flux also consists of two 
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flows: e
T

e
e qqq j+= . The heat flux  e

Tq  due to 

the temperature gradient can be ignored since 
ee

T qq j<< .  In addition, the ion heat flux is much 

smaller than the electron heat flux  ( ei qq << )  
and hence it can also be ignored. Then 
 

  ( )( +−=≈+= jqqqq j xB
e
Tke

ie 2  

          
( ) ( )

( )
( ) [ ]⎟⎟

⎠

⎞
+

−
+ jHHHj ,, 321

H

xB

H

xBxB
 

 
The total heat release due to collisions is equal to    

 

( )jR,1
ne

QQQ ei =+= . 

 
The experimental researches (see, for example, [2-
6, 16]) and estimates of the parameters in the 
considered range indicate that using the classical 
transport coefficients is to a certain extent justified 
in numerical solutions not only of this problem but 
also a large number of other plasmadynamic 
problems (see, for example, [16, 17]). 
 

Parameters of the problem. Equations are 
transformed and written in dimensionless form. As the 
normalizing quantities we use the following 
dimensional constants: the channel length L  and the 
characteristic values of the concentration 

( )000 nmn =ρ , temperature 0T , and azimuthal 
magnetic-field component at the channel inlet 

0
0

0 /2 RcJHH p== ϕ . Here 0R  is the radius of 

the outer electrode; pJ  is the discharge current in the 
system. Using this values the pressure is normalized 
by the quantity π4/2

0H , the characteristic velocity 

by 000 4/ ρπHV = , time by 00 / VLt = ,  

the electric field intensity by cVHE /000 = , and 
the current density by the quantity 

LHcj π4/00 = . The initial dimensional quantities 
are related to the dimensionless parameters used in the 

problem as follows: 
04 n

m
Le

c
π

ξ =  is the local 

exchange parameter characterizing the role of the Hall 
effect in the two-fluid regime; 2

00 /8 HPπβ =  is 
the ratio of the gas and magnetic pressures at the inlet 

( 000 TnkP = );
σπ

ν
0

2

4Re
1

VL
c

m
== is the 

magnetic viscosity which is inverse proportional to the 
magnetic Reynolds number corresponding to Spitzer 

conductivity. Using ξ  and ν  we obtain the value of 
the fourth dimensionless parameter participating in the 

problem 
ρν

ξ
τω

H
x ee == . 

In the plasma flow the dimensionless 
conductivity depends on the temperature: 

2/3
0Re Tm σ= ; the parameter ee τω  can also have 

the different values at each points of the channel. 
According to the lead [2-6] and perspective 
experimental researches we choose as the 
characteristic units of a problem, for example, the 
following values: 316

0 cм10 −=n ; эВT 10 = ; 

kAJ p 500= ; мL 2.1= ; мR 5.00 = . The given 
values are used for calculation of the base variant.  In 
this case, the values of the dimensionless parameters 
of the problem are 1.0=β ; 0019.0=ξ ; 1.910 =σ . 

If 1=T and 1=ρ  we have 17.0=ee τω  and 
011.0=ν .  

In fact the dimensionless parameters, along 
with the equations and boundary conditions, 
determine the plasma flow in the channel. Thus it is 
not necessary to forget that in space of the 
dimensionless parameters β , ν , ξ , and ee τω  only 
very small area answers the physically admissible 
values of the initial dimensional parameters 0n , 0T , 

pJ , and L . It should be noted that in modern plasma 
accelerators we have 1<<β . Therefore the 
temperature background has an insignificant effect on 
the plasma flow dynamics. Accordingly the radiation 

 
 

Fig. 1. The example of the transonic plasma flow. 
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transport is not a necessary element of this study and 
can be taken into account in the following. 

 

 
 

 
 

Fig. 2. Distributions of a) density and b) longitudinal 
component of velocity along the anode for the various 

values of the characteristic plasma concentration on the 
input:  solid curves 1- n0=1016cm-3, dashed curves 2 - 

n0=0.22⋅1016cm-3, and dashed-and-dotted lines 3 - 
n0=0.18⋅1016cm-3 

 
 

 Features of numerical model.  At the 
presence of the unique azimuthal components of a 
magnetic field and under condition of the axial 

symmetry of flow ( 0≡
∂
∂
ϕ

) it is had as a result the 

five equations for the variables ϕρ HVV rz ,,, , and 
T  or the entropy S . The electric current in plasma is 

defined by means of the relations 
z

Hr

r
j r ∂

∂
−=

ϕ1  

and 
r

Hr

r
j z ∂

∂
=

ϕ1 .  

For the given electrode profiles the 
curvilinear computation domain in the variables  
( zr, ) is mapped to a unit square 1,0 ≤≤ zy  by 
means of the relations ( ) ak ryryr +−= 1  where 

functions ( )zrk  and ( )zra  also describe accordingly 
the profiles of the cathode and the anode. Taking into 
account of the Jacobean of the map the initial unsteady 
MHD equations are written in the new variables in 
divergent form. The numerical solution of the problem 
is based on the coordinate split. We use the SHASTA-
FCT algorithm [18] for the hyperbolic part of the 
differential equations and the flux sweep method [19] 
for the parabolic part describing the diffusion of the 
magnetic field. The numerical solution of the problem 
is performed until the establishment of flow. Use of 
this method is also justified by the fact that the 
characteristic relaxation time is much smaller than the 
discharge time. Therefore a qualitative analysis of the 
processes is based on the obtaining of the quasi-
steady-state solutions. The quality assurance of the 
numerical experiments was carried out by means of 
the test calculations on the various grids. 

 

 
 

 
 
Fig. 3. Distributions of a) density and b) longitudinal 
component of velocity in the cross-section direction at 

875.0=z . 
 
 

Boundary conditions. At the channel inlet 
0=z  the conditions of the subsonic plasma flow with 

the known distributions of the density ( ) ( )rfr 1=ρ  

and temperature ( ) ( )rfrT 2=  are imposed. In the 
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given work we shall consider that 1=ρ  and 1=T  at 
the input. Ignoring the additional equation of the 
electric circuit we can assume that the current has a 
constant value and enters to the system only through 
the electrodes, i.e. 0=zj  at 0=z  or 

constrHr == 0ϕ  where LRr /00 = . The 

plasma moves in a certain direction, for example, 
along the coordinate lines. The channel geometry 
can be determined using the analytical 
constructions [9]. The electrode shape 
corresponding to these constructions (Fig. 1) 
allows to realize the transonic flow.  In the central 
narrowest part of the channel there is transition 
through the fast magnetosonic wave velocity or 
velocity of a signal [1] in the absence of a 
longitudinal magnetic field. Therefore at the outlet 
for hypersonic flow the free outflow conditions 
are specified.  

The boundary conditions assumes that 
the electrodes ( )zr a  and ( )zr k  are equipotential 

( 0=τE )  
 

2. Results of calculation of plasma flow.  
 

 The steady-state transonic plasma flow is 
presented in fig. 1 for the specified above 
characteristic parameters of a problem. Figure 
demonstrates: a - the electric current ( )rz jj ,  
(contour lines of functions constHr =ϕ ) and 
line of transition through velocity of a signal 
(dashed line); b - a projection of velocity of the 
ion component on a plane ( )zr,  in the various 
points of the channel and distribution of the 
contour lines for density ( )rz,ρ ; c - distribution 
of temperature ( )rzT , . The polarity of electrodes 
specified in fig. 1а answers the standard 
experimental researches. The scale of vectors in 
fig. 1в is allocated and defined by the 
characteristic velocity 0V .  

We can see in fig. 1а (dashed curve) that 
in the middle of the channel the velocity of the 
stream passes through the velocity of signal 

ρ/22 HVV Ts += . Here ργ /PVT =  is 

the thermal gasdynamic velocity of a sound. 
According to fig. 1в the acceleration of plasma 
depends from value r  in a considered case of the 
uniform inflow of plasma 1=ρ . At smaller 
values r  the acceleration and velocity is greater.  

The change of value of the characteristic 
plasma concentration 0n  at the inlet leads to the 
qualitative reorganization of the plasma flow in a 
vicinity of the external anode. The distributions of 
a) density ρ  and b) longitudinal component of 
velocity zV  along the anode are presented in fig. 

2 at the various values 0n . Solid curves 1, dashed 
curves 2 and dashed-and-dotted curves 3 in figs. 2-4 
answer to values 316

0 cм10 −=n , 

 

 
 

Fig. 4. Distributions  of  a)  radial,  b)  longitudinal 
components of current and c) parameter ee τω  along the 

anode for various values n0. 
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316
0 cм1022.0 −⋅=n , and 316

0 cм1018.0 −⋅=n  

accordingly. The decrease of parameter 0n  conducts 
to the formation of the obviously expressed layer in 
the vicinity of anode. It is visible in fig. 2 that for 
rather small values 0n  the leaving of plasma from the 
anode under the action of the Hall’s component of the 
current leads to the essential decrease of the density 
ρ  and the significant increase of the longitudinal 
components of velocity zV  in a vicinity of an 
electrode at 6.0>z , i.e. on a outlet part of the anode. 
In fig. 3 for the specified above three values 0n  the 
distributions of a) density ρ  and b) longitudinal 
components of velocity zV  in a cross-section 
direction are represented at 875.0=z . The given 
figure illustrates the formation the layer in the vicinity 
of anode adequating to the more high- velocity stream 
of the rarefied plasma more brightly. In the absence of 
diffusion for the ideally conductivity plasma it would 
be possible to speak about the formation of the 
tangential break in a vicinity of the anode. The surface 
of such break would represent itself the conic surface. 
The directing of the conic surface would cross the 
anode under a sharp corner at values 5.0≈z . It is 
necessary to notice that also as in the presented work 
the any correct research of dynamics of the plasma 
adjoining to a surface of electrodes assumes the 
account of the finite plasma conductivity and the 
accurate realization of the boundary conditions on 
electrodes.    

The coordination of the presented two-fluid 
MHD-model with the theory of the phenomenon of 
the current crisis is based on the appeared opportunity 
to investigate the behavior of the plasma currents in a 
vicinity of electrodes together with the respective 
alteration of the coefficient ee τω  depending on the 
parameters of a problem. The distributions of a) radial 

rj  and longitudinal zj  components of a current, and 
also c) parameter ee τω  along the anode for specified 
above three values 0n  of the characteristic 
concentration of plasma at the inlet are presented in 
fig. 4. If the distribution of a radial current practically 
does not vary that the distribution of a longitudinal 
current zj  along an electrode essentially depends on 
values 0n . The decrease of parameter 0n  leads to the 

essential growth of value zj . The essential growth of 
a variable ee τω  is simultaneously observed. When 

316
0 cм1018.0 −⋅=n  we have 9.18=ee τω  on a 

outlet part of the anode (the curve 3 in fig. 4с 
corresponds to values 9.00 << z ). All distributions 
answer the stationary flows calculated by means of the 
relaxation method. After the relaxation to the steady 
state flow the further calculation within the limits of 
any time interval and any quantity of steps on time 

gives a root-mean-square deviation of the solutions 
which are not exceeding 0.3 % for all MHD-variables.    

 

     
 

Fig. 5.  The critical values of the characteristic plasma  
concentration at the inlet in the accelerator channel. 

 
 

Even greater decrease of the characteristic 
concentration of particles up to value 

316
0 cм1017.0 −⋅=n  conducts to the qualitative 

reorganization of processes. The flow is not become 
stationary. On the contrary the fast increase of values 

zj  and ee τω  in the vicinity of the outlet part of the 
anode in the full conformity with the theoretical 
prediction of development of the phenomenon of the 
current crisis is observed. Thus the density in the 
vicinity of the anode has very small values 01.0<ρ  
and its further decrease made calculation not possible 
and not correct within the framework of MHD-model. 
Accordingly for the given magnitude of a discharge 
current kAJ p 500=  the value 316

0 cм1018.0 −⋅=n  
can be considered as the critical value of the 
characteristic plasma concentration crn . If crnn >0  
we have the laminar stationary flows. In case of 

crnn <0  the quickly increasing instability describing 
the phenomenon of the current crisis is observed.  

As a result of a series of calculations for the 
various values of the discharge current pJ  the critical 

values of the characteristic plasma concentration crn  
at the inlet in the accelerator channel presented in fig. 
5 have been certain. It has appeared that in a plane of 
variables ( pJ , crn ) the boundary between the 
laminar and unstable modes is the linear function 
represented in figure. The important characteristics of 
flow are the mass flux m&  and the integrated exchange 

parameter 
m

p
J

J
=∑ξ  where im mmeJ /&& =  is the 

mass flux expressed in current units. The 
dimensionless mass flux  
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Fig. 6.  The boundary between the steady-state 
andinstability modes of flow. 

 
 

∫=
a

k

r

r
z rdVrm ρπ2)  can be defined in any cross-

section of the channel for the stationary plasma 
streams considering that the conservation laws are 
carried out during the calculations with a good degree 
of accuracy. The chosen units of measure allow to 
define easily the dimensional magnitude of any value 
including the mass flux m&  (g/s). For example, the 

variant of calculation in case 316
0 cм1018.0 −⋅=n  

and kAJ p 500=  gives the values 08.49=m& g/s  and  

1.0=∑ξ .  
 As it was specified in introduction the 
experiments lead to the following approximate 

relation K
J

J

m

cr
≈

2
 in which the critical value of a 

discharge current crJ  participates and the constant 
K  depends basically on the geometry of the channel. 
It is obvious that the given relation can be used for 
definition of the critical value of the mass flux at the 
certain value of the discharge current. To each point of 
the graph represented in fig. 5 there corresponds the 
magnitude m)  which allows to calculate easily m& , 

mJ  and mJln . In fig. 6 the corresponding graph is 

presented in the plane of variables ( pJln , mJln ). As 
it has appeared this graph defines also the linear 
dependence equivalent to those that is represented in 
fig. 5. By means of fig. 6 it is easy to calculate the 
coefficient α  in relations KJJ pm lnlnln −⋅= α  

or K
J

J

m

p
≈

α
 which define the critical values of the 

mass flux at the certain discharge current or on the 
contrary the critical values of the discharge current at 
the known mass flux. Calculations lead to value 

44.1≅α .       

Thus the results of the numerical experiments 
allow to speak about the comprehensible qualitative 
conformity with the available approximate 
experimental data. 
 
Conclusions 

 
The prominent features of the flow dynamics 

in a vicinity of the anode in the channel of the plasma 
accelerator with continuous electrodes are revealed. 
Researches have confirmed the theory of the 
phenomenon of current crisis. The formation of a layer 
near to the anode and the occurrence of the processes 
which proceed to the current crisis are revealed.  As a 
result of a series of calculations the comparison to the 
experimental data defining the presence of the critical 
modes has been executed in the terms of the values 
рJ  and m& . 
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Shock wave – gas inhomogeneity 
interaction takes place in many gasdynamic 
processes. Two types of gas inhomogeneity are 
researched experimentally and numerically most of 
all. The very first, it is the extreme case of lengthy 
gas inhomogeneity thin layer (flow lengthwise 
direction) realized by heat or light gas layer, when 
the dimension of interaction region is much larger 
then gas inhomogeneity transversal dimension [1-
6]. It is significant, for this case, that incident shock 
wave propagates lengthwise the boundary 
separating two examined gases, and this boundary 
is thin contact discontinuity region of gas 
parameters (density). This gives large-scale flow 
restructurisation and λ-shock configuration 
formation in more dense gas. However, it is [7] 
numerically showed that λ-shock configuration is 
formed at shock wave impact on infinitely thick 
step (layer) of light gas. This indicates determinant 
role of shock front orientation with regard to two 
gases contact boundary position. 

The second type of gas inhomogeneity  is 
characterized by the sameness and finiteness of the 
transversal and longitudinal gas inhomogeneity 
dimensions, and its ordinarily spherical form [8-
16]. That gas inhomogeneity is realized by short 
pulse of energy input into a small volume (laser 
spark in experiment [8,10], numerical simulation 
[9-11,14]) or by spherical volume of spatially 
homogeneous light gas (in experiment soup film 
bubble filled with light gas [12,15,16], numerical 
simulation [13,15,16]). Shock wave – spherical gas 
inhomogeneity interaction is accompanied by 
evolution  of the angle between shock front and gas 
inhomogeneity boundary, and, as a result, different 

shock configurations are realized as for shock wave 
refraction at inclined shock impact on a boundary 
separated two different gases. This interaction is 
studied now at research of the effects on shock 
wave configuration [6-11, 14] in connection with 
plasma aerodynamics problems, and at research of 
gas inhomogeneity deformation [12, 16] and 
development of bubble boundary instability in 
connection with inertial thermo-nuclear fusion 
problems [15, 16]. 

The present study associated with the last 
works [12-16], but given one has following 
peculiarities: gas inhomogeneity (ellipsoid or 
sphere) was created by pulse gas discharge and has 
diffusive boundary and it is not essentially uniform 
inside his volume. The aim of this paper is 
continuation of the works [19, 20] where the effect 
of gas discharge on shock wave Mach reflection 
was studied as research of shock wave front 
evolution during impact on gas discharge gas 
inhomogeneity. 

The experiments are carried in a shock tube 
in air at initial pressure 4000Pa (30Torr) and 
incident shock Mach number 2.2 – 2.4. The pulse 
discharge of 0.1-2.5ms duration was initiated 
before the shock arrival at interaction region in 
dielectric experimental chamber of 72*72mm 
cross-section between electrodes (gap – 17mm) 
located on shock tube axis. The energy input was 
about several Joules. Visualization of the evolution 
of quasi-spherical gas inhomogeneity and 
interaction with incident shock is carried out by 
shadowgraphie with shadow device TE-19 and 
digital camera DICAM-Pro. 

Some Features are revealed using shock tube 

 

 
 

Fig.1. 
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experiments: 
On Fig.1, for gas discharge duration of 1.6ms, 

the gas discharge region (at the left), produced gas 
inhomogeneity (in the center), and the picture of the 
interaction of shock with gas inhomogeneity (on the 
right) are presented. 

On Fig.2 positions of different characteristic 
points of the flow in function of the incident shock 
position are presented. Hear diamonds – incident 
shock; squares – positions of shock passed through 
gas inhomogeneity; triangles – positions of 
following gas inhomogeneity boundary; crosses – 
positions of inhomogeneity boundary at incident 
shock entry. We can see the different point 
velocities, and by extrapolation we can find a point 
of incident and transmitted shocks joining. 

Further study of this interaction will be 
undertaken for additional data on triple-shock 
configuration parameters. 
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Abstract. The nonlinear analysis of the problem of the stability of the converging shock waves in media with arbitrary 
equation of state is conducted on the basis of numerical modelling. The behaviour of viscous converging shock waves in the 
ambiguous representation Hugoniot regions as well as in the region of the neutral stability is considered. The solutions for 
converging and plane shock waves are compared.  
 
 
Introduction 
 

In our previous works [1-4] we have 
shown that the linear theory of the plane shock 
wave stability in media with arbitrary equation of 
state [5,6] permits to check the Hugoniot for 
fragments in which the shock wave stability is 
violated, but it improperly determines the 
boundaries of these fragments as well as features of 
the observed shock anomalies. In particular, the 
Hugoniot fragment meeting to either of two linear 
criteria of the shock wave instability L<−1 or 
L>1+2M (the notations are the same as in the 
works cited above) is always overlapped by the 
region of the ambiguous representation of the shock 
discontinuity. When the shock wave belongs to the 
ambiguous representation region conditioned by the 
instability criterion L<−1 fulfilment, the initial 
shock splits into composite (incomplete or 
complete) compression wave. If the ambiguity is 
associated with the condition L>1+2M, the shock 
front acquires unsteady cellular structure. The latter 
is explained by the switching of the shock 
parameters between the admissible wave 
configurations. The switching is induced by the 
transverse waves which propagate along the shock 
front from the post-shock side. The spontaneous 
sound emission from the neutrally stable shock 
waves (condition L0<L<1+2M) is not observed. If 
the emission is forced, acoustic waves downstream 
the shock front are damped but much slower than 
that for absolutely stable shock waves. 

Clearly, it is not possible to extend 
automatically the results obtained to converging 
cylindrical or spherical shock waves – if just for 
their geometry and intensity growth in the 
converging process. Meantime, the problem of their 
stability is the more so actual that converging shock 
waves are powerful and frequently used tool to 
achieve extremely high compression [7-9]. The 
thermodynamic properties of shock compressed 
matter may be far from ideal; however the problem 

of converging shock wave stability for arbitrary 
thermodynamic properties has yet to be considered. 
The solution of this problem is additionally 
complicated by the fact that converging shock may 
lose their spatial symmetry (peculiar instability 
kind) taking polygonal (polyhedral) shape 
periodically varied in time (see, i.e., [10]). 

In the given paper the nonlinear analysis 
of the problem aforementioned is conducted on the 
basis of numerical modelling. The behaviour of 
viscous converging shock waves in the ambiguous 
representation Hugoniot regions as well as in the 
region of the neutral stability is considered.  

 
1. The numerical model 
 

The problem has been considered in one- 
and two-dimensional formulations in the viscous 
heat-conductive model: 
 

0)ρ(ρ =⋅∇+∂ vt , 
0)τδρ()ρ( =−+⊗⋅∇+∂ pt vvv , (1) 

0))(()( =+⋅−+ρ⋅∇+ρ∂ qvv τp/ρEEt , 
250 v.eE += . 

 
The model equation of state [4] 

)))-exp(-(4-)(4)exp(--(1)( 222 VVpεpV,pe +=
 (2) 
 
has been used in calculations: The viscous stress 
tensor τ and heat flux density q have been 
determined by the expressions: 
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were i is enthalpy, The second viscosity is 
disregarded in Eq. (3); the model character of Eq. 
(4) is caused by the incomplete form of the model 
equation of state (2). 

The second order TVD scheme with 
upstream differences based on the algorithm [11] 
with the extension [12] to an arbitrary equation of 
state has been used to determine inviscid fluxes 
through the numerical cell boundaries. The terms of 
the equations associated with the inclusion of 
viscosity and heat conduction were approximated in 
a standard second order symmetric scheme. The 
introduction of physical diffusion and dissipation 
makes it possible to a certain extent to suppress the 
influence of the numerical effects of the motion of 
the shock wave through the grid cells on the 
solution, but does not affect choice of the solution 
in the region of its nonuniqueness [13]. The grid 
step size and Reynolds number Re have been taken 
from the condition of the resolution of the shock 
wave structure (no less than ten grid steps); the 
Prandtl number Pr has been taken to be 1. 

 
2. Ambiguous representation of converging 
shock waves (one-dimensional analysis) 
 

The process of the shock wave converging 
can be considered as “sliding” along Hugoniot from 
the initial state to the focus with very large 
pressure. Let converging shock wave pass on its 
way through the region of ambiguous 
representation or arise inside this one. The one-
dimensional description of the shock wave behavior 
in the converging process is valid if the solution 
keeps the cylindrical (spherical) symmetry. This 
fact may be checked in the following two-
dimensional calculations. 

The one-dimensional analog of the system 
of equations (1) has been solved. The equation of 
state (2) permits to build Hugoniot curve including 
segments associated with linear criteria of the 
instabilities of both types and neutral stability 
obtained for the case of plane shock waves. The 

Hugoniot curve used in calculations is shown in 
Fig. 1a in p-V and p-u coordinates. Intervals АВ 
and EF are the instability regions meeting 
conditions L<−1 and L>1+2M, respectively; 
intervals АС and DG are regions of shock wave 
ambiguity conditioned by fulfillment of these 
criteria. 

The initial conditions for radial flow with 
converging shock wave have been assigned in the 
form: 
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where the parameters with subscripts 0 and 1 
correspond to the Hugoniot relations. In the interval 
r0–δ < r < r0+δ a monotonic smoothing of the 
discontinuity is specified, which can be considered 
as a weak structure perturbation of the shock front 
at the initial instant. The value of δ is taken to be 
equal to five grid steps. Grid cell number is 103, the 
average grid step (the grid is condensed to the 
centre of converging) is correspondingly 10-3. The 
symmetry condition has been assigned in the focus; 
the nonreflecting conditions are specified at the 
external boundary.  

The calculations have been shown that 
converging shock waves passing through or 
initiated inside the ambiguity region AC (Fig. 1a) 
(remind this region is associated with fulfillment of 
the instability condition L<−1) split into composite 
(incomplete or complete) compression wave, i.e. 
behave like plane shock waves [4]. The example of 
such splitting for the case of the spherical shock 
wave is presented in Fig. 1b. The initial shock wave 
position on the Hugoniot is just above point B. It is 
seen that the shock wave splits immediately with 
creation of complete composite compression wave, 
i.e. two like-directed shock waves divided by 
isentropic compression wave [4]. This structure is 
preserved until leading shock approaches the focus. 
The closed shock is behind the leading one that is 

 

 
          (a)                   (b)                   (c)                  (d) 

 
Figure 1 
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the condition of such wave configuration existence 
[4]. The pressure drop on the closed shock wave 
remains practically constant up to the focus 
neighborhood when reflected and converging 
elements of the composite compression wave begin 
to interact of one another. The study of this stage of 
the process was not conducted because it requires 
very fine grid. Note the simulation of cylindrical 
and spherical converging shock wave behavior in 
this Hugoniot region has given the same results. 

The simulation of the converging shock 
wave passage through the ambiguity region DG 
(Fig. 1a) (as mentioned above this region is 
associated with the criterion L>1+2M fulfillment) 
has demonstrated fundamental distinction from the 
plane shock wave behavior. If the plane shock 
belongs to this region, it breaks up always. The 
choice of resulting wave configuration (oppositely 
directed two shocks or shock wave and rarefaction 
wave) is defined by the position inside the interval 
DG and initial perturbation type (weak compression 
or rarefaction wave). This fact predetermines the 
inception of cellular structure of shock wave in 
multidimensional case [4]. By contrast the 
converging shock keeps absolutely stable in 
interval DE and breaks up in interval EG; 
moreover, only configuration with two oppositely 
directed shock waves arises. 

The example for the case of the spherical 
converging shock wave is presented in Fig. 1c. The 
initial shock wave position on the Hugoniot is just 
below point D. It is seen that inside interval DE the 
converging shock wave doesn't break up. Note the 
similar results were obtained for the case of 
diverging shock waves. As it is shown in Fig. 1d, 
the diverging shock runs into the ambiguity region 
DG from the side of larger pressure. In interval FG 
it keeps absolutely stable; in interval DF the 
diverging shock breaks up into oppositely directed 
shock and a rarefaction waves. Other 
configurations do not arise. 

 
3. Ambiguous representation of converging 
shock waves (two-dimensional analysis) 
 

The problems considered in previous 
chapter have been also solved in two-dimensional 

approximation. The initial data have been assigned 
as follows: 
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where parameters with index ‘0’ and ‘1’ correspond 
to the Hugoniot relations, r0 is the radius of the 
shock wave in initial state, A is an amplitude of the 
initial periodic perturbation of the of the shock 
surface, r and ϕ  are cylindrical coordinates. As in 
one-dimensional formulation monotonous 
smoothing of the discontinuity has been performed. 
The calculations have been carried out in square 
computational region with 106 cells. The grid is 
strongly condensed to the focus. The boundaries 
are disposed so far from the initial position of the 
discontinuity that they do not affect the shock 
behavior up to its approach to the centre. 
 

 
Figure 3 

 
 

 
The two-dimensional solution for the 

cylindrical converging shock wave passing through 
the interval AC has the one-dimensional structure 
describing above. This result is predictable because 

 
 

Figure 2 
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composite compression wave is only admissible 
wave configuration. The differences might be 
expected for converging shock waves passing 
through or arising inside the interval DG because 
two admissible splitting wave configurations 
(oppositely directed two shock waves or shock and 
rarefaction waves) are possible in principle. 
Nevertheless one- and two-dimensional solutions 
coincide again in basic features. Fig. 2 
demonstrates the density distribution at initial state 
and three following instants of time. The main 
elements of the structure arising are shown in Fig. 
3. 

The initial bend of the shock surface leads 
to the transversal pressure nonuniformity in the 
post-shock flow region: behind convex and 
concave shock wave fragments pressure becomes 
less and more respectively (here “convexity” means 
the bend to the centre side). The concave fragments 
reach in first the point E at the Hugoniot curve and 
break up into two oppositely directed shock waves. 
The three-wave configurations arising as result of 
their interaction move towards to one another. After 
their merging the break up structure takes the final 
form: one shock wave of polygonal shape runs to 
the centre and other shock wave diverges outward. 
Hereafter the first acquires the cylindrical 
symmetry and its convergence to the center occurs 
in a classical manner quantitatively reproducing the 
Guderley’s solution. The diverging shock wave 
interacts with incoming waves and keeps periodical 
structure. Note the attenuation of transverse waves 
in the region behind converging shock is 
exceptional phenomenon. It is known from the 
study of the stability of the converging shock 
waves in ideal and weakly non-ideal gas [10, 14, 
15] that such shocks are unstable from the point of 
view of the formation of the polygonal structure 
with the three-wave configurations at the nodal 
points. This fact is confirmed by our simulation of 
the converging shock wave behavior. The results 
obtained are presented in Fig. 4, where pressure 
distribution at three successive points of time is 

shown. This phenomenon is important because may 
lead to reduction of the cumulation effect. One can 
assume that the tendency toward the restoration of 
the spatial symmetry of the perturbed converging 
shock waves is connected with low medium 
compressibility; however, this fact requires 
checking and explanation.  

 
4. Converging shock waves in neutral stability 
region (two-dimensional analysis) 
 

The two-dimensional problem of the 
passage of the cylindrical converging shock wave 
through the neutral stability region (the linear 
criterion L0<L<1+2M) has been solved. Unlike 
previous considerations the wide-range equation of 
state of magnesium [16] has been applied. The 
phase diagram built on the basis of this equation of 
state is shown in Fig. 5; the Hugoniot used in 
calculations is marked by letter A.  

 

 
 

Figure 5 
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The solution obtained is presented in Fig. 
6. The density gradient distribution is shown at 
three successive points of time. Unlike the case of 
plane shock wave the perturbations at the front of 
the converging shock wave do not damp. After exit 
from the neutral stability region the shock wave 
becomes stable, and the perturbations attenuate 
gradually. 
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1. Installation.  
 
1.1 Description of the installation. 
Experiments were conducted on the 

electric discharge shock tube of Ioffe Institute. It 
consists of cylindrical camera (1) with an inside 
diameter of 300 mm and with a height of 400 mm, 
supplied with receiver (length of 1000 mm, the 
diameter of 200 mm) and with electromagnetic 
shock tube (EMST) (2). Installation was pumped 
out to Р≈0,05 Tor by pump (12) through gate (11). 
Gas inlet was achieved through gate (13), and its 
pressure was controlled by manometers (14). The 
glow discharge in the camera was created between 
the conical copper electrodes water-cooled: by 
anode (5), with the diameter of 30 mm, and by 
cathode (b), with the diameter of 50 mm. The anode 
was introduced into the camera by means of the 
vacuum seal through the flange from organic glass. 
The distance between the electrodes was equally to 
65 mm. The nourishment of camera was achieved 
from the powerful, adjustable, high-voltage source 
with the use of ballast resistance. The value of 
voltage could vary from 1 kV to 10 kV, current - 
from 0,25 to 2,5 A. The current strength was 
controlled on the ammeter. 

The maximum speed of shock wave - to 
1,6 km/s, pressure in the camera 4000 PA. In the 
experiments the time profiles of the signal from the 
end of  piezoelectric pickup streamlined with the 
incident shock wave were obtained. They 
correspond to the distribution of pressure behind 
the wave. 

Experiments were conducted in the 
transonic regimes of shock wave propagation. Such 
regimes with difficulty yield to numerical 
simulation, those more in the plasma, and at the 
same time precisely these regimes are interesting 
for the practice. The experimental form of the 
distribution of pressure after shock wave in the 
plasma differs significantly from form in the gas 
without the plasma. “Two-wave” form in the 
plasma makes it possible to hope for reductions in 
the expenditures of energy of the motion of gas for 
an increase in the entropy in the shock wave, as this 
occurs in the case of the mechanical method of 
splitting wave, for example on the conical surfaces. 

 
1.2. Modernization of installation. 
 It is necessary to note that before 

beginning studies for increasing the accuracy of 
measurement was accomplished the extensive work 

 
Fig.1. Installation diagram. 

1- camera; 2- electromagnetic shock tube, 3- central electrode (EMST); 4- flanges from organic glass,  5- the anode,  6- 
cathode; 7- receiver; 8 - rod; 9- piezoelectric pickup; 10- quartz rod; 11- gate of evacuation; 12- pump; 13- gate of gas inlet; 
14- manometers. 
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on the modernization of the system of the 
registration of signal in schlieren system. Usually 
the use of the Foucault’s knife and the photoelectric 
pickup has small signal-to-noise ratio with the 
presence of electrical interference. The application 
of prism instead of the Foucault’s knife and the 
operational amplifier significantly improved use of 
schlieren of system. Prism divides light ray into two 
rays. Light modulation with shock wave leads to an 
increase of the intensity of light in one ray and its 
decrease in other. Output electrical signals from 
two photoelectric receivers are united at the 
entrance of operational amplifier that gives the 
doubling of the value of useful signal and the 
considerable weakening of cophasal interferences 
to 80-100 decibel. The accomplished work 
considerably improved the accuracy of the 
measurement of the impact velocity wave.  

In addition, a new, modern Board 
recording system, increasing the number of points 
of registration on the order. As a result of 
processing the results do not permit smoothing. 
This allowed to significantly greater attention 
averaging values in different experiments, each 
point of registration.  Moreover, accomplished 
work made this averaging as rational processing 
because at smoothing there is no sense in 
averaging. Accomplished work significantly 
improved measurement accuracy. At present it is 1 
to 2%.  

 
2. Dustiness.  

 
In the work the influence of dustiness only 

on the waveform in the positive column of 
discharge with different concentrations of dustiness 
was studied. 

Carbonic dust was used as the dust. Dust 
possesses exceptional dryness and dispersiveness. 
As show photographs from the electron 
microscope, specks have sizes, compared with the 
sizes of nanos-particle. The diameter of specks is 
150 nm. 

 
2.1. Small dustiness. 
The study of waveform from the 

piezoelectric pickup was conducted in accordance 
with the plan of studies in air and in nitrogen with 
concentration of dust, which varied in the 
environment of concentration of approximately 20 
mg to the cubic meter. In this case the luminous 
flux of the laser, which controlled the dustiness of 
working volume, decreased in transit through 
working volume by 4%. 

With the first shot of shock wave the dust 
rises into the atmosphere, and then, the 
concentration of dust in practice is supported by 
constant due to the intensive convective motions of 
gas, that one can see well on the motion of the 

separate large particles of the dust with the 
observation of the discharge through the window. 

Studies showed that for the presented 
concentrations the signals from piezoelectric pickup 
differed not more than to 3% from each other, 
which indicates the very small influence of 
dustiness in this range of concentrations on the 
distribution of pressure behind the shock wave in 
the plasma of air and nitrogen (Fig.2). 

Bearing in mind the theoretical works 
[3,4], and also work [5], in which it was indicated 
the significant role of the dustiness of the 
atmosphere to the appearance of the studied effect, 
and in order to explain nature of the studied effect, 
besides the studies indicated investigation of 
influence of the dustiness in the considerably larger 
concentration (10 times) in the argon plasma were 
conducted also. Argon was selected in order to 
exclude chemical reactions with the dust in the 
plasma. First studies in the argon plasma for the 
small concentration of dust were carried out at the 
same concentration, as for air and nitrogen, and 
then - for the concentration 10 times of greater. 

 
2.2. High dustiness - preliminary results. 

 
The dustiness of the atmosphere was 

controlled by the absorption of laser beam in the 
positive column of discharge. In the experiments 
for the small concentration it was absorbed by 4% 
of emission of laser, and for the high concentration 
- 31%. Thus, in the last experiments the 
concentration of dust was increased almost 10 times 
in comparison with the concentration of dust in the 
first experiments. Measurements, as in the case air 
and nitrogen, were carried out at a distance by 20 
mm after the center of discharge, 20 mm before the 
center and in the center of discharge. 

The comparison of experimental results in 
the case “small” and “large” dustiness shows that, 
conditionally speaking “small” dustiness, which in 
reality composes 4% of absorption of the radiant 
flux of laser beam, practically does not influence 
waveform both in air and in nitrogen (Fig.2). 

At the same time the dustiness, 
conditionally named “large” dustiness, and which 
composes only 31% of absorption of the radiant 
flux of laser beam, influences waveform from the 
piezoelectric pickup. 

However, this influence strongly depends 
on the speed at the point, at which were conducted 
the tests. At a distance 20 mm of the center of the 
discharge, when the speed of the motion of shock 
wave in the discharge is maximum, influence, both 
in the amplitude of second wave and on the 
distance from the forerunner to the second wave, 
exceeds the frame of 10%. Thus, this influence can 
be considered significant. It is here necessary to 
note that with “small” dustiness of 20 mg/m3 its 
influence on the waveform in argon is considerably 
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below at all three points exactly as for air and for 
nitrogen (see Fig.2). 

 

 
 

  а) 

  b) 

  c) 
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  d) 

  e) 

  f 
 
Fig.2. a) - f). Weak influence of dustiness on the form of the distribution of pressure behind the shock wave in the plasma of 
the glow discharge for the small concentration of dust (20mg in m3) for air (Air) and nitrogen (N2). 2- maximum dustiness 
(20mg in m3), 1- dustiness is two times lower, 0 - without the dust. 234 - point 20 mm prior to center, 254 - center of 
discharge, 274 -20 mm after center. The initial velocity of shock wave at the output from the electric discharge shock tube of 
1,6 km/s. 
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In the Center and at a distance of 20 mm 
behind the center impact of dust at large 
concentrations (200 mg/m3) in the form of signal is 
much smaller and is approximately 3%. Due to the 
symmetry of the discharge, the dustiness is also 
symmetrical and cause of separating, apparently, is 
the speed of shock wave. As experiments show, 
shock wave speed when passing discharge is 
reduced. At 20 mm from the Centre of speed is 
approximately 1.5 km/s, in the Center-1.3 km/s, and 
at a distance of 20 mm for Centre-1.1 km/s. Thus, 
when the speed is reduced of 30% dustiness 
influence decreases in 3 times (in the center of the 
discharge the dustiness can be significantly 
reduced). There is a strong dependence of dustiness 
effect on shock wave speed. 

 
2.3. High dustiness -  refined results 
 
The next step consisted in conducting experiments 
in the upgraded installation with increased 
measurement precision by increasing the 
registration point to order, and at the expense of 
averaging at each point registration number 
experiments. In this study there was an averaging of 
10 experiments. The measurement results are 
presented in Fig. 4-6. Experiments carried out 
under the same conditions. Dustiness was high (200 
mg/m3), because at such  mass concentration of 
dust effect of dust was observed in the pressure 
distribution behind shock wave in preliminary 
experiments. 

Experiments were also conducted in the 
upgraded installation and in dusty air, nitrogen and 
argon without the ignition of glow discharge. 
Influence of made virtually no. For example, 
distribution of pressure in the air in the middle of 
discharge is presented (Fig. 4). 

 Начальная скорость ударной волны на 
выходе из электромагнитной ударной трубы 
составляла 1,6 км/с . Мелкодисперсная 
углеродная пыль, которая использовалась для 
запыления плазмы,  обладает низкой энергией 
сродства с электроном. Возможно, это является 
причиной, по которой не наблюдается 
электризация пыли. Наблюдается равномерное 
распределение пыли по пространству в 
свободных конвекционных потоках.  

Initial shock wave speed on the output 
from electromagnetic shock tube was 1.6 km/s. The 
fine carbon dust which was used for dusty plasma 
has low energy electron affinity with electron. 
Perhaps this is the reason why there was no 
electrization of dust. There is a uniform distribution 
of dust for space in free convection flows. 

Main results in plasma in glow discharge 
are  two facts unexplained now. The first fact; the 
impact of dust on the pressure distribution behind 
shock wave in the air is minimal (Fig. 5) and is 
limited to only a small effect on the pressure 

distribution only at high speeds shock wave. 
Amplitude secondary wave in the air a bit increases  
(Fig. 5).   The upper part of the secondary waves in 
air also changes its form (Fig. 5). 

The second fact: under the same initial 
conditions in argon plasma influence is 
pronounced. Dustiness of argon plasma leads, 
unlike air plasma, to significantly increase of 
amplitudes of secondary wave (Fig. 6). 

 
2. Conclusion. 
 

The influence of carbon dust on the 
pressure distribution behind shock wave in 
atmosphere of air and argon in plasma of glow 
discharge and without plasma is investigated. 
Increasing the natural dustiness in 10 times, as in 
the air and argon, influence of dustiness on pressure 
distribution behind shock wave in the atmosphere 
without plasma practically is not observed. 
Influence of dustiness evident in argon plasma of 
glow discharge (in the case of  increasing of  
natural level of dust in 10 times). 

The influence of dustiness in plasma of 
glow discharge in air is not essential. The same 
behavior is observed in nitrogen. In argon plasma 
dustiness leads to a substantial increase of 
amplitude of secondary wave. Preliminary 
experiments have shown that the impact of 
dustiness strongly depends on the speed of shock 
wave. For stronger shocks influence of dustiness is 
greater. More precise studies have shown that such 
behavior is more common for plasma air than for 
argon plasma. The difference in  influence of dust 
in argon and in the air can be associated with that in 
plasma of molecular gases there is excitation of 
vibration levels of state,  which at collisions with 
fine carbon dust may be occurred in equilibrium 
with the kinetic energy of dust particle. 
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Introduction 
 

Physical processes related to the 
propagation of high-speed shock waves in a 
dispersive medium (gas-plasma mixture) need 
further investigation. Gas-dynamic processes in 
rarefied dispersive media are determined by their 
specific nonlinear properties [1]. Usually it is 
supposed, that the physical effects accompanying 
the propagation of a shock wave in a weakly ionized 
plasma are the same with effects in a heated gas. 
However, it is true only for range of small speeds of 
a shock wave. Many researchers observed 
significant differences in the propagation of shock 
waves in plasma and hot gas [1,2]. The nature of 
these anomalies has been unclear for a long time. It 
has appeared, the problem of unusual interaction of 
shock waves with plasma should be considered with 
laws of electrodynamics and nonlinear ionic 
acoustics. The new mechanism of interaction of 
plasma component has been found out at 
propagation of a shock wave in weakly ionized 
medium [3, 4]. It has allowed to develop a nonlinear 
ionic-sound model of interaction of shock waves 
with dense weakly ionized medium [5-7] which 
describes many observable abnormal resonant 
effects with high accuracy [8]. It is obvious, that 
similar electrodynamic nonlinear plasma effects can 
be observed at propagation of shock waves in 
plasmas of a various kind. From this point of view, 
shock waves in reacting gases are very interesting. 
In such gases, the gas-plasma medium with various 
ions and groups of nonequilibrium electrons is 
formed in the front of the shock wave. This 
situation arises for example at a detonation. Thus, in 
a nonlinear resonant plasma dynamics point of 
view, detonation waves can be considered as a 
special case of shock waves in a gas-plasma 
medium. In fact, there is a significant similarity of a 
gas detonation with ionizational instability of shock 
waves even in detailed attributes. Both ion-acoustic 
shock waves in plasma and detonation waves arise 
in the certain resonant ranges of speeds. In 
particular, the influence of plasma resonant ion-

acoustic effects on a gas detonation is presented in 
ref. [9,10]. It is shown, that the maximal speed of a 
detonation in a gas mixture coincides with the 
maximal phase speed of a soliton bunch in products 
of reaction.  

Up to this moment, the real physical 
mechanisms of detonation are poorly investigated 
and the detonation theory is far from being 
complete. Currently, the detonation is considered to 
be a thermal effect, where a shock wave and 
chemical reaction support intensity of shock 
interaction. Existing theory relates detonation limits 
with energy losses in the propagation of the shock 
wave [11] or with kinks at the front of the 
detonation wave which result in gas ignition [12]. 
Considering the chemical reaction as an energy 
source for detonation and using the thermodynamic 
approach we can investigate the basic laws of the 
detonation process. However, the more detailed 
understanding of physical mechanisms in detonation 
is important. In this paper we present the further 
investigation on nonlinear ion-acoustic interaction 
and its effect on propagation of a detonation wave. 
 
The nonlinear ion-acoustic mechanism of 
interaction of plasma components 

 
The important role of nonlinear ion-

acoustic interaction in plasma shock waves has been 
detected in ballistic experiments [4, 5]. Detailed 
experimental study of physical processes in dense 
plasma near the hypersonic body revealed the 
existence of ion-acoustic soliton bunch in the front 
of a shock wave, which is caused by non-linear 
interaction of plasma components. 

We can observe two additional peaks of 
radiation on the forward front of the shock wave, 
which are related with soliton bunch formed in 
photo-ionizational plasma in Fig.1. The analysis of 
ballistic experiments has shown, that there is a 
correlation between existence of an abnormal flow 
and soliton bunch. It was revealed, that the high-
speed border of existence of an abnormal flow of 
supersonic bodies in dense collisional plasma 
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coincides with the maximal phase speed of a soliton 
bunch formed in plasma [4, 5, 8]. There is an 
ionizational instability, which destroys a front of 
shock wave at the speed, related to the maximal 
phase speed of a soliton bunch. 

 

 
Fig.1. Ballistic apparatus; signal of radiation from 
multiplier, sphere, xenon, С = 2260 m/s, soliton package 
on a front of a bow shock (it is marked by an arrow), Mi= 
1,3. 
 
 
Theoretical model. The physical model of 
observable anomalies in dense collisional plasma is 
considered in ref. [5-7]. The solution of the dynamic 
equations of three-component plasma accounted for 
nonlinearity and dispersion has shown that, indeed, 
the soliton bunch is formed in the field of plasma 
shock wave and the “Houston’s horse” effect is 
realized. This model is in a good agreement with the 
results of high-speed ballistic experiments and other 
experiments on instability of plasma shock waves. 
According to our model, the equations of a shock 
wave in dense three-component plasma can be 
reduced to the nonlinear equation for potential. In 
the extreme case, if we neglect collisions between 
ions and neutral particles and utilize the nonlinearity 
of the equation for the electric field, it leads to the 
well-known Sagdeev equation: 

 
 (1) 

])21(1[exp1)( 2
122 ψψψφ −−−+−≡ ii MM , 
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where  is the Debye radius, Mi is the ionic Mach-
number. The Debye radius characterizes dispersive 
properties of plasma. This equation has the soliton 
solution in the range of ionic Mach-numbers 1 < Мi 
≤ 1,6, (Mi = V/Vi, where V is speed of a shock 
wave, Vis = ie mT  is speed of an ionic sound). 
Equation, which serves as a better approximation 
and includes an elastic ion-neutral collisions, 
electronic heat conductivity, ionic viscosity, 
nonlinearity and dispersion is derived and analyzed 
in [7]: 

-V´´´ 2  (1- V )+ V´´ηc  

+ V´[  - ] - V(c-
V)(V-  ) ≈ 0 

≡ (ζ) ] +  k      (2) 
 
In the given problem stationary perturbation in 
weakly ionized not isothermal plasma was 
investigated. The fields depend on ζ= x – ct, where 
x, t , coordinates and time, c is speed of moving of a 
shock wave, n is concentration, indexes i, e, n 
correspond to ions, electrons and to neutral 
particles, æ is a factor of electronic heat 
conductivity, η is factor of dynamic viscosity. In the 
equation (2) members nonlinear on Vc-1, an elastic 
ion-neutral impacts, electronic heat conductivity, 
ionic viscosity and a dispersion are considered. If 
we take into account the collisions, the equation has 
a solution similar to those of Sagdeev equation. In 
fact, even strong dissipation does not destroy sharp 
resonant effect. Analytical estimations and 
numerical analysis [7] have shown that specific ion-
acoustic shock wave is formed in a shock wave 
precursor. The analysis of the equation (2) has 
confirmed the existence of soliton bunch in dense 
collisional plasma in the field of a shock wave when 
shock wave speed is in resonant range 1< M i ≤ , 
which is similar to data of ballistic experiments. 
Ion- acoustic soliton bunch, arising at М i >1, leads 
to development of instability of a shock wave. With 
increase of ionic Mach number both the amplitude 
of a bunch grows and the factor of ionization in 
bunch increases. The analysis [7] has shown that at 
critical value of ionic Mach-number 
M i ≈ there is an explosive instability. The 
finite increment in speed of neutral component 
shock wave leads to infinite increase of soliton 
bunch amplitude of ionic component. When ionic 
Mach-number approaches its critical value, the 
ionization factor comes to 1≈α . The strongest 
interaction between charged and neutral components 
takes place in this area of highly-ionized bunch. It is 
the moment of the greatest instability, which is 
followed by the collapse of the soliton bunch and 
destruction of the shock wave (see Fig. 2, 3). 

 
Nonlinear interaction in the oxygen-hydrogen 
mixture 
 

Let us start with simple problem of 
propagation of shock waves in a combustible gas 
mixture with a minimum quantity of components. 
The solution of this task facilitates the 
understanding of the problem of propagation of 
shock waves in more complex gas-plasma systems. 
The most simple object is the mixture of hydrogen 
and oxygen. It is necessary to investigate the kinetic 
scheme of formation of ion-acoustic soliton bunch 

ψ
ψφψ

d
dD )(''2 −=
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in the oxygen-hydrogen plasma near the shock front 
by means of multifluid model. The solution of the 
whole problem appears at first sight rather 
complicated due to consideration of all the 
resonance and metastable levels, which can 
participate in the formation of the electron energy 
distribution due to collisions of the second kind. 
However, the task becomes much simpler if you 
consistently take into account only the most 
populated metastable energy terms of the molecules. 
Such terms are the lowest metastable terms of 
molecular oxygen. These terms give the largest 
contribution to the formation of the electron energy 
distribution in the wave front. In fact, the energy of 
chemical reactions at explosive decomposition is 
usually not sufficient for direct population of high 
energy levels of atoms. Metastable terms of atomic 

oxygen with higher energy have lower population 
and can be considered in the second turn. 

Also, the solution of problem is facilitated 
by the fact that due to the small atomic and 
molecular weight of hydrogen its ions can form only 
high speed plasma dynamical resonances, which in 
this case we do not consider. In addition, atoms of 
hydrogen has highly located and poorly populated 
levels of energy which cannot give the appreciable 
contribution to the energy distribution of electrons 
and cannot form a bunch. There is no low 
metastable term in molecular hydrogen, therefore it 
is possible neglect a role of atoms and molecules of 
hydrogen in formation of nonlinear plasma-
dynamical resonances in a hydrogen-oxygen 
mixture. Two main types of ions - O+ with the 
ionization potential I = 13,62 eV and O +

2  (I=12,08 
eV) are formed at propagation of a shock wave in 
oxygen. Thus molecular oxygen has a special role in 
an oxygen-hydrogen mixture. It has low located 
metastable power terms O2 (a1Δg) and O2 ( b1Σ +

g ) 
which have energy E = 0,98 eV and E = 1,64 eV. 
These terms are easily populated at collisions and 
take part in formation of electron energy distribution 
in the wave front. The molecule of oxygen 
possesses the lowest ionization potential. Energy of 
excitation is easily transferred from atoms to 
molecular terms, which leads to prevalence of 
oxygen molecular ions in oxygen-hydgrogen 
plasma, so the concentration of oxygen atomic ions 
can be neglected. Furthermore, the oxygen 
molecular ions are massive and can form lowest-
speed resonances in plasma of H2+O2 mixture. Two 
large groups of electrons with energy E=0.98eV and 
E=1.64eV are formed as a result of second kind 
collisions of excited molecules with slow electrons. 
The molecular oxygen ions are also produced as a 
result of step-wise excitation. Thus it appears that 
the ions of molecular oxygen and two groups of 
electrons form the lowest speed plasma dynamic 
resonances ie mT  < С ≤ 1,63 ie mT in a mixture 
of hydrogen and oxygen. The source of these 
electrons are the two lower metastable term of 
molecular oxygen (Table 1). 

 

 
 
Fig. 2. Interferogram of a shock wave in xenon [14];  M 
= 25, Mi = 1,5; 1 - front of a gas-dynamic shock wave, 2 
- front of an ion-acoustic shock wave in precursor. 
 

      
 
Fig. 3. Interferogram of a shock wave in xenon [14]; 
collapse of a shock: destruction of the wave front and  
transition to multyflow  movement at M=27,1; Mi= 1,6. 
 
 

 
                                 Table 1. Ranges instability of the shock waves in oxygen, associated to population of the terms 

                                                O2 ( a1Δg) and O2 ( b1Σ +
g ). 

Energy of electrons 
E (eV) 

 

 
ion 

range of instability of the shock wave 
(km / sec) 

∆С = Vis÷ 1,63 Vis 

collapse of the shock wave 
(km / sec) 

0,98 O +
2  1,72   ÷    2,8 2,8 

1,64 O +
2  2,2    ÷   3,58 3,58 
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O *

2 (0,98 eV) + e ( 0≈ )→  O 2 + e (≈0,98 eV) (1) 

O *
2 (1,64 eV) + e ( 0≈ )→O 2 + e (≈ 1,64 eV) (2) 

 
Depending on conditions different speed 

range ∆С = V is ÷ 1,63 V is , with soliton bunch can 
be realized. It depends on the population of the 
metastable terms, which is determined by the energy 
input, as well as the density of the medium, as the 
collisions devastate metastable terms. If the energy 
of shock waves and chemical reaction is enough to 
populate a term O 2 ( a 1Δ g ), but not enough to 

populate a term O 2 ( b 1 Σ +
g ) with energy E = 1.64 

eV, the soliton bunch is formed only in the 
range of ΔС = 1,70 ÷ 2,8 km / sec (Table 1). The 
second range of ΔС = 2,2 ÷  3,6 km / sec occurs 
with greater energy deposition at the expense of a 
term O 2 ( b 1 Σ +

g ) with energy E = 1.64 eV. In 
Table 2, these ranges are compared with the known 
speed ranges of detonation in an oxygen- hydrogen 
mixture. At increase in energy of a shock wave 
higher power levels of atoms and molecules can be 
populated. Metastable terms of atom of oxygen 

O( ) with energy Е =1,97 eV, O( ), Е =3,15 
eV, and also O(  ) with energy Е = 4,19 eV are 
located the following on energy behind metastable 
terms of a molecule of oxygen. At collisions of the 
second kind with participation of these terms groups 
of electrons with corresponding energy Е = 1,97 eV, 
Е = 3,15 eV, Е = 4,19 eV can be formed. As a result 
the ranges of instability ΔС = 2,4 ÷ 3,9 km/s ( ion 
O +

2 , electrons Е =1,97 eV), ΔС = 3,06÷ 5 km/s (ion 

O +
2 , electrons Е = 3,15 eV), ΔС = 3,46 ÷  5,6 km/s 

(ion O +
2 , electrons Е = 4,19 eV) will arise. Strong 

instability at speed of a shock wave of 3,9 km/s is 
really registered in experiments [16] on research of 
ionizational instability in oxygen. Ranges of 
instability can arise also at participation of resonant 
terms [9]. For example, due to two-step reaction 
with participation of resonant term  (9,52 eV) the 
group of electrons can be formed. 
 

(9,52 eV) +  (9,52 eV) → O +
2  + e (6,96 eV) 

 (3) 
 

(9,15 eV) + e (6,96 eV) → O
+

+ e (2,49 eV) +  

                                          Table 2.Speed limits of detonation and the corresponding nonlinear resonance ranges 
 

 

Mixture 

Limits of detonation 
experiment [15] 

(m / sec) 

The range of existence of a soliton bunch 
∆С = V is ÷ 1,63 V is  

calculation (m/sec) 

( 2H 2 + O 2 ) + kO 2  1707 ÷  2814 
 

1720 ÷ 2800 

kH 2 + O 2  1707 ÷  3532 
 

1720 ÷ 2800 (O +
2 , Е=0,98 eV); 

2200÷3580  (O +
2 , Е=1,64 eV); 

Total 1720 ÷3580 

 
Table 3. Comparison of the phase velocity of the soliton bunch with a maximum speed overcompressed detonation of     
                oxygen-hydrogen mixture 4H 2 + O 2  

Energy of 
electrons 
E (eV)  

ion 
The phase velocity of the 

bunch 
(km/s) 

Pressure of 
mixture 
(Torr) 

Speed limit of overcompressed 
detonation; 

experiment [17 ] 
(km/s) 

1,97 O +
2  2,42  ÷ 3,9 80 3,9 

2,49 O +
2  2,73   ÷    4,45 200 4,5 
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e (≈0 eV)    (4) 
 
As a result the range of instability of shock wave ΔС 
= 2,73 ÷  4,45 km/s (ion O +

2 , electrons Е = 2,49 эв), 
will be generated (Table 3). In oxygen there may be 
other more high-speed ranges of nonlinearity, which 
can occur at high velocities of the shock wave. Two-
step reaction similar to reaction (3) - (4) is realized 
for example in the ionization instability in xenon 
[9]. Thus, in a reacting oxygen-hydrogen gas 
mixture due to ions of oxygen the following ranges 
of instability of the shock wave, connected with 
nonlinear ion-acoustic interaction can consistently 
realize: ΔС = 1,70 ÷ 2,8 km/s; ΔС = 2,2 ÷  3,6 km/s; 
ΔС = 2,4 ÷ 3,9 km/s; ΔС = 2,73 ÷ 4,45 km/s; ΔС = 
3,06÷ 5 km/s; ΔС = 3,46 ÷  5,6 km/s. The speed 
limits of a detonation close to values of 2,8 km/s, 
3,6 km/s; 3,9 km/s; 4,45 km/s are registered in 
experiments (see tables 2,3). Experimental data at 
higher speeds are absent in the literature. Thus, 
experiments in the oxygen-hydrogen mixture show 
that the physical mechanism of detonation, which 
determines the nature and speed limits of 
detonation, is associated with non-linear processes 
in a dispersive gas - plasma medium that occurs 
during the explosion. All the registered speed limits 
of detonation D for the oxygen-hydrogen mixture at 
various pressure: D = 2,8 km/s, 3,6 km/s, 3,9 km/s, 
4,5 km/s [17] coincide with the maximal phase 
speeds of soliton bunches, realized in the field of a 
shock wave in plasma of oxygen D = 1,63 V is . 
Phase velocity of soliton bunches is determined by a 
consistent population of metastable terms of 
oxygen. In turn, the population of terms is 
associated with the frequency of collisions and, 
therefore, depends on the pressure of medium. 
Because of this, the detonation velocity depends on 
the pressure. 

Detonation of the condensed explosives at change 
of density 

 
Various explosives differ by energy of 

explosion. Detonation speed increases with increase 
in explosion energy. It is shown in [18] that the 
detonation velocity of condensed explosives 
corresponds to the speed of soliton bunches, which 
are formed in the reaction products of 
decomposition of explosives. The heat of explosion 
determines the population of the metastable low-
energy terms of atoms and molecules formed in the 
decomposition products of explosives. There are 
only eight such metastable terms in explosives, 
which have element structure C-O-N or C-O-N-H. 
These are terms with energy from Cmet* (1,26 eV) 
up to NOmet* (4,7 eV). Non-equilibrium electron 
groups are formed in the front of the shock wave as 
a result of second kind collisions of excited atoms 
with slow electrons. Ions are also formed. Owing to 
these eight groups of electrons and to ions of six 

kinds (C + - CH + - O +  - N +  - NH + - NO + ) the 
limited number of soliton bunches is formed. We 

consider the ions CH
+

 and NO
+

 as they have low 
potential of ionization and can prevail in plasma at 
explosive decomposition. The more heat of 
explosion is produced, the higher energy terms of 
atoms and molecules become populated. As a result, 
both the electron energy and phase speed of ion-
acoustic soliton increase. It is due to the described 
factors, that the detonation speed has a discrete set 
of values.  

The energy released during the explosion, 
also depends on the density of the explosive. 
Change of density of each explosive leads to change 
of population of metastable terms and subsequently 
to change of resonant ranges, which determines the 
detonation speed. Let us consider these factors now. 

                                                                                                                                                                Table 4. Trinitrophenol. 
 

Density, g / cm³ Velocity of detonation, 
m / sec Soliton bunch Phase velocity of 

soliton bunch, m/sec 

0,97 4965 C*(1,26 eV), N+ 3080 ÷ 5000 

1,32 6190 O* (1,97 eV), CH +  3800  ÷6200 

1,41 6510 С*(2,68 eV) , O+ 4000  ÷ 6500 

1,6 7350 O*(3,15 eV ), NH +  4450 ÷7300 

1,62 7200 С*(2,68 eV), CH +  4400 ÷7200 

1,70;  1,77 7480 С*(2,68 eV), C +  

O*(3,15 eV), N +  

N*(3,58 eV), O+ 

4600 ÷7500 

4600 ÷7500 

4600 ÷7500 
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2,4,6-trinitrophenol (TNP), (Picric acid, Melinit). 
C6H2(NO2)3OH. Yellow crystal substance under 
normal conditions. Brisant explosives. Density is 
1,8 g/сm³, heat of explosion - 4,02 МJ/Kg. Reaction 
of decomposition: 
 
2C6H2(NO2)3OH = CO2 + C + 10 CO +2 H2O + H2 
+ 3 N2 
 
Products of explosion in the closed bomb: 71,05 % 
CO, 3,42 % CO2, 0,34 % O2, 1,02 % CH4, 13,8 % 
H2, 21,1 % N2 . Picric acid was used in World War I 
for filling shells to three-inch guns. It was also used 
to equip anti-tank mines in wooden cases during the 
Second World War. Experiments show, that the 
detonation speed depends on explosive density. It is 
usually supposed, that detonation speed 
continuously follows after change of density wave 
velocity. However, we can show, that detonation 
speed changes discretely. Let us compare known 
detonation speeds with speeds of soliton bunches 
whose formation is possible for the given substance. 
We shall compare known speeds of a detonation 
with speeds of soliton bunches whose formation is 
possible for the given substance.  

Table 4 shows, that the maximum phase 
speeds of low-speed soliton bunches coincide with 
detonation speeds for various densities of TNP 
substance. 

If energy increases the higher metastable 
terms of atoms and molecules become populated 
and the phase speed of soliton bunch grows. 
Sequence of population of metastable terms in 
compound of type С-O - N - H is follows: 0.98 eV 
( ), 1.26 eV (C*), 1.64 eV ( ), 1.97 eV ( O*), 
2.38 eV (N*), 2,68 eV (C*), 3,15 eV (O*), 3,58 eV 
(N*), 4,19 eV (O*), 4,7 eV (NO*). Detonation 
comes to an end in some phase of decomposition 
before the stage of formation of end-products. At 

the maximal density of picric acid, 1.77 g/cm³ three 
soliton bunches correspond to detonation velocity D 
= 7480 m/sec. However most likely the detonation 
in this case is connected with a bunch [C* (2,68 
eV), C+], as the maximal speed of a detonation of 
the trotyl, having close heat of explosion of 4,23 
МJ/Kg is unequivocally connected with a term C* 
(2,68 eV) [18 ].   

 
Pentaerythrit (Pentaerithrityl Tetranitrate). 
(CH2ONO2)4C. It is a crystal powder of white 
color. Powerful and sensitive explosive. It detonates 
at impact. The burning of leaky charges is unstably 
and it can pass in a detonation. Heat of explosion is 
5.76 МJ/Kg. Density is 1.77 g/cm. It is applied for 
filling of the detonators, detonating cords, 
ammunition, in mixtures and alloys. Table 5 
presents the results of comparing the velocity of 
detonation of pentaerythrit of different densities 
with phase velocities of soliton bunches. All range 
of detonation velocities of 4400 ÷ 8350 m/sec is the 
imposition of ranges of existence of soliton bunches 
associated with the population of the six metastable 
terms of C* (1,26eV) to N* (3,58eV). Metastable 
term N* (3,58eV) is the highest term populated at a 
detonation of pentaerythrit. Comparison shows, that 
the maximal phase speeds of low-speed soliton 
bunches coincide with speeds of a detonation at 
various substance densities.  

There are general laws which describe the 
detonation physics of both density increase and 
explosive energy increase. When the heat energy 
increases due to higher density, the higher 
metastable terms of atoms and molecules get 
populated and the energy of electrons increases, 
which causes the increase of phase velocity of a 
soliton bunch. The same effect can be obtained with 
more powerful explosive. Higher metastable terms 
are populated and energy of the electronic groups 

                                                                                                                                        Table 5. Pentaerythrit 
 

Density, g / cm³ Velocity of detonation, m / 
sec 

Soliton bunch Phase velocity of soliton 
bunch, m/sec 

0,65 4400 C* (1,26 ),  O+ 2730÷ 4440 

0,8 4900 C* (1,26 ),  N+ 3000 ÷4900 

1,0 5500  (1,64), N+ 3340÷ 5450 

1,17 6110 O* (1,97),  CH+ 3780 ÷6150 

1,2 6300 O* (1,97), C+    3920 ÷6400 

1,4 7100 N* (2,38),  C+ 435 ÷7100 

1,5 7520 N* (3,58), O+   4600 ÷7500 

1,6 8300,  
7900 

   N* (3,58), CH+ , 
                  N+ 

5100  ÷8300, 
4900  ÷8000 

1,72 8350 N* (3,58),   CH+ 5100  ÷8300 
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forming a soliton bunch grows. Consequently, the 
collapse of the shock wave (Fig. 3) occurs at a higher 
speed corresponding to the detonation velocity D = 
1,63 Vis. 
Thus the velocities of detonation of explosives 

• have discrete values;  
• are the limiting propagation velocities of 

shock  
• waves in a multicomponent dispersion 

medium; 
• are the maximum phase velocities of 

soliton  
• bunches in multifluid system with different 

ion  
• sound velocities. 
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Abstract. The energetic ions and DD neutrons from microfusion at the interelectrode space of a low energy nanosecond 
vacuum discharge with deuterium-loaded Pd anode has been demonstrated recently. To understand better the physics of 
fusion processes the detailed PIC simulation of the discharge experimental conditions have been developed using a fully 
electrodynamic code KARAT. The dynamics of main charge particle species was reconstructed in time and interelectrode 
space. The principal role of a virtual cathode (VC) and the corresponding single and double potential well formed in the 
interelectrode space are recognised. The calculated depth ϕ of the quasistationary potential well (PW) of the VC is about 50-
60 kV, and the D+ ions being trapped by this well accelerate up to energy values needed to provide collisional DD nuclear 
synthesis. Both experiment and PIC simulations illustrate very favourable scaling of the fusion power density at decreasing of 
VC radius (~ ϕ2/r4

VC) for the chosen inertial electrostatic confinement fusion scheme based on nanosecond vacuum discharge. 
Meanwhile, the initial stage of discharge is understood still poorly. When voltage is applied, the electron beam extracted 
from cathode starts to interact with the surface of deuterium- loaded Pd anode. This early stage of discharge manifests 
sometime the peaks registered by photomultipliers which are similar to neutron ones from time-of-flight measure under the 
study of collisional DD synthesis at the further stages of discharge. The detailed study of Pd anode surface morphology have 
been performed and recognized, in particular, the number of various pores and craters of different sizes. We remark that 
besides of rather usual craters (due to electron beams – anode interaction) some of the craters on the Pd anode surface may 
correspond to anode ectons (explosive centres) and consider their possible nature. The data obtained are compared with 
recent results on initiation of DD reactions by electron beams at deuterium -loaded Pd foils and correspondent data on their 
surface morphology. 
 
1. Introduction. 
 

Being by definition on the boundary 
between condensed matter physics and plasma 
physics, warm dense matter (WDM) is expected in 
any systems with high local concentration of energy 
that start as solid and are heated to become plasmas. 
Laser-target interactions, particle beam-target 
interactions, shock waves, high pressure and other 
studies of WDM at large and medium scale 
facilities (see, for instance, [1,2]) are supplemented 
successfully by small-scale experiments. For 
example, table-top experiments using femtosecond 
laser irradiation of clouds of clusters [3] have 
demonstrated how x-rays, fast ions, and even DD 
synthesis neutrons can be generated. Also, different 
states of matter in unusual conditions have been 
realized and under the study at vacuum discharges, 
where an extensive experience has been 
accumulated [4,5]. In fact, solid density electrodes, 
vacuum environment, fast and local energy 
deposition provides the framework to create and 
study WDM also. For example, there are many 
ways to concentrate energy up to 104 J/g in 
microscopic volumes of a cathode. These 
concentrations of energy result in microscopic 
explosions accompanied by emission of electrons, 
creating a plasma, liquid droplets of metal, and 
metal vapor. This effect has been called “ecton” 
(explosive center) effect [6,7]. Ectons, thus, arise 
because of high power density concentrated at a 
metal surface, and one of the most common 

methods to create this specific state of WDM is 
Joule overheating of micro volumes of cathode. 
Related anode phenomena are still poorly 
investigated.  

The energetic ions and DD neutrons from 
microfusion at the interelectrode space of a low 
energy nanosecond vacuum discharge has been 
demonstrated recently [8,9]. The efficiency of hard 
X-rays and fast ions generation by nanosecond 
vacuum discharge, as well as the neutron 
generation, is at least two orders of magnitude 
higher than for experiments on DD fusion driven by 
Coulomb explosion of laser irradiated deuterium 
clusters [3]. To understand better the physics of 
fusion processes the detailed PIC simulation of the 
discharge experimental conditions have been 
developed using a fully electrodynamic code [10]. 
The dynamics of main charge particle species was 
reconstructed in time at anode - cathode (AC) 
space. The principal role of a virtual cathode (VC) 
and the corresponding single and double potential 
well formed in the interelectrode space were 
recognised. The calculated depth of the 
quasistationary potential well (PW) of the VC is 
about 50-60 kV, and the D+ ions being trapped by 
this well are accelerating there. Correspondingly, 
head-on collisions of D+ ions with energies of a few 
tens of keV is followed by DD nuclear fusion, 
transforming the interelectrode space into 
something like a reactor chamber. PIC modeling 
allows the identification of the small-scale 
experiment [8-10] with a rather old branch of 



246 

plasma physics, as inertial electrostatic confinement 
fusion (IECF) system (see [11-14] and refs therein). 
Pioneers of IECF were O. Lavrent’ev in the USSR 
and F. Farnsworth in the USA, but due to different 
reasons, including a rather low value for Q = Efusion/ 
E input ~ 10-6 or even less, this concept for fusion 
was almost forgotten. Just during last couple of 
decades interest in IECF was renewed at US and 
Japan mainly as a simple source of neutrons [12-
14]. Furthermore, some modern experimental set-
ups under study and construction at LANL provide 
new expectations to get efficiency Q > 1 [13c,14] 
(as a minimum in theory). 

Underline, that the source of D+ ions for 
DD synthesis at PW is the erosion anode plasma or, 
more accurately, WDM of deuterium-loaded Pd 
anode, created by electron beams in discharge at the 
anode within 10-20 nsec when the voltage applied. 
The physics of DD synthesis at this and further 
stages of discharge was clarified, in particular, due 
to PIC simulations. Very initial stage of discharge 
(1-3 nsec), when electron beam extracted from 
cathode just coming to anode and starts to interact 
with deuterium-loaded Pd is still not investigated 
properly.  

Meanwhile, palladium- hydrogen (deuterium) 
systems themselves are interesting both from 
fundamental and applied points of view, in 
particular, as systems which could be utilized for 
energy storage (surfaces, nanocrystals, vacancy- 
and dislocation-rich materials, thin films, 
multilayers, and clusters as systems of major 
interest are addressed in review [15]). Small angle 
neutron scattering measurements of deuterium 
dislocation trapping in Pd have recognized rod-like 

trapping geometry [16], as well as that dislocations 
in H(D)-cycled Pd can absorb large amount of 
hydrogen (deuterium) [17]. Anomalies in the 
electron transport and magnetic properties in a 
deformed loaded Pd foil were interpreted in terms 
of filamentary superconductivity attributed with the 
condensation of the trapped hydrogen (deuterium) 
into a metallic-like phase (~ 1024 cm-3) within the 
dislocation core [18]. (This metallic phase have 
been predicted theoretically also [19]). Spectra of 
collective excitations at deuterium – loaded Pd 
were considered in [20], and have been shown that 
excitation of the hydrogen subsystem as a result of 
the electron bombardment is specified by the 
generation of plasmons in the crystalline lattice, 
which are localized in the vicinity of hydrogen 
(deuterium) atoms. Further, very recent studies of 
dense hydrogen shown that even more dense phase 
may exist, called ultra-dense deuterium ( with the 
bound DD distance is 2.3 pm, corresponding to ~ 8 
× 10 28 cm-3, which was estimated directly from 
experiment [21]). The possibility of DD fusion 
under relatively weak laser beam irradiation of 
ultra-dense deuterium was investigated, and time-
of-flight (TOF) particles detection recognized all 
particles expected from DD synthesis [21]. Thus, 
we may assume that latter few examples imply that 
WDM physics are also might be relevant to 
possible nuclear microexplosions on deuterium-
loaded Pd surface at initial stage of vacuum 
discharge (under possible triggering of DD 
reactions by internal electron beams), and this stage 
also have to be the subject of experimental study 
and analysis. 

The paper is organized as follows. The 

 

 
 

Fig.1. Schematic of the experiment for generating interelectrode complex plasma ensembles with multiple DD fusion events 
: MG – Marx generator, R – Rogovskii coil, A and C – anode and cathode, PIN – instant PIN diodes, CCD – camera, PH – 
pinhole, PM2 and PM4 – photomultiplyers, OSC – oscilloscope, TOF- time of flight tube, V - vacuum pump 
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experiment on DD synthesis at nanosecond vacuum 
discharge of low energy is described briefly at 
Section 2. The main physical results of PIC 
modeling of experimental conditions are given at 
Section 3. The features of fusion events observed in 
experiment are discussed at Section 4. The specifics 
of neutron yield and DD fusion power density of 
IECF based on nanosecond discharge are 
considered at Section 5. Observations of DD 
synthesis at initial stage of discharge and surface 
morphology of Pd anode are presented and 
discussed at Section 6. Section 7 concerns 
discussion and some concluding remarks. 
 
2. Experimental set-up. DD microfusion and 
neutron yield. 
 

The source (Fig.1) is based on an electrical 

discharge having a rise time of about 10 nsec [8,9]. 
Set-up consists of a cylindrical vacuum chamber 
(diameter 50mm) having three windows closed by 
Mylar films 70 µm thick. This cylinder is connected 
to a vacuum pump able to reach 10-6 to 10-7 mbar 
and working in a continuous regime throughout the 
series of discharge shots. Two electrodes are 
included on the cylinder axis: a hollow anode can 
be displaced by means of a screw and a hollow 
cathode is fixed. The distance between the 
electrodes can vary by 0.1 mm steps up to 6-7 mm 
maximum. The source is included in a coaxial high 
voltage cable having 50Ω impedance, which is 
connected to a four-stage Marx generator (≈ 1 J) 
delivering a 50 ns pulse of maximum voltage 70 kV 
in a 50 Ω load. The value of the current is usually 1 
kA. Three Mylar windows allow the x-ray intensity 
measurement in three perpendicular directions 

 
a) 

 
b) 

Fig.2. X-ray dynamics in regime 1: (a) X-ray CCD 
image for a transparent low_density interelectrode 
ensemble with DD fusion accompanied by a 
moderate neutron yield, (b) extra X-ray spark in Ch. 
4—manifestation of the beginning of nuclear 
reactions (sensitivity of channel 2 is 250 mV; time 
scale is 40 ns/div). The delay of the neutron peak in 
channel 2 corresponds to ≈46.6 ns/m (or 2.45 MeV 
neutrons due to DD fusion). 

 
a 

 
b 

Fig.3. X-ray dynamics in regime 2: (a) X-ray CCD image 
for low_density interelectrode ensemble with DD fusion 
accompanied by neutron yield, (b) extra X- ray spark in 
Ch. 4—manifestation of the beginning of nuclear reaction 
(sensitivity of channel 2 is 250 mV; time scale is 40 
ns/div). The delay of the neutron peak in channel 2 
corresponds to ≈46.6 ns/m (or 2.45 MeV neutrons due to 
DD fusion). Dotted lines correspond to initial stage of 
discharge (see Section 6). 
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(side-on right, left and upper ones) in the plane 
corresponding to the anode edge. Another Mylar 
window and/or TOF tube allows the end-on 
measurement through the hollow cathode. 
Calibrated PIN diodes having a 1 to 2 ns rise-time 
are used to measure the x-ray output. The x - rays 
CCD image of sources is obtained by means of a 
pinhole with diameter 0.1 mm bored in a 1mm thick 
lead screen covered by 100 μm thick Al foil. 

Neutron generation in x-ray ensembles (like in 
Fig.2a and Fig.3a below) due to DD reactions of 
nuclear synthesis has been registered using a 
slightly modified experimental set-up in 
comparison with earlier x-ray and fast ions studies 
[8]. The new cylindrical Cu anodes (∅ = 0.6 см) 
have a set (3 or 12) of thin hollow Pd deuterated 
tubes (∅ =0.1 см) attached to anode end-on, and 
the hollow cathode was constructed from Al. The 
standard electrolysis in heavy water for about 6 
hours at a current of 100 mA has been used for 
regular partial saturation of Pd elements of the 
anode by deuterium. Note that channels 1 and 3 
(Fig.1) represent the x-ray intensity from instant 
PIN diodes which have a maximum sensitivity at ≈ 
10 keV. Harder x-rays (with energy > 60 keV) are 
registered by PM2 covered usually by 2 mm Cu 
absorber (the signal at ch.2 is delayed due to 
electronic scheme of PM2 for ≈ 35 nsec in 
comparison with the instant PIN diodes signals for 
all oscillograms presented below). TOF 
measurements have been performed with 
photomultipliers PM4 and PM2 (Fig.1), located 
along the electrode axes at the distances of L=40- 
50 cm and L=50-90 cm, correspondingly (channels 
4 and 2 on oscillograms like on Fig.2b; 
photomultipliers were screened and covered by 
scintillators). Beyond the usual hard x-rays (first 
strong peak at channel 2), PM2 may indicate the 
well reproducible signal (second small peak) with 
delay about 46.6 nsec/m, typical “signature” for 
2.45 MeV neutrons from DD synthesis reactions. 
Meanwhile, PM4 (L= 40 cm) is located usually 
between the source and PM2 (L=80 cm), and have 
to register especially the moment of time when 
fusion events may take place (if the main x-ray 
peak itself will not be too broad to avoid the 
screening of this natural “reference point” due to 
extra X-rays as illustrated by Fig.2b, Fig.3b). The 
second small peak from PM2 corresponds to the 
neutron yield due to D+D = n +He3 reaction (like 
on Figs 2b, 3b). The changing of the distances 
between dusty hard x-ray source and PM2 is 
followed by the corresponding displacement of the 
second (neutron) peak. The plates CR39 and PN3 
have been used simultaneously with the TOF 
scheme to detect neutrons. Their development 
shows the variable number of tracks which have to 
be attributed to neutrons also. The minimal energy 
of deuterons, ED, estimated from the spread of 
arrival times Δt ≈778 dSD (ED)1/2 of neutrons at a 

detector is about 20 keV (dSD is the distance from 
source to detector in meters, ED is ion energy in 
keV) [14]. 

In fact, a typical example from the x-rays data 
base of images of interelectrodes dusty matter with 
lower neutron yield ~105/4π (and low total x-ray 
ones) is shown in Fig.2a. Namely, rather low x-ray 
yield allows us to register more accurately the 
moment of microfusion events. The next example 
of interelectrode ensemble with slightly more dense 
x-ray images is shown on Fig.3 (specifics of initial 
stage of this regime is discussed at Section 6). The 
value of the neutron yield from random 
interelectrode media is variable, and turns out to be 
about 105 /4π per shot for “transparent” ensembles 
(like presented on Figs.2a,3a) and, looking forward, 
up to ~107 /4π for dense interelectrode ensembles 
(like on Fig. 11 below, Section 4) under ≈ 1 J of 
total energy deposited to create all the discharge 
processes at the single shot (assuming isotropic 
yield). 
 
3. PIC simulations. Virtual cathode and 
potential well formation. 
 

The complex physics of nanosecond discharge 
processes and the mechanisms of microfusion were 
poorly understood, and motivated the interest in 
complementary PIC (particle–in-cell) KARAT 
simulations [24]. In addition to representing the key 
points of general physical picture, computer 
modelling allows clarification of the details of the 
experimental data. To explain the nature of fusion 
at experiments with nanosecond vacuum discharge 
[8,9], just the limited number of PIC 2D 
calculations results are presented and discussed 
below. First, discharge geometry and particle 
dynamics is shown on Fig.4. Next, Fig.5 represents 
a phase diagram, and demonstrates the appearance 

 
 
Fig. 4. Virtual cathode formation and discharge geometry 
and particle dynamics at 25 ns of calculations (the “erosion 
anode plasma” (green line) is adjacent perpendicular to the 
anode (A-left) base near the semitransparent “foil,” which 
simulates thin hollow Pd tubes filled with deuterium in the 
actual experiment; the blue dots show quasirelativistic beam 
electrons pulled by the field from the cathode (C- right), and 
the red dots show fast ions filling the space inside the anode 
(r = 0–0.3 cm). 
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of the VC. Related with the VC, examples of PW is 
shown in Fig. 6. For the PIC calculations anode Pd 
tubes were modeled by a semitransparent “foil”. 
Some anode “erosion plasmas” were added also 
(the small green sphere at the centre of the “void” 
in Fig.5, where Vr /c ≈ 0 and r ≈ 0.3 см). When 
voltage is applied, electron beams are extracted 
from the internal surface of cathode (r ≈ 0.4-0.6 cм) 
and accelerated up to ve-max ≈ 0.3c -0.4c near Pd 
tubes (r = 0.3). Interaction of electron beams with 
tubes provides erosion of system (Pd+D2) and 
ejection (implosion) of deuterium and palladium 
vapors into the near anode axis area (accompanied 
by their partial nucleation at real experiment). 
Further, since the experimental current IA exceeds 
the limiting Langmuir value IA > IL [25], cumulative 
convergence of head-on e-beams at the axis (inside 
the space restricted by Pd tubes) provides total 
deceleration of electrons (as well as partial 
reflection of electrons outside, Vr/c >0), and VC 
appears (at r ≈0.1cм).  

Due to VC, a negative potential about a few 
tens of keV will appear at the axis (at Z ≈ 1.4-1.6 
cm), and the internal part of the near anode area 
will be filled by accelerated ions (Fig.5, red 

horizontal line Vr /c ≈ 0 at r = 0 - 0.3 сm interval; 
this line will be split, in the ion scale of velocities, 
at r = 0 (on the Z axis) into two head-on converged 
branches of ions with velocities Vi

r/c = ± 0.5×10-2). 
The well depth oscillates around of the applied 
voltage with amplitude up to 20%. Ions being 
accelerated from different edges of the PW to the Z 
axis, represent head-on fluxes at r → 0 with ion 
energies of 20-50 keV. Evidently, this explains the 
collisional DD fusion observed in the real 
experiments (in that case we also have to take into 
account collisions with neutrals, deuterium clusters 
and the deuterated anode itself) [10]. The area of Z 
and R at the half-width of the PW contains an 
almost isotropic distribution of fast ions (volume of 
the “reactor”, Fig7; picture for Vr/c has similar 
shape being 20% broader by velocity) with mean 
energy about 25 keV. System of Pd tubes is open 
and allows to run away from PW for some of ions 
along axis Z (Fig.7) . PIC simulations allow provide 
the optimization of the electrodes geometry, as well 
as the testing new geometries. Calculated energy of 
electrons and ions as function of their radii 
positions are shown at Fig.8. In whole, we may 
underline that A-C geometry chosen in experiment 
is efficient way to transform the energy of electron 
beams into energy of fast ions of the same value, 

 
 
Fig.5 Phase portrait of particles in the case of the 
formed virtual cathode for r ≈ 0.3–0.4 cm (the dots show 
electrons accelerated as approaching the Pd tubes to Vr

e 

max ≈ 0.3–0.4 c (r = 0.32 cm), and the horizontal line 
Vr/c ≈ 0 (in the interval r = 0–32 cm) shows accelerated 
ions (c- light velocity); the erosion “anode plasma” is 
the small spherical region at the center, where Vr/c = 0 
and r ≈ 0.32 cm); 
 

 
 
 
Fig. 6. Typical single (with respect to Z) potential well at 
30 ns of calculations (the minimum of the potential well 
is at Z ≈ 1.5). 
 

 

 
 
Fig.7. Axial velocities of ions at potential well on 30 ns of 
calculations. 
 
 

 
 
Fig.8. Energy of electrons ( blue dots) and ions (red dots) 
as function of their radial position. 
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but in another part of interelectrode space.  
PIC simulations have assisted in 

understanding some effects observed in the 
experiments earlier [9]. For example, the shapes of 
some PIC non-Maxwellian distribution functions 
are in correlation with a “plateau” in histograms for 
fast ions tracks observed in the experiments (see 
Fig.8 at [9]). Another example, well reproducing 
experiments by simulations, are the double 
potential wells in the first stage of discharge. It 
looks very probable that the appearance of double 
wells might explain the double neutron peak 
observed sometimes in experiment (as in Fig.5 
[10]). We can see that the PW lifetime in 
experiment is about ТPW ≈ 20-25 nsec, and after that 
the VC has to be neutralized (ТPW >> ω-1

pi) by the 
flux of ions. Since the total pulse Тpulse of voltage is 
about 50 nsec, there are sufficient conditions for the 
VC appearing in the experiments again (IA > IL), and 
a new double PW will appear. Ion collisions at this 
PW will be manifested by a second double neutron 
peak like have been registered earlier (see Fig. 5 in 
[10]). Note that the appearance of single-, double-, 
and multiple PWs and non-Maxwellian 
distributions of ions are typical features of systems 
with IECF. 

The model of collective ion acceleration [26] 
at a vacuum discharge, based on the concept of 
nonstationary potential wells (PW) before the front 
of the cathode flare in the regimes of non-stable 
current carrying, was developed earlier [27]. On the 
basis of this model the explanations were given for 
the early experimental data of A.A. Plutto [28] on 
occasional anomalous ions acceleration. Our results 
of PIC simulations for real electrodes geometry and 
vacuum discharge conditions of experiment [8,9] 
using electrodynamic code KARAT [10,29] have 
recognizing that the concept of PW is more 
universal and represents the basis for IEC fusion 
reactor: namely, a quasistationary PW at 
interelectrode space with depth up to ~ 80% of the 
applied voltage provides radial electrostatic 
acceleration of ions up to the same energies. 
Correspondingly, head-on collisions of ions at the 
axis with energies of a few tens of keV is followed 
by DD nuclear synthesis, transforming the 
interelectrode space into a reactor chamber. 
Specifics of IECF based on nanosecond vacuum 
discharge and comparison with available advanced 
IECF systems [13,14] is discussed at Sections 5 and 
7. 
 
4. Inerelectrode ensembles with multiple fusion 
events and trapped fast ions. 
 

Next possible feature of neutron yield is 
illustrated by the shot presented in Fig.9a,b. The 
CCD image in Fig.9a shows the ensemble of an 
intermediate density of clusters, but the 
oscillograms (channel 2, PM2, L= 50 cm, 

sensitivity of 100mV) manifest an essential 
pulsating neutron yield (Fig.9b). Correspondent 
extra x-rays due to each DD fusion event are 
registered as fractures both at the PIN diode 
(channel 3) and PM4 signals of hard x-rays 
intensity (the right parts of these x-ray intensity 
curves are modulated by the same moments of 
fusion with delay ≈ 35 nsec in comparision with 
instant diods signals, chs 1,3). The intensity of the 
neutron peaks registered is weakened partially due 
to a possible reflection from the 2 mm Pb absorber 
located in front of PM2. Remind, that typical 
hierarchy of related times at multiple fusion events 
(MFE) [9] for particular fusion moment contains 
usually the instant signal from ch.1 or ch.3 at the 
moment tf , next, electronically delayed signal at 
ch.4, tf + 35 nsec, and time of flight delayed neutron 
signal at ch.2, tf + 35 nsec + tTOF , correspondingly. 

Another effect may appear if the concentration 
of grains is increased essentially but their mean 

 

 
a 

 
b 

 
Fig. 9. X-rays dynamics in regime 3: (a) X-ray CCD 
image for a rarefied transparent ensemble with multiple 
DD fusion; (b) pulsating neutron yield, Ch 2, several X-
rays peaks in Ch 4 show the sequential instants of DD 
reactions.  
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sizes decreased (we have ~ 10-3 – 1μm). We may 
regulate partially the level of x-ray absorption and 
multiple scattering inside the ensemble of clusters 
by varying the interelectrode volume within an 
order of magnitude (by changing of A-C distance, 
0.5 - 0.1 cm) under approximately the same value 
of mass transfer from anode and under smooth 
variation of the pressure at the range 10-6 - 10 -2 

mbar (that influences the processes of nucleation 
also). In the diffuse regime, λ << lsc << R, light 
being trapped in a disordered system may make a 
long random walk before it leaves the medium from 
the nearby surface area [30-32] (lsc =1/N0QS - mean 
free path of photons due to scattering, R - ensemble 
dimension and λ - the wavelength; QS – scattering 
cross section, N0 – volume density of scattering 
particles, N0

–1/3 >> λ). Dense interelectrode 
ensemble seems manifest the ability to “trap” 
partially even x-rays. The dynamics of x-ray 
radiation at the regime close to x-ray diffusion is 
very differ from ordinary (transparent or 
disordered) x-ray ensembles (as in Figs. 2,3): the 
diffused lower energy x-ray photons (energy ~ 3-10 
keV) are delayed to appear from ensemble interior 
in comparison with very hard x-ray emission (ch.2, 
photon energy ≥ 60 keV) which is not trapped. 
Usually PIN diode signals are decreasing in 
intensity also in the diffuse regime if density of 
ensemble grows. For dense self-organised 
ensembles, if intensity on ch.1 turns out less than 
triggering value Utrig = 100mV, oscillograms are 
not registering and we may observe just CCD 
picture. Example CCD image of ensemble with 
“trapped” x-rays for this particular case is shown on 
Fig.10. Other “ball”-like ensembles with very low 
x-rays yield but bright images are shown elsewhere 
[9,33]. 

 

 
 

Fig.10. CCD image of dense self-organized 
interelectrode clusters ensemble with diffused X-rays 

photons (few keV) inside . 
 
 

It appears reasonable to try to combine the 
advantages of interelectrode cluster ensembles with 

multiple fusion events (Fig.9) and with diffused x-
rays under total trapping of fast ions (Fig.10) 
Namely, particular example of cluster ensemble 
with similar combined features is shown in Fig. 11 
as prototype of a table-top complex plasma 
microreactor ( see also Fig.6 in [10]). We observe a 
bright image of cluster ensemble, but with very low 
hard x-ray yield under their partial diffusion 
(channels 1,3). The growing (left) part of intensity 
curve from PM4 (channel 4) represents mainly the 
extra x-rays due to fusion events with few 
corresponding peaks. The main part of intensity 
registered by PM2 (channel 2) represents the strong 
pulsating neutron yield as a manifestation of 
“waves” of DD microfusion due to periodic 
deuterium ions collapse, but on the essential 
background of fast deuterium ion – deuterium 
clusters target DD synthesis (L= 90 cm, 0.5 mm 
thick Cu absorber, channel 2 sensitivity is 1V). The 

 
a 

 
b 

 
Fig.11. X-rays dynamics in regime 4 : (a) Oscillograms of 
x-rays yield (channels 1 and 3) and neutron yields (channel 

2) for specific interelectrode ensemble with trapped fast 
ions and x-rays (“triple” anode, see text for details of 

experiment). (b) CCD image of corresponding self-
organized cluster ensemble (complex plasma microreactor). 
 



252 

sensitivity of channel 4 (L= 45 cm) is higher than 
for channel 2. This means that mainly the process 
of neutrons coming were registered by PM2. Thus, 
the ensembles with more saturated x-ray images 
correspond to higher neutron yields due to essential 
stopping of deuterium ions on clusters (some 
neutron yield at very initial stage, Fig.11a, is 
discussed below, section 6).  

The efficiency of neutron production at our 
low-energy discharge (as well as hard x-rays) may 
be two orders of magnitude higher than for fusion 
events driven by laser irradiated clusters explosions 
(104 neutrons for 120 mJ of laser energy [3]), while 
the total estimated number of deuterons in the laser 
focal area and ejected from anode into 
interelectrode space at our single shot is of the same 
order( ~ 1013 -1014). This efficiency has been 
realised due to several reasons [8,9] and, in 
particular, due to the fact that for experiments [3] 
with fusion driven by Coulomb explosion of 
clusters the collisional free path lD for ions D+ is 
much longer than the plasma dimension (which is 
about laser focal diameter dfocal = 200μm), lD >> 
dfocal. In our vacuum discharge, the smooth 
variation of the relation between lD and cluster 
ensemble radius, Rball, is possible. As a result, it may 
include even the trapping of all the deuterium fast 
ions (see Fig.5 in [9]) generated inside the 
ensemble of cold grains, lD < Rball (“dusty” 
stopping). Thus, it looks rather naturally that the 
neutron yields, in fact, will be essentially higher for 
ensembles with brighter CCD images, which have a 
lower transparency for x-rays and fast ions, 
meanwhile, just neutrons are leaving it (like on 
Fig.11).  
 
5. Single and pulsating regimes of neutron yield. 
 

Earlier, the study of correlations between PW 
structures and neutron yields have recognized that 
not only well depth, but namely potential instability 
in time defines the neutron yield in ion beams 
interactions [34]. In our experiments also, not only 
the PW structure but also the dynamics of potential 
will define the character of the neutron yield. As a 
result, three types of observed neutron yield could 
be recognized in the experiments [10]:  

1) single peaks (as in Fig.2,3), 2) multiple 
intermittent neutron yield (two and more neutron 
peaks, Fig.5 in [10]), 3) oscillatory or pulsating 
neutron yield (as on Fig.9).  

Let us consider the first two types of neutron 
yields. As shown in [27], the time taken to form the 
VC (or the decay time of potential) is about Tv ≈ Cd 
U / IL , where Cd is the diode gap capacitance and U 
is the potential. Since IL ~ U3/2 /d2

eff , then variation 
of deff in our experiment [9] changes IL and, 
correspondingly, the value Tv (deff is the effective 
interelectrode distance for non-planar electrodes) 
[25]. Thus, at rather large deff we have Tv ≈ Тpulse, 

and just a single peak will be observed in 
experiments (first type). Decreasing deff increases IL 
and lowers Tv , and step by step at decreasing of Tv 
< Тpulse we get double, and multiple neutron yields 
(second type). At U = 50 кV, IА /IL ≈ 1.5, Cd ≈ 
300pF [9] giving Tv ≈ 28 nsec. This is not far from 
the time taken to form the VC for the experimental 
case were two double neutron peaks were registered 
(Fig.5 in [10]). 

The third type of neutron yield is of special 
interest. At IL  IА, if the electron distribution in the 
VC would be close to uniform and the well would 
still be present, then ion oscillations at the PW will 
be approximately harmonic. At the moments of 
maximum periodic compression of the ionic 
subsystem, the DD reaction will take place and the 
neutron yield will be a pulsating one (Fig.9). The 
period of oscillations of the neutron yield is about 
12-13 nsec in the experiments [9] (Tv << Тpulse), and 
it represents now mainly the frequency of harmonic 
oscillations D+ in the PW (Fig.9) instead of Tv (as 
for the first type of neutron yield). In fact, the 
pulsating neutron yield is appearing in experiment 
just as deff is decreasing. PIC modeling of this 
(Fig.9) particular experimental regime (Fig.12a, 
compare with geometry presented on Fig.4) gives 
ion trajectories (Fig.12b) and energies (not shown 
here) which are corresponding namely to their 
periodic oscillations (ions acceleration –
deceleration) at PW. In summary, neutron yield as a 
single peak is the result of a single collapse of ions 
at the well bottom at neutralization of VC in regime 

a) 

b) 
 

Fig.12 (a) Trajectories of the few chosen deuterons 
moving at R-Z plane  for particular A-C distance (b) 
The function of different ions position by radius of 

time. 
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Tv ≈ Тpulse, (Figs.2,3) and pulsating (oscillatory) 
yield corresponds to ions harmonic oscillations at 
PW (Tv << Тpulse) accompanied by periodic 
collapses at the axis (PW bottom). The second type 
of neutron yield is an intermediate between single 
and oscillatory ones. 

The pulsating neutron yield regime (Fig.9) is 
suggestive of the interesting and stimulating 
conception of periodically oscillating plasma 
spheres (POPS), developed during the last decade 
in theory and in experiment [13,14]. There it was 
suggested to abandon the standard scheme of IECF, 
where particular ion beams interact with each other, 
and use in addition the injection of electrons into 
grids (in order to get a uniform electron background 
inside the cathode grids). Ions then will undergo 
radial harmonic oscillations with any amplitude at 
the potential well formed, and at the moments of 
maximal compression high fusion power density 
will be provided P fusion ≈ 3ϕ2 θ2 f 2<συ> / 2π e2 rVC, 
where ϕ is the well depth, θ the radial ion plasma 
compression ratio rmax / rmin, f = ni /ne, r VC the radius 
VC, and <συ> the averaged cross-section (here P 
fusion is the total power integrated over a single 
period [13]). A typical POPS frequency is νPOPS ~ 
(2ϕ/mi)1/2 /rVC (mi –ion mass). Analysis of POPS 
physics has shown that a potential well depth of 
about 60% of the applied voltage is enough for 
realization of the concept of a reactor in oscillating 
systems. At the present moment in spite of POPS 
attractiveness and demonstration ones in principle, 
the PW depth reported is still ≤1 кeV, and POPS 
frequency νPOPS ≤1MHz (applications, economy, 
limitations are discussed in detail at [14]). 

 Generally speaking, POPS are particular and 
well-defined cases or analog of the multiple fusion 
events (MFI) [9] at vacuum discharge at regime Tv 
<< Тpulse discussed above. In fact, instead of special 
injections of electrons into a spherical device to 
produce a VC as in [14], nanosecond vacuum 
discharge with hollow cathode provides itself (after 
voltage is applied) automatic extraction of electron 
beams from the cathode and their further 
acceleration and converging injection into anode 
area on the axis to form a VC (Figs.4,5). By 
analogy with POPS expressions we may estimate 
the fusion power density Pfusion ~ ϕ2 θ2 f 2<συ> l / 
2π e2 r2

VC at the volume of nuclear burning for 
reactor with cylindrical geometry (l is the length of 
the cylinder) [9]. Assuming ϕ ≈ 60 кV and rVC ≈ 
0.1 см, as well as f 2 ~ 1, θ ≤ 103, l ≈ 0.5 cm, we get 
the yield ~ 105 neutrons for a single collapse of D+ 

ions at the discharge axis or for one period of ions 
oscillations. Thus, a specific advantage of IECF 
systems like POPS [14] or MFI [10] is the 
favorable scaling of fusion power density (with 
decreasing set-up size) which is increased with 
decreasing of rVC and increasing of PW depth. As 
discussed above, during the total time of the voltage 
pulse applied we may get from single to 4-5 

moments of deuterium ions collapses at the axis 
(depending of relation between Tv and Тpulse). It will 
be accompanied by the correspondent number of 
neutron peaks in real experiments (like on Figs.9,11 
above), but the total neutron yield will depend of 
role of channel D+ - cluster in reactions of DD 
synthesis (compare CCD and yields of shots 
presented on Fig.9 and Fig.11). 
 
6. On DD synthesis at very initial stage of 
discharge.  
  

PIC modeling of particle dynamics and 
processes in vacuum discharge shows qualitatively, 
in particular, what is going during first 1-2 nsec 
after voltage applied. During this time the electron 
beam extracted from cathode is reaching the 
deuterium- loaded anode and starting to interact 
with the Pd surface. This relatively fast initial stage 
of discharge in our experiment is understood still 
poorly, in comparison with more late processes of 
virtual cathode and potential well formation. At this 
section we would like at first to pay attention and to 
discuss some specifics of possible particle emission 
at initial stage of discharge, registered at 
experiment earlier [9], as well as to consider some 
features of Pd anode surface morphology. 
 

 
 
Fig.13. X-rays dynamics in regime 5, where the piece of 
paraffin have been located between plasma source and 
photomultipliers 4 and 2. 
 

At very initial stage of discharge the 
oscillograms sometime manifest the peaks which 
are reminding to observer the neutron peaks from 
collisional DD synthesis registered by TOF manner 
on the late stage of discharge [8-10]. Let us come 
back to shot presented above on Fig.3 and discuss 
in more detail the oscillograms, where the neutron 
peak (ch.2, to the right side from the main strong X-
rays maximum) as well as the moments of 
collisional DD fusion have been registered by 
different manner also (channels 1,3 and 4). In fact, 
on the left side from the strong X-rays maximum 
some peak on ch.2 have been registered also 
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(indicated by dotted line). Intensities registered on 
ch.4 contain some specifics also. Let us consider 
the first in time peak at ch.4 as possible extra X-
rays from the moment of electron beam coming on 
Pd anode surface. If to move further in time ( to the 
right on Fig.3) we see that some next peaks are 
appearing, at first on ch.4 and after that on ch.2 
also. Since PM4 located exactly between plasma 
source and PM2, we may conclude (from the 
relative positions of this peaks in time) that the 
delays of their consequent appearing in channals 
4,2 corresponds to TOF for DD neutrons (46,6 
nsec/m). In other words, neutrons are coming first 
on PM4 (and partially are registered there), and 
later on neutrons are registering by PM2 ( the 
possible synthesis moment and neutrons coming are 
shown on Fig.3b by dotted lines). 
 
 

 
 

Fig.14. X-rays dynamics in regime 6 for anode with 12 
Pd tubes (“coronal’ anode), 

 
The implicit assumption that this peaks belong 

namely to neutrons is supported partially by the 
next experimental shot (Fig. 13) where the massive 
piece of paraffin (material with light nucleus for 
strong neutron scattering) was located between 
plasma source and PM4, PM2. We observe that 
namely both peaks on ch.2, located almost 
symmetrically relative to the main X-rays peak, 
turn out to be suppressed as a possible result of 
neutron scattering (also, both main X-rays peaks on 
chs 4,2 became more narrow). Meanwhile, the 
neutrons on ch.4 (if to suppose that it is a neutrons) 
are registered almost by the same manner (as on the 
oscillogramms for previous shot, Fig.3) by PM4 
located very close to paraffin. Next number of shots 
when paraffin was put in between PM4 and PM2 
(and put out after) gave completely the same 
qualitative picture in the behavior of both 
maximums. Remark also, that if we have used Pb 
absorbers (thickness from 3 mm to 5 cm) before 
PM2, just initial neutron peaks and peaks of 
neutrons at the end of discharge have been 

registered by PM2, meanwhile hard x-rays were 
absorbed completely. 

In whole, the essential part of oscillogramms 
from the database accumulated contain the specific 
and correlated in time peaks yet before the strong 
X-rays burst. Thus, seems that the beginning of 
interaction of electron beams with Pd anode loaded 
by deuterium is possible to connect with appearing 
of some indicators of DD synthesis. As we can 
conclude from detail TOF analysis the most 
probably that these peaks are neutron ones, 
although there is still no obvious answer to the 
question about mechanism of DD synthesis. 

Remark, the neutron peaks of variable 
intensity due to collisional synthesis at potential 
well at the stationary stage of discharge are 
registering practically at each shot, meanwhile, the 
peaks at initial stage do appear rather often but in 
more chaotic manner and sometime are not 
recognizing definitely on the background of other 
processes. Relation of intensities of first and second 
peaks presented on Fig.3 above corresponds to the 
first week of experiments with new anode with 
three Pd tubes attached to Cu end-on (anode 
“triple”, this anode have been used in the shots 
presented on Figs.2,3,9,11 discussed above). 
Modified anode with twelve Pd tubes attached end-
on along perimeter of Cu cylindrical basis (anode 
“coronal”) have been used in experiment also ( see 
for example Figs.10,14,15). After some time of 
work ( about 300 shots) we may remark the 
tendency presented on the Fig.14 (this shot 
corresponds to the end of the total one year period 
of experiments, but this is the first shot after the 
next regular loading of Pd anode by deuterium). We 
can see that neutron signal from initial stage of 
discharge is essentially stronger than analogous 
signal at the end. One more example of the same 
tendency is given on the next shot with the same 
anode (Fig.15a). CCD image of correspondent 
interelectrode space is shown on Fig.15b, where the 
bright X-rays from Pd anode surface sites are 
represented also (note, that similar bright anode 
surface sites at CCD image do appear under 
transition from regime 1, Fig.2, to regime 2, Fig.3, 
and followed by appearing of neutron peak at very 
initial stage of discharge, Fig.3, ch.2). Remind that 
Pd surface will be four time larger for “coronal’ 
anode, and correspondingly, the transparency for e-
beams passage through Pd tubes will be essentially 
lower than for “triple” anode (Fig.4). Thus, there 
will be worse conditions for “coronal” anode to 
form VC and PW similar to ones presented on Figs. 
4-6.  

In the summing up, we may conclude from the 
analysis of available experimental data that initial 
stage of discharge may accompanied also by certain 
neutron yield which is changing by more random 
manner from shot to shot in comparison with the 
yield from synthesis at PW at the second stage of 
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discharge. The larger Pd surface of “coronal” anode 
have to provide more essential interaction with 
electron beam and higher neutron yield at initial 
stage, correspondently. The latter tendency have 
been observed at experiment (compare yields on 
Figs. 2,3 and on Figs.14,15). From the other side, 
when the “triple” anode interior (see Fig.4) will be 
fulfilled by deuterium clusters, the neutron yield on 
second stage will be enhanced in comparison with 
the yield at initial stage due to periodical collisions 
of fast ions with clusters inside of correspondent 
PW (Fig.11). 

 

 
a 

b 
 

Fig.15. X-rays dynamics in regime 7: (a) Oscillograms of 
x-rays yield (channels 1 and 3) and neutron yields 

(channel 2) for  next shot with anode with 12 Pd tubes (b) 
CCD image of corresponding cluster ensemble with 
random and overlapped “icelands” of  WDM at Pd 

anode surface. 
 
 

At present section we have emphasized 
namely the experimental TOF results for initial 
stage. The mechanism of possible DD synthesis 
under interactions in the system “electron beam – 
deuterated Pd” is not clear and represents the 
subject of separate work, nevertheless, we may just 
to discuss here some hypothetical assumptions. In 
particular, concerning the possible qualitative 

explanations, we may remark that both experiment 
and PIC simulations illustrate very favourable 
scaling of the fusion power density ~ ϕ2/r4

VC (at 
decreasing of radius rVC) for the chosen IECF 
scheme [9,10] based on nanosecond vacuum 
discharge (small plasma volume keeps the total 
fusion power for cylindrical geometry as ~1/r2, 
approximately). Extrapolation of fusion power 
density for very small rVC gives that under rVC  0 
the value of fusion efficiency formally becomes Q 
> 1 at rVC < 1 μm (if to include oscillations of ions 
also) [35]. Thus, the role of micropores or 
microcracks on loaded Pd anode surface as 
potential natural microchannels for number of 
microfusions near the surface at initial stage of 
discharge has to be the subject of special interest 
and further analysis. Deuterium loaded anodes 
surfaces after the big number of shorts at the end of 
experimental cycle becomeing more pertubed and 
developed, and this effect have to be more 
pronaunced for larger suface values. In a result, 
seems reasonable that oscillograms related and 
discussed above (Figs.14,15) are recognising the 
increased role of the first (in time) neutron peak for 
“coronal” anode.  

Let us discuss some changes in surface 
morphology of Pd anode tubes along the shots to 
supplement the information from oscillogramms of 
intensities. In fact, the more detailed study of our 
Pd anode surface under electronic microscope has 
recognized the number of various micropores and 
craters of different sizes as a result of periodic 
bombardment by electron beams. Energy deposition 
from e-beam is unevenly along particular Pd tube 
(see scheme on Fig.4 for illustration), and different 
parts of anode tubes will be perturbed by different 
manner. In whole, character of surface is changing 
essentially from strongly perturbed and melted 
zones (on the free end of tube which is close to 
cathode) up to weakly perturbed areas with some 
separate microcraters (on opposite end of Pd tube 
near the head-end of Cu part of anode). Even 
deeply melted and strongly perturbed end of Pd 
tubes contains a lot of pores of micron sizes (with 
densities ~ 106 - 107 cm-2). The middle part of tubes 
is melted more homogeneously, meanwhile, the 
weakly perturbed part close to Cu head-end is 
abounded by separate and overlapped craters, and 
even by well-defined linear chains of craters 
(general view of particular parts of weakly 
perturbed Pd surface presented on Figs.16 for 
different scales). This area contains also micro 
pores, micro cracks and Pd surface itself is covered 
by micro particles of different sizes and densities. 
The total volume of information from scanning 
electron microscope (SEM) study is rather large 
and will be discussed in more detail elsewhere. 
Nevertheless, as an additional illustration, SEM 
photos with better resolution for couple fragments 
of surface from the middle part of Pd tube and from 



256 

near Cu head-end area are given on Fig.17 and 
Fig.18, correspondingly (these are integral pictures 
over all shots also). At present, we would like to 
pay attention just on relatively large craters (with 
the sizes about ~10 µm) at the upper left parts of 
each last two Figures. The shape and character of 

both these craters are differ from other typical 
traces of interactions of e-beams with Pd anode 
surface (Fig.16) in vacuum discharge [4,7].  
 

 
 
Fig.18. Deuterium-loaded Pd anode surface morphology 
integrated over all experimental shots of vacuum 
discharge (fragment 3, “triple” anode; part of Pd tube, 
which is close to Cu head-end of anode, scale 30 μm). 
 

 
7. Discussion and concluding remarks.  
 

Generally speaking, DD synthesis discussed 
above have been realized on the framework of 
WDM created under interactions of electron beams 
coming from cathode with deuterium - loaded Pd 
anode. In one case (on the second stage of 
discharge), anode erosion and ionization of part of 
deuterium atoms provides appearing of D+ at the 
edge of deep potential well. Their further 
acceleration and head-on collisions at PW followed 
by DD synthesis and neutron yield related. 
Simultaneously, anode erosion partially provides 
the fulfillment of PW by deuterium clusters (dense 
interelectrode ensembles). Thus, in addition to 
particle–particle syntheses, the channel of DD 
synthesis like D+ - deuterium cluster have to be 
considered since VC is located sometimes inside of 
a “cloud” of burning “dust” nucleated (or ejected) 
from anode material (this effect still has not been 
included in PIC modeling). The total trapping of 
fast ions observed in experiment [9] would increase 
the neutron yield essentially. A related example of a 
self-organized cluster ensemble was shown in 
Fig.11. This shot and ensemble registered by CCD 
is similar to ensemble presented on Figure 6 in [9] 
and manifests a high level of pulsating neutron 
yield also (~ 107/4π). Fast ions and even few keV 
hard x-rays are trapped there, and just neutrons are 
leaving these sorts of interelectrode ensembles 
(prototype of complex plasma microreactor). Note, 
that appearing of collisions of fast ions with 
deuterium clusters target inside of PW will increase 

 
a 

 
b 

 
Fig.16. Surface morphology integrated over experimental 
activity with deuterium-loaded Pd anode   (fragment 1, 
“coronal” anode; particular part of Pd tube, which is 
close to Cu head-end of anode,  scale 60 μm). 
 
 

 
 
Fig.17. Deuterium-loaded Pd anode surface morphology 
at the end of vacuum discharge experiments (fragment 2, 
“coronal” anode, middle part of Pd tube, scale 15 μm). 
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efficiency at the beginning, but further growing of 
the role of this channel of DD reaction will restrict 
efficiency on the level of Q lim ~ 0.1 - 0.02. 

We remark that the frequency of neutron yield 
oscillations in vacuum discharge [9] is about ≈ 77-
83 МHz, and coincides with extrapolation of POPS 
expressions [14] to A-C geometry and PW depth. It 
seems that this agreement is not accidental and 
confirms the similarity to POPS physics during 
some MFI regimes of nanoseconds vacuum 
discharge. Last one might provide at the collapse 
moments the ion densities ni max ~ 1021 - 1023 cм-3 
and compression of ion sybsystem up to ~ 1-10 μm 
(for similar POPS conditions the calculated value is 
ni max ~ 1019 cм-3, аnd rmin at the compression 
moment is ~ 60 microns [13]). The miniature size 
(rVC ~ 0.1 см) as well as rather deep PW (like ϕ ≈ 
50 -55 кeV) correspond to the extremely high 
fusion power densities (~ ϕ2/r4

VC) demonstrated at 
the present moment by our system of table-top 
IECF [8-10]. On the other hand, rather small 
absolute “reactor” volume, nanosecond scale of 
Тpulse, and losses restrict the total neutron yield, but 
keep is acceptable for some modern applications. In 
whole, the trapping of fast ions by interelectrode 
ensembles of clusters, especially noticeable under 
effects of ensemble self-organizations represents 
additional opportunities as well as some complexity 
for “reactor” optimization. Since for IECF systems 
Pfusion ~ I2 and Qfusion ~ I, scaling by current and 
changing the values of Q for different regimes of 
discharge need additional analysis also. 

The physics of initial stage, when WDM 
created under beginning of e-beam interaction with 
Pd loaded anode, and mechanism of DD synthesis 
observed (Figs.3,14,15) are not so clear as for the 
stage of VC and PW formation, described in detail 
by PIC simulations. Meanwhile, namely during 
recent few years the special interest to the systems 
like “electron beam – deuterium loaded Pd” have 
increased and some experimental data and related 
models have appeared. In particular, the model of 
stimulation of DD reaction by electron beams at 
loaded Pd surface have been developed [20]. This is 
one of the number of models which are developing 
to explain the possible so-called low energy nuclear 
reactions (LENR) at deuterium- loaded Pd ( see 
review [36]). Recent theoretical study [37] and 
calculations [20] have shown that the excitation of 
the hydrogen subsystem (which leads to desorption 
of H,D) as a result of the electron bombardment is 
stipulated by the generation of plasma oscillations 
in the crystalline lattice, which are localized 
preferentially in the vicinity of hydrogen 
(deuterium) atoms. This process results in the 
electron-density oscillations and in the appearance 
of strong electric fields (~ 108 V/cm) in the volume 
and on the plane of the hydride. The oscillation 
scales are being commensurable with the lattice 
parameter (typically, ~ 0.3–0.4 nm). As a result, as 

authors supposed, the correspondent acceleration of 
D+ could lead to enhance of DD-reaction yield even 
for a low energy deuteride excitation.  

Any LENR models are still under the 
questions, but well-defined experiments related 
represent the great interest. In particular, 
statistically significant emissions of DD-reaction 
products (3 MeV protons and 1 MeV tritons), as 
well as high energy alpha particles have been 
registered under electron beam stimulation of the 
D-desorption from Pd/PdO:Dx targets [38]. 
Electron beam (energy 30 keV, current < 1 μA) 
bombardment is accompanied by formation of 
numerical pores (from Pd through the PdO) with 
diameters in the range of 100 –2000 nm while the 
surface which has not been subjected to the e-beam 
bombardment shows smooth PdO structure. 
Underline, the larger pores (> 350 nm) have not 
been found in the reference Pd/PdO:Hx samples 
after electron beam. Large craters (~ 10-12 μm) are 
also have appeared only at the Pd/PdO:Dx surface 
after electron beam treatment. Authors of [38] 
conclude, that formation of large craters at the 
deuterium loaded target indicates to high energy 
density (energy concentration) at some specific 
sites of the Pd/PdO surface through which the 
energy release is occurred, and these sites can show 
enhanced nuclear emission.  

Coming back to our surface morphology data 
obtained after discharge, underline, that craters 
presented on Fig. 17 are very similar to large craters 
(~ 10-12 μm) from recent experiments mentioned 
above [38]. We might assume that besides of rather 
usual craters (due to interaction of electron micro 
beams with anode under typical energy introduced 
~ 104 J/g, Fig.16) some of the craters on the Pd 
anode surface created at vacuum discharge 
(Figs.17,18) have to be interpreted as manifestation 
of specific anode ectons of nuclear origin (just 
cathode ectons [6,7] are especially well-known and 
studied at present time). It is not excluded, that not 
only the usual anode erosion, but mass ejection 
assisted by anode ectons which is originated from 
surface DD microsynthesis provides also the 
creation of namely dense interelectode ensembles. 
However, the available stage of study does not 
allow us to share properly the possible standard 
explosive evaporation of anode material by electron 
beam [7] (or any superheating effects under fast 
energy deposition [39]) from more exciting 
scenario of triggering any nuclear reactions on 
deuterium- loaded Pd anode surface by electron 
beams at the process of vacuum discharge. But if 
these kind of anode ectons do exist, in fact, their 
nature could be related with effects of electron 
beam – loaded Pd surface micro pores interactions 
at initial stage of discharge (“classical” physics like 
micro-scale system of IECF at rVC  0 [35]) or 
could be related with some LENR effects 
stimulated by electron beam like discussed at 



258 

[20,37,38]. The overlapping of both mechanisms is 
not excluded also, and have to be a subject of 
further study as well as analysis and verification of 
other mechanisms, like recognizing now the 
opportunity of laser-driven (or beam–driven) 
microfusion in ultra-dense deuterium clusters as 
dislocation cores at host lattice [21,22]. Interesting, 
that LENR effects were mentioned by Rick Nebel 
recently [40] as a part of spinoffs and applications 
of IECF also. 

Remark, that “rechargable” (periodically 
loaded by deuterium) Pd anode is specific and 
complex target for electron beams along discharge, 
so anode surface morphology, different features of 
micro sites and nature of craters have to be studied 
further in more detail. Note, that related craters 
(like on Fig.18) sometime can appear and 
spontaneously also (without any electron beam 
stimulation), for example, the microcraters which 
have been observed under Pd/D electrolysis co-
deposition process [41] or at ultrasonically-excited 
electrolysis experiments [42]. Meanwhile, the 
possible induced number of craters at the presence 
of electron beams might be essentially higher. From 
the other side, we have to keep in mind that the 
foreign inclusions (phase insertions) with the mass 
density different from the basic target material are 
able to initiate cratering as well as the geometrical 
perturbations of the irradiated surface relief [43]. 
The craters induced by foreign inclusions are 
almost indistinguishable in form and size from the 
induced by surface perturbations craters [43,44]. 
Thus, reliable analysis of crater formation 
mechanisms of deuterium-loaded Pd anode surface 
represents rather complex and non-trivial task. 

At the present moment, we may conclude that 
2,45 MeV neutrons have been observed at the time-
of-flight study from DD synthesis which is 
realizing probably by different manner at initial and 
stationary stages of vacuum discharge within just 
50 nsec [8-10]. The physics of collisional DD 
synthesis at small-scale low energy vacuum 
discharge with deuterium-loaded Pd anodes have 
been clarified definitely, but the number of 
questions which are answered do produce a new 
ones. Thus, further experimental study as well as 
theoretical analysis and computer modelling of new 
effects, especially provided by e-beam interaction 
with deuterium-loaded Pd anode at initial stage of 
discharge are reasonable.  
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Abstract. There is considerable interest to creation of new alternative power sources today [1]. The present work is devoted 
to consideration of design and operation of a high-effective hydrogen generator based on Al-H20 chemical reaction assisted 
by a non-equilibrium plasmoid. This work is the continuation of the previous one [2].  The rate of this reaction may be 
increased up to factor 103 by non-equilibrium plasma. Active excited particles, radicals and ions are created by a non-
equilibrium electrical discharge in swirl flow in the plasma-chemical reactor (PCR). It is well-known that these particles can 
accelerate a creation of the chains in a reaction zone. High gas temperature in a plasma zone accelerates this reaction rate 
also. The main goal of this work is a design, manufacture and testing of the demo- PCR with hydrogen mass flow about of 
0.1- 1G/s.  The following tasks are studied in these experiments:  

1. Study of the optimal parameters of a swirl flow in the PCR (component mass flow rates, flow velocity distribution, 
gas temperature distribution and so on).  

2. Study of a stable electric discharge regimes in swirl gas flow. Optimization of power supply electric parameters. 
3. Measurement of plasma parameters in the PCR.  
4. Chemical analysis of the final species in this PCR.  
The parameters and characteristics of electric discharge, plasma and swirl flow are measured in this work. Minimal 

energy balance of hydrogen molecule creation will be measured in this PCR namely. 
 
 
 
Nomenclature 
 
PCR = plasma-chemical reactor 
I = electric discharge current 
V = electric discharge voltage 
F = HF frequency 
Nd = power input in plasma 
Ne =electron concentration 
M = Mach number 
Vaf = airflow velocity 
Pst =static pressure 
Tg = gas temperature 
TR = rotation temperature 
TV =vibration temperature  
T* =electron excitation temperature 
Tb =black body temperature 
E/P =relative electric field 
j2/P2 =relative current density 
N/V =specific power input in plasma 
Q =mass flow rate 
 
Introduction 
 

Today there are many discussions about a 
low-coast aluminum fuel for electric power 
production [1-3]. This method is named aluminum- 

hydrogen power production and based on the 
following chemical reaction: 

 
2Al+ 3H2O = Al2O3 +3H2+ E,  (1). 
 
where E~15MJ/kG Al- energy release 

However the characteristic rate of this 
heterogeneous reaction (aluminum powder + water 
steam) is rather small. So, it is important to study a 
plasma-assisted oxidation of Al powder in water 
steam in detail to accelerate this reaction. This is a 
main task of this work. The rate of this reaction may 
be increased up to factor 103 by non-equilibrium 
plasma. Active excited particles, radicals and ions 
are created by a non-equilibrium electrical 
discharge in swirl flow inside plasma-chemical 
reactor (PCR). It is well-known that these particles 
can accelerate of additional chain creation in a 
reaction zone. High gas temperature in a plasma 
zone accelerates this reaction rate also. Note that 
there are active dusty (cluster) charged particles in a 
reaction zone of this PCR. Non- ideal plasma is 
created in this reactor (parameter  

γ=Ze2/(Nd
)-1/3kTg>1).  

High amplitude local electric field is 
created near a surface of this charged dusty (cluster) 
particle. So, traditional chemical kinetics may be 
wrong (uncorrected) near surfaces of these 
particles. So, measurement of a local electric 
potential in this heterogeneous plasma is very 
important task also. 

The second important task of this work is 
to study of the properties and parameters of a 
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heterogeneous plasma created by pulsed repetitive 
HF discharge (or DC discharge) in swirl flow. Hot 
ionized hydrogen flow (Tg~ 3000K, Ne/Na~10-2) 
obtained in this PCR will be used in MHD power 
generator in future. Design of this power generator 
and its operation are discussed in the work [9].  
 
I. Experimental Setup 

 
Scheme of the experimental setup is shown in 

the fig.1. The general view of this setup is shown in 
the fig.2.  The PCR is made of quartz tube diameter 

60-80 mm. Tube’s thickness is about 3-5 mm.  
Swirl gas flow (or non-swirl one) is created by 
tangential injector (4) and axial injector (3) in this 
reactor. Aluminum powder is injected through tube 
electrode (2). This powder is pushed by argon jet in 
a mixer-container. Swirl argon flow is created in 
this reactor by swirl generator (3). It is possible to 
control of a vortex parameter S= Qτ/Qz, (where Qτ – 
tangential flow mass rate, Qz- axial mass flow rate) 
in this experiment. Note, that this reactor design is 
optimal one for a separation of hydrogen and Al2O3 
by inertial body force. Hydrogen is evacuated from 

 

 
 

Figure 1. Scheme of the PCR. 1,2- tube electrodes - injectors for H2O+Al, 3,4- nozzles – injectors for argon flow,  5- 
tungsten electrode; 6- reactor chamber; 7- quartz tube; 8-oscilloscope;  9- H2O steam generator; 10- spectrometer 
AvaSpec 2048; 11-CCD camera Citius; 12- gas silence chamber; 13- gas filter; 14-chemical sensor; 15- water cooling 
tube; 16-pump; 17-electric heater 
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reactor by thin quartz tube (chemical probe) 
arranged near axis.  Both a vertical electric 
discharge and horizontal electric discharge are 
created in this set up. Hydrogen mass flow rate is 
measured by the gas analyzer AVP-01G. Water 
steam is generated by an electric heater (9, 17). 
Parameters of an electric discharge is measured by 
the voltage probe Tektronix P-6015, current probe 
Tektronix and oscilloscope. Optical spectra of a 
plasma formation are recorded by the spectrometer 
AvaSpec 2048(λ=200-800nm) 

A heterogeneous plasmoid in gas flow is 
recorded by the high- speed camera Citius. The 
following power supplies are used in this work: DC 
power supply (8kV, 2Amp) and Tesla’s coil HF 
generator (F= 450 kHz, NHF=1-10 kW, pulse 
duration-10 ÷10000μs, pulse repetitive frequency- 
10-104 Hz). Parameters of an electric discharge is 
measured by voltage probe Tektronix P-6082, 
current probe Tektronix and oscilloscope.  

 

II. Main Experimental Results 
 
The physical processes, plasma and discharge 

parameters in a heterogeneous plasma are studied in 
this work. The composition of output gas flow and 
the final species concentrations are measured in this 
PCR.  

The typical picture of a longitudinal plasmoid 
in swirl flow is shown in fig.3, 4. One can see the 
different locations of hydroxyl- hydrogen 
molecules (red-violet kernel near vortex axis) and 
AlO molecules (thin blue halo around this axis) in 
this plasmoid, fig.4.  

The typical optical spectrum of heterogeneous 
plasma is shown in the fig.5.  One can see that there 
are the atomic optical lines (Al, Н, Ar, electrode’s 
metal atoms), the molecular bands (ОН, AlO, O) 
and the continuous spectrum in this figure. Note 
that a continuous spectrum is connected with a hot 
dusty particle radiation. The obtained spectra are 
processed. The measured rotation temperature in 

 

 
 

Figure 2. General view of the experimental set up. 1,2- tube electrodes - injectors for H2O+Al, 3,4- nozzles – injectors for 
argon flow, 5-reactor chamber; 6- quartz tube;  7-water steam generator; 8- gas silence chamber; 9- water cooling tube; 
10- electric heater 
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plasma is about of TR~2000-3000К, atom excitation 
temperature T*~3000K, black body temperature 
Tb~3500K.  

The value Ne is estimated by a measured 
plasma conductivity σ in our experiment. The value 
σ is estimated by voltage Vd and current Id 
measured between the electrodes. The diameter D 
and the length L of plasma formation are measured 
from the obtained high-speed frames. The typical 
value σ is about 20 Ohm-1m-1. The typical electron 
concentration in plasma is about of Ne=1014 cm-3. 

The analysis of the final species of output 
gas flow in PCR is fulfilled. It is obtained that the 
main dusty particles are the fine-dispersed Al2O3 
particles and fine-dispersed Al particles (non-
reacted powder). The typical average diameter of 
this dusty particle is about 1 µ or less. Note that the 
typical average diameter of the initial aluminum 
particles is about of 100 µ.  

Hydrogen is evacuated from this reactor by 
tube chemical probe (15, fig.1). This gas sample is 
analyzed by a chromatograph. The maximal H2 
concentration measured in this experiment is about 

20-50%. The hydrogen mass flow rate measured by 
a gas analyzer in this demo- reactor is about of 
0,1G/sec.  Plasma parameters such as electron 
concentration, conductivity, power input are 
measured in this work.  

It is revealed that there are positive charged 
dusty ions AlO and Al2O3 in cylindrical plasma 
formation, fig.3. 

There is considerable sedimentation of these 
ions in the cathode electrode namely. So, one can 
conclude that there is localization of the negative 
charged ions OH- near vortex axis in the PCR. The 
positive ions Al2O3

+ (AlO+) are concentrated in 
plasma halo around plasma kernel. In a result it a 
double electric layer is created in this plasma 
formation. High positive potential about several kV 
is measured near external boundary of this 
plasmoid. This double electric layer stabilizes this 
plasmoid considerably. Note that this radial 
gradient electric field can change the plasma- 
chemical kinetics considerably also. This question 
will be studied in detail in future experiments.   
  

 
 
Figure 3. Plasma chemical reactor with pulsed repetitive 
HF discharge in H20-Al mixture 

 
 

 
Figure 4. The typical heterogeneous plasma formation 
created by vetical electric discharge in swirl flow. DC 
current-1Amp, DC voltage -200V, Vt~10m/s, Pst~1 Bar, 
QAL~0.05G/s, QH2O~0.3G/s 
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III. Complethess of plasma assisted aluminium 
oxidation 

 
It is revealed that completeness of a reaction in 

this PCR is very high about of 90-95%. Really the 
typical experimental conditions are the following: 

  
• Electrode arrangement vertical 
• Electrode material   Al 
• Water steam injection  through  

    electrode 
• Al powder injection through electrode 
• Testing gas for swirl flow  Ar  

• DC voltage   800 V 
• DC current   2 Amp 
• Gas temperature  Tg~3500К  
• Electron concentration Ne~ 1014 cm-3  
• Al mass flow rate  0.3 G/sec 
• H20 mass flow rate 0.3 G/sec 
 Hydrogen mass flow rate  ~0.04 G/sec  
 
The hydrogen mass flow rate may be estimated 

by the following relations: 
 

2Al+ 3H2O = Al2O3 +3H2+ Q,  Al: H2= 9:1 
 
So, theoretical value Al: H2= 0.3G/s: 0.033G/s 

is obtained from measured Al flow mass rate. 
Experimental value of hydrogen mass flow rate is 
about Al: H2= 0.3G/s: 0.04G/s. Note that measured 
hydrogen mass flow rate by water steam 
dissociation in plasma is about of ~0,01G/s. So, 

completes of the oxidation reaction is very high 
about 95% 

Some remarks about acceleration of this 
reaction by plasma. Note that the typical residence 
time of reagents in the PCR is about   

 
tr~ L/Vaf = 0.1m/ (30m/s)~300μs, 
 

where Vaf- typical velocity of gas mixture flow in 
PCR, L- reaction zone dimension. 

The typical chemical reaction time is about 
tch~10 ms at the experimental conditions closed to 
our ones [10]. So, there is considerable acceleration 
of this reaction by plasma tch/tr~30. 
 
IV. Conclusion  
 
1. Stable plasma-assisted reaction of Al-H2O 

mixture is obtained in our experiment. 
2. High completeness of Al oxidation in water 

steam at plasma assistance is realized in this 
experiment 

3. High electron concentration Ne~1014 cm-3 is 
obtained in Al plume in H2O-Ar flow at 
plasma assistance 

4. High temperature Tg~3000K is measured in Al-
H2O plume in the PCR  

5. Al-H2O chemical reaction assisted by HF 
plasma is studied in this work. Considerable 
acceleration of this chemical reaction is 
obtained in this experiment. 

6. Heterogeneous plasmoid with strong double 
electric layer in created in H2O-Armixture in 

 

 

 
Figure 5. The typical optical spectrum of a plasma formation created by HF discharge in the PCR
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swirl flow. The typical value of charged 
plasmoid’s electric potential is about several 
kV. 
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Abstract. Experimental results on initiation of MW discharge by means of laser spark in free space are presented. Ignition 
thresholds of laser initiated MW discharge under different air pressure and wide diapason of time delays of MW pulse 
relative laser one are measured. Peculiarities of MW discharge structure formation on laser spark itself and on gasdynamic 
disturbances created by laser spark at later stages are investigated. Under the reduced air pressure the possibility of MW 
discharge ignition by application of low-power laser beam is demonstrated. Also presented are some results of MW beam – 
laser spark interaction modeling.  
 
 
 

Microwave (MW) discharge in the free space is 
a phenomenon of considerable interest, which can be 
used in numerous practical applications [1, 2]. 
However, the MW discharge initiation in air at 
pressures close to atmospheric requires a rather high 
level of electric field strength, which is not provided 
by the existing devices. For this reason, experiments 
are usually carried out using various initiators in the 
pathway of MW propagation [3]. One possible means 
of initiating MW discharge employs laser radiation 
[4]. This is a promising method for the distant 
initiation of MW discharge, which allows the zone of 
energy deposition to be localized (under certain 
conditions), the discharge to be redirected, and the 
gas breakdown threshold to be significantly reduced. 

This work reports the results of an experimental 
investigation of the initial stage of formation and 
threshold characteristics of MW discharge initiated 
by laser spark in air at atmospheric pressure. We also 
present data on attempts at the MW discharge 
initiation at reduced pressures by laser radiation 
without spark generation. 

The experiments were performed using a linearly 
polarized MW in the centimeter wavelength range 
(λMW = 2.3 cm) with an electric field amplitude of E 
≥5 kV/cm, which was emitted via a horn into a 
vacuum chamber and focused by a metal mirror to a 
region with dimensions on the order of (λMW/2. The 
duration of MW pulses τMW did not exceed 4μs and 
their repetition rate was 1 Hz. The beam of second 
harmonic radiation of a Nd:YAG laser (λ = 532 nm) 
with a pulse duration of τlas = 10 ns was oriented 
along the electric field vector in the MW and 
introduced into the chamber with the aid of a mirror 
via a quartz window. The laser pulse energy could be 
varied from 50 to 320 mJ, which was sufficient to 
generate laser spark (LS) in air at atmospheric 

pressure. The laser beam was focused by a lens with 
a focal distance of f = 45 mm into a region of the 
main lobe of the MW directivity pattern. The axes 
and central zones of the focused laser and MW 
beams spatially coincided to within 2 mm. The time 
Tdel of the MW pulse delay with respect to the laser 
pulse could be varied within broad limits. 

The appearance of discharge was detected 
visually and with the aid of a photoelectron 
multiplier and a high speed camera (PCO.Sensicam) 
with exposure times within 0.5–1000 μs. The MW 
discharge in air at atmospheric pressure was stably 
initiated, being either directly induced by LS or 
formed in the excited gas medium (strongly 
perturbed by LS) for a rather long time after 
termination of the laser pulse. Figure 1 presents 
typical photographs of the LS initiated MW 
discharge, which were obtained at various delays of 
the MW pulse relative to the laser pulse. The bright 
vertical band on these images results from the action 
of LS flashing on the CCD matrix. 

The LS size was about 6 Ч 3 mm and the glow 
time (at a 0.5 maximum level) did not exceed 500 ns. 
At small times of the MW pulse delay relative to the 
laser pulse, the MW discharge channel developed 
directly from the LS region, predominantly from its 
top or bottom part. As the delay time increased, the 
MW discharge region exhibited considerable growth. 
For a delay time within several dozen microseconds, 
concentric discharge channels were frequently 
formed. With a further increase in the delay, the 
discharge region shifted toward the MW source, and 
sinusoidal channels were observed [5]. For the given 
level of field strength, the LS initiation of discharge 
took place for delays up to ~1 ms. The average 
velocity of discharge channels under these conditions 
was ~(1-5)×105cm/s.. 
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Variation of the MW pulse delay time relative to 
the laser pulse was accompanied by significant 
changes in the threshold for MW discharge 
formation. For this reason, a special series of 
measurements was devoted to determining the 
breakdown characteristics in air at atmospheric 
pressure. At every fixed delay of the MW pulse 
relative to the laser pulse, the level of incident MW 
power was increased until the onset of the MW 
discharge channel formation. The MW pulse duration 
was 4μs and the LS was generated at a laser intensity 
of 320 mJ. The results of these experiments are 
presented in Fig. 2. As can be seen from these data, 
there is a sharp drop in the breakdown field (Ebreak) at 

small delay times (Tdel < 15 μs), followed by a rather 
stable stage and a gradual increase in the Ebreak value 
up to maximum at Tdel ~ 500–1000 μs. 

Apparently, the LS at small delay times is 
surrounded by a photoionization generated plasma 
coat, in which the MW discharge channel is 
developed that starts directly from the LS. The 
presence of a seeding electron density and the field 
enhancement near the extended spark (the size of 
which is close to λMW) provide conditions for 
effective initiation of the MW discharge immediately 
outside the LS poles (inside LS, the electron density 
at this time is above the critical level that hinders 
penetration of the microwave field). These 

  
a     b 

  
c     d 

Fig.1. Photographs (obtained with a 2μs exposure) of LS initiated MW discharge for various delays between the MW and 
laser pulses (Tdel, μs): (a) 0; (b) 12; (c) 20; (d) 700. MW beam propagates left to right (E = 5 kV/cm, τMW = 4 μs). Laser 

beam propagates top to bottom  
(320 mJ, τlas = 10 ns). 
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experiments (like many other) show that the MW 
discharge is highly sensitive to the presence of 
gasdynamic fronts and readily develops along them. 
Indeed, a shock wave that runs away from the LS 
front is already well developed at 15 μs (with a 
spherical front clearly visualized by the MW 
discharge in Fig. 1b). Estimations of the shock wave 
velocity at this stage, based on the glow front 
monitoring at various moments of time, give 
~5×104cm/s.  

For a delay time in excess of 100 μs, plasma in 
the LS region becomes transparent for the microwave 
field [6], so that the measured values of breakdown 
fields most probably reflect a change in the gas 
density inside the LS. Then, the LS region exhibits 
cooling and the gas density in the region of energy 
deposition gradually increases (while the gas 
pressure in the breakdown region is already leveled), 
which leads to an increase in then breakdown field. 
Glumac et al. [7] experimentally measured temporal 
variation of the gas temperature during the LS 
evolution (decay) for about 1 ms upon generation in 
air at atmospheric pressure by the Nd:YAG laser 
second harmonic pulse (under the conditions close to 
those in our case). Using these results for estimating 
the temporal variation of the gas density, we have 
constructed a dashed line in Fig. 2 so as to provide 
the best fit to our experimental points for Tdel > 100 
μs. It was found that this line corresponds to a 
reduced electric field of E/p = 20 V/(cm Torr), which 
is much lower than the standard breakdown field in 
air. This result indicates that the breakdown threshold 
depends on additional factors rather than entirely on 
the gas density. Deeper insight into this issue requires 
additional thorough investigation. 

Investigation of gasdynamic processes influence 
at the discharge structure and the thresholds of its 
initiation under the various delay time was carried 
out. Figure 3 illustrates partially these results. 

Analysis of the results of Schlieren registration 
of the process of MW discharge initiation at different 
stages of its developments shows: 
 - under the short delays of MW pulse (up to 10-
20mcs) the discharge starts right from the domain of 
LS, developing along the laser beam and gasdynamic 
front of shock wave, arising as a result of laser 
breakdown; in a zone of MW discharge a break of 
shock wave and displacement of its front is observed, 
 - under defined conditions stimulated MW discharge 
is formed inside gasdynamic cavity around the LS 
core up to delays in tens of microseconds;  
 - at later stages of interaction (210mcs) the vortex 
zone is forming in the domain of LS, from which 
MW channels take start; 
 - analogues scenario is observed during rather long 
period of time while gasdynamic perturbation exists 
in the focal region of MW radiation, which definitely 
favours decreasing of breakdown thresholds and 
exactly here MW channels are forming and take start. 

Another important parameter influencing the 
MW discharge threshold for various delays of the 
MW pulse relative to the laser pulse is the laser pulse 
energy. For a given level of the MW field, the 
maximum delay time for which the LS is capable of 
initiating the MW discharge decreases with the laser 
pulse energy. For small delays, a change in the 
breakdown field is relatively small. At atmospheric 
pressure, even very weak LS readily initiated the 
MW discharge. However, we failed to initiate the 
MW discharge by laser pulses in a sparkles regime. 

 
 

Fig.2. Plot of the MW breakdown threshold field Ebreak versus MW pulse delay time Tdel relative to the initiating laser pulse 
in air at atmospheric pressure. 
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Unexpected results were obtained at a reduced 
pressure (p ≤ 130 Torr), where laser beam with an 
energy of ~50 mJ ensured the formation of an 
electrodeless MW discharge and provided a 
significant (20–30%) decrease in the breakdown 
threshold with respect to the MW field. 

Thus, the results of our investigations showed 
that the MW discharge in air at atmospheric pressure 
can be reliably initiated by LS both at the stage of its 
formation and in the late stages of decaying 
gasdynamic perturbations, up to a delay time of ~1 
ms. The experiments also demonstrate that the MW 
discharge in air at reduced pressures can be reliably 
initiated by light, at a significant decrease in the 
breakdown threshold. 

This study was supported in part by EOARD 
(ISTC grant no. 3058) and the Presidium of the 
Russian Academy of Sciences (Program no. 11). 
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Fig.3. Schlieren photo of MW discharge initiated by LS, exposure time 0.5mcs (а-с) and 3,5mcs (d-e). MW – 

laser delay (mcs): a) 5, b) 20, c) 210, d) 505, e) 964. MW beam propagates left to right (E = 5 kV/cm, τMW = 4 
μs). Laser beam propagates top to bottom  
(200mJ (а-с), 500mJ (d-e), τlas = 10ns). 
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Abstract. For studying influence of low temperature plasmas on kinetics of combustion of hydrocarbon fuel at atmospheric 
pressure of air it is necessary to know the basic characteristics of a stream, including its speed. In work three methods of 
definition of an air stream speed at atmospheric pressure of air in the discharge chamber are considered. In this case Laval 
nozzle works in not-designed mode. Speed of an air stream was defined experimentally by three ways: on drift of a flame 
ignited by a surface microwave discharge; on position of Mach’s jump in case of a supersonic stream; with the help of the 
thermocouple.  
 
 
I.   Introduction 

 
In the process of searching for optimal 

methods of generating non-equilibrium plasma in a 
supersonic flow, a microwave discharge of a new 
type was suggested in [1], namely, a microwave 
discharge developed by a surface wave on a 
dielectric body subjected to supersonic flow of air. 
The main properties of such discharge system is 
investigated in [1-11].  

For employing a surface microwave 
discharge in various fields of supersonic plasma 
aerodynamics, one must optimize the conditions of 
its generation. In particular, experiments at 
atmospheric air pressure must be performed for 
investigating the process of ignition and 
combustion of liquid hydrocarbons. This is due to 
the fact that volatile liquids with free surface, which 
are placed in a vacuum chamber, begin to rapidly 
evaporate with decreasing pressure in the chamber, 
and this prevents one from performing experiments 
with hydrocarbons in the liquid phase at an air 
pressure below one atmosphere.  

It was previously [3] experimentally 
demonstrated that a pulse power of 10-20 kW is 
required for generating a surface microwave 
discharge on a Teflon antenna in the air pressure 
range of 0.1-50 torr, while the power required for 
initiating a surface microwave discharge at 
atmospheric pressure is of the order of 250 kW. It 
was necessary to develop a new system for 
initiation of a surface microwave discharge for the 
purpose of reducing the level of pulse power. 

It is known [12, 13] that if a discharge is 
initiated by some method, it will exist for a long 
time at much lower values of power than those 
required for initial breakdown of gas. Numerous 
methods exist for initiating a microwave discharge, 
for example, by laser spark, by spark discharge, by 
vacuum ultraviolet irradiation of the region in 
which it is planned to initiate a discharge, by using 
various metal wires, dipoles, and so on. However, 
the metal-dielectric contact is most effective from 

the standpoint of initiating a microwave discharge 
[13]. 

In studies [1-4], a surface microwave 
discharge was generated on a Teflon antenna. In so 
doing, the metal-dielectric contact was structurally 
removed from the region of strong electric field, 
which required high values of power input for 
generating a surface microwave discharge at high 
pressures of air. Therefore, we changed the unit for 
delivery of microwave energy to the antenna and 
replaced the Teflon antenna by a quartz one [8-10]. 
This made technically possible the contact between 
the quartz antenna and the wider wall of metal 
waveguide, where the amplitude of electric field 
intensity is maximal for a wave of the H01 type. We 
selected the direction of propagation of microwave 
power as the positive direction of the 0X axis; in so 
doing, the origin of coordinates x = 0 is located in 
the cross section where the metal waveguide ends 
and the quartz antenna begins, i.e., at the metal-
dielectric interface in the zone of delivery of 
microwave energy to the antenna. The employed 
system of energy delivery (metal waveguide-quartz 
antenna) made possible an order of magnitude 
reduction of the power required for generating a 
surface microwave discharge at atmospheric 
pressure. Readily realized in the experiments is a 
microwave discharge on the surface of a quartz 
antenna of rectangular cross section 9.5 × 19 mm2 
and 115 mm long in air at atmospheric pressure p = 
760 torr. 
 
II.   Experimental Installation 
 

Experiments were carried out on the 
installation consisting of a vacuum chamber, a 
receiver of a high pressure of air, a receiver of a 
high pressure of propane, a system for producing a 
supersonic gas flow, magnetron generator, system 
for delivering microwave power to the chamber, 
cylindrical and rectangular aerodynamic channels, 
sources of high-voltage pulses, a synchronization 
unit, and a diagnostic system (Fig. 1).  
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Figure 1. Block diagram of the experimental setup: 1 – 
vacuum chamber; 2 – synchronization units; 3 – 
magnetron; 6 – directional coupler; 7 – crystal 
microwave detector; 8 – waveguide; 9 – antenna; 10 – 
cylindrical aerodynamic channel with Laval nozzles; 11 – 
electric hydraulic valve; 12 – air high pressure receiver; 
13 – propane high pressure receiver; 14 – high-pressure 
cylinder with propane; 15 – valves; 16 – block of probe; 
17 – power supply; 18 – computers; 19 – 
monochromator, CCD sensor or photomultiplier tube; 20 
– video and photo camera; 21 – pulsed power supply for 
shadow graphics installation; 22 – pulsed flash-lamp; 23, 
25, 26 – lenses; 24, 27 – diaphragms; 28 – photo 
camera; 29 – digital oscilloscope.  

 
The basic component of the experimental 

setup is an evacuated metal cylindrical chamber, 
which serves simultaneously for supersonic flow 
creation, and as a tank for the expiration of gases or 
combustion products. The inner diameter of the 
vacuum chamber is 1 m, and its length is 3 m.  

A high-speed flow was produced by filling 
the vacuum chamber with air through a specially 
profiled Laval nozzle mounted on the outlet tube of 
the electromechanical valve and designed for Mach 
number of M < 2.  

The microwave source is a pulsed 
magnetron generator operating in the centimeter 
wavelength range. The parameters of the magnetron 
generator are as follows: the wavelength is 
λ = 2.4 cm, the pulsed microwave power is 
Wp < 100 kW, the pulse duration is τ = 1–200 μs, 
and the period-to-pulse duration ratio is Q = 1000. 
The vacuum system of the chamber allows us to 
vary the pressure over a wide range from 10-3 to 
103 Torr. 

The diagnostic complex included optical 
refraction sensors, photoelectronic multipliers, 
pulse shadow installation, system for measurement 
of flame conductivity, electric probes, a two-wire 
line, spectroscopes, digital oscilloscopes, digital 
photos and movie cameras, thermocouples.  

III.   Experimental Results 
 

The used compressor enabled to pump air 
in a receiver up to pressure of 6 atm that allowed to 
create high-speed air streams with the desired 
values of velocity at atmospheric pressure in a 
chamber. At atmospheric pressure of air in the 
chamber Laval nozzle worked in not-designed 
mode. Speed of an air stream was defined 
experimentally by three ways:  
• on drift of a flame ignited by a surface 

microwave discharge;  
• on position of Mach’s jump in case of a 

supersonic stream; 
• with the help of the thermocouple.  

The first method is based that an oblique 
jump of density appears on the forward end of the 
thin pointed plate streamlined by a supersonic 
stream.  

Therefore, instead of the antenna in the 
chamber the thin pointed plate (chisel) was located 
so that its axis and an axis of air flow coincided. 
One of the sides of a chisel is oblique. An oblique 
jump of density arising on a forward edge of chisel 
was registered with the help of shadow installation. 
Value of flow Mach number was defined on the 
measured corner of an inclination between jump 
and not oblique surface of a chisel under the 
formula [14]:  

α sin
1=M , 

where α is a corner between jump and not oblique 
side of a chisel. The sample of a shadow picture in 
case of a supersonic stream with flow Mach number 
М=2 is submitted on Fig. 2. 
 

 
 
Figure 2. An instant shadow picture of a thin pointed 
plate streamlined by a supersonic stream. (Flow Mach 
number М = 2, initial air pressure in the chamber 
p0 = 40 torr). 

 
It is necessary to emphasize, that jump on a 

forward edge of the pointed plate did not arise, if it 
is streamlined by a subsonic air stream. Therefore 
in experiments the shadow picture was fixed only at 
such values of p/p0 at which of an oblique jump of 
density started to arise. The chisel was put for 
improvement of a shadow picture as she is much 
more thin than the antenna and has small thickness 
in comparison with the cross-section size of a 
stream. Therefore jump on the end of a chisel is 
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seen precisely as against the antenna. The distance 
from a chisel up to nozzle changed in limits of 
z = 0-10 cm. Difference of pressure changed in a 
range of 1-6 atmospheres. Experimentally received 
dependence of flow Mach number on the ratio of 
pressure in a receiver to pressure in the chamber is 
submitted on Fig. 3. 
 

 
 
Figure 3. Dependence of a stream Mach number on the 
ratio of pressure in a receiver to pressure in the chamber 
(the data received in the first way). Initial pressure in the 
chamber p = 760 torr, for an extreme right point 
p0 = 40 torr. 

 
Speed of a stream can be determined under 

the formula [14]: 

2Mk+

M+k

a=

2
11

2
1 2

cr −
υ , 

где cra  is critical speed. 
Speed of a stream grows at increase in the 

ratio of pressure in a receiver to pressure in the 
chamber and at value of p/p0 = 6-8 leaves on 
stationary size. Nozzle passes in a designed mode. 
In this case nozzle is designed for flow Mach 
number of M = 2.  
 

 
Figure 4. Dependence of a stream velocity on the ratio of 
pressure in a receiver to pressure in the chamber (the 
data received in the first way). Initial pressure in the 
chamber p = 760 torr, for an extreme right point 
p0 = 40 torr. 

In Fig. 4 curve of υ(р/р0), received at the 
big distances from nozzle, are below, i.e. speed of a 
stream decreases with increase in distance. It is 
obvious, that at atmospheric pressure because of 
braking speed of a stream on the big distances from 
a cut nozzle at the same pressure ratio should 
decrease, as it is observed in experiment. 

The second method of definition of speed 
of a stream is based on registration of time 
evolution of drift in an air stream of a flame of 
burning of a alcohol thin film which is ignited with 
the help of a surface microwave discharge. Photos 
of ignition of alcohol in high-speed air streams are 
submitted in Fig. 5. 

 

 
 

Figure 5. Alcohol ignition under condition of a 
surface microwave discharge at τ = 120 μs, 
р0 = 1 atm, W = 65 kW and different air flow 
velocity υ, m/s: 1 − 190, 2 − 260, 3 − 390; 4 − 440. 

 
 
Experiments have shown, that a surface 

microwave discharge results in ignition of a thin 
film of alcohol both in subsonic (look Fig. 5, the 
frames 1 and 2), and in supersonic (3 and 4) air 
streams. Thus in photos at a surface of the antenna 
it is distinctly seen thin (thickness about 1 mm), 
brightly luminous layer representing plasma of a 
surface microwave discharge. Ignition occurs in the 
field of existence of a surface microwave discharge 
in a zone of a supply of microwave energy. At a 
pulsed microwave power of 65 kW ignition is 
initiated already at microwave pulse duration of 
10 μs. The period of an induction decreases from 
100 up to 5 μs at increase in a microwave pulse 
power from 20 up to 75 kW. In a subsonic stream 
(see Fig. 5, a frame 1) ignition of a thin film of 
alcohol at pulsed power of 65 kW occurs already on 
distance of 0.5 cm from forward front of a surface 
microwave discharge. On an angle of an inclination 
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of combustion border to a direction of an air stream 
it is possible to determine transversal speed of 
ignition front propagation. With increase in speed 
of a stream (see Fig. 5) an angle of an inclination of 
combustion border decreases, however in 
experimental conditions of transversal speed of 
alcohol ignition front propagation does not depend 
on speed of a stream and at a microwave pulsed 
power of 65 kW is equal 80 m/s. 

Experimentally dependence of speed of a 
stream on a ratio of pressure in a receiver and in the 
chamber on different distances from nozzle along 
flow axis was determined. With help of a high-
speed video camera process of burning of a liquid 
film of kerosene in an air stream (look Fig. 6) was 
registered. The video camera frame frequency is 
known. On images we know displacement of area 
of combustion in pixels and in centimeters. 
 

 
 
Figure 6. Dynamics of the flame drift initiated by a 
surface microwave discharge under condition of 
subsonic air stream. Frequency of the frames 
f =  31250 Hz, z = 10 cm, р/р0 = 1.1. 
 

The received experimental dependence of 
speed of a stream on the ratio of pressure in a 
receiver to pressure in the chamber is submitted in 
Fig. 7. At increase in the ratio of pressure р/р0 
speed of a stream grows.  
 

 
Figure 7. Dependences of speed of a stream on the ratio 
of pressure in a receiver to pressure in the chamber (the 
data received in the second way). 

 
We compare the data resulted in Fig. 4 and 

Fig. 7. In Fig. 8 results of comparison are 
submitted.  
 

 
 
Figure 8. Dependences of speed of a stream on the ratio 
of pressure in a receiver to pressure in the chamber. The 
results received in the first and second ways. 
 

Points of dependence of υ(р/р0), 
determined with the help of the high-speed chamber 
have lain below curves υ(р/р0), obtained with the 
help of jumps in a shadow picture. It is connected 
with the fact that these points are received on 
distance from nozzle z = 10 cm. And the further 
from nozzle speed of a stream is measured, the 
lower its speed can be because of its braking in air 
of atmospheric pressure. Therefore the data 
received by these two ways, is well coordinated. 

The new method of measurement of 
transition of a subsonic stream in a supersonic 
condition with use of the standard free 
thermocouple has also been offered and approved. 
In the beginning graduation of the thermocouple 
was made. For this purpose the thermocouple was 
located in a free stream with flow Mach number 
M = 1. At this value of the flow Mach number 
temperature in a stream T = 250 K. Then the 
temperature in conditions of subsonic and 
supersonic flows created at the different ratio р/р0 
of pressure р in a receiver to pressure р0 in the 
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chamber can be defined on amplitude of the signal 
from the thermocouple registered by an 
oscilloscope.  

The time dependences of a signal from the 
thermocouple in subsonic and supersonic streams 
are submitted in Fig. 9. Experiments show, that at 
switching off of a subsonic stream the signal from 
the thermocouple does not undergo any sharp 
changes, and within several seconds in process of 
the thermocouple heating slowly relaxed to the 
value corresponding to room temperature. 

In conditions of a supersonic stream there 
is a jump in front of the free thermocouple. It 
results in change of a thermal stream on a surface of 
the free thermocouple. Thus the thermocouple 
temperature remains above, than temperature of air 
in a supersonic stream. When supersonic stream is 
switching off the temperature registered by the 
thermocouple, placed in a free stream, sharply falls 

within the limits of 5-50 K depending on speed of a 
stream up to the values corresponding to true 
temperature of gas in a supersonic stream. Besides, 
noise registered by the thermocouple sharply grow 
at transition from a subsonic stream through M = 1 
to a supersonic one, that also is the indicator 
showing, that the stream becomes supersonic. 

Results of the given experiment well 
correlate with the data of a shadow method which 
allows to define of a stream velocity on position of 
the jump, arising on the thin pointed plate, and also 
by definition of speed on drift of a flame ignited by 
a pulse surface microwave discharge.  
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Figure 9. Dependences of a stream temperature on time. (z = 1 cm). 
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1. Introduction 
 

Recent studies [1-3] have demonstrated 
that rapid development of Al-H2 technology creates 
very favorable conditions for developing innovative 
high-performance MHD generators. In such 
generators working fluid is hydrogen, which is 
heated to a temperature ~ 3000-3500K, and which 
is derived from the oxidation of aluminum with 
water.  

The oxidation of aluminum with water in 
the combustion chamber of reactor of such 
generator and the subsequent installation path 
contains water vapor, particles and drops of 
aluminum, alumina and intermediate reaction 
products, which are numerous combinations of 
aluminum, oxygen and hydrogen. All these 
components, when heated to ~3500K, are actively 
involved in the radiative heat transfer. Simple 
estimations show that radiative losses to reactor 
walls are of the same order as the generator power, 
so that the possibility of generator practical 
implementation is not evident. However, radiative 
heat transfer in a multicomponent chemically 
reacting mixture in reactor is an important 
mechanism of heat transfer. 

Unfortunately, optical properties of 
numerous compounds of aluminum, oxygen and 
hydrogen at high temperatures are often unknown. 
There exist data for the optical properties of water 
and steam, as well as for aluminum, alumina and 
their melts, but for even relatively well-studied 
alumina at high temperatures optical properties 
reported in papers by different investigators differ 
by several orders of magnitude [4,5]. In addition, 
the construction Al-H2 MHD generators are still 
under development and so that parameters of 
generator are not fixed. So to evaluate radiative 
losses from gas mixture to reactor walls we 
consider in our investigation only melt alumina 
drops. As an example we consider experimental 
setup with Al flow rate 100 grams per second.  

There are three known ways to reduce 
radiation losses from gas mixture to the walls in the 
reactor:  
− to use effectively reflecting high-temperature 

coating for reactor walls; 
− to achieve large optical thickness of the gas 

mixture to “trap” thermal radiation inside gas 
mixture, so that radiative losses will be small 

because they will be determined by a thin wall 
layer with temperatures close to the wall 
temperature; 

−  to achieve small absorption optical thickness 
of the mixture on the absorption, in this case 
radiative losses will be small due to 
"transparency" of gas mixture.  

 
The latter mode is interesting in any cases, 

since particles and drops of alumina should be 
removed from the hydrogen before it reaches MHD 
channel. 

Unfortunately, the three ways badly work 
together and generate many conditions of radiative 
heat transfer. Though we derive rigorous and 
adequate estimations of radiative loses which is 
useful for engineering approach. 
 
2. Flow optical properties evaluation 
 

It is known that for MHD generator 
conditions hydrogen is a transparent gas for 
radiative heat transfer waveband. At the same time 
steam and relatively cold unburned aluminum 
particles and drops intensively absorb thermal 
radiation emitted by hot alumina drops and screen 
reactor walls. Optical properties of other chemical 
compounds are unknown. Thus for upper 
estimation of radiative losses it is rationally to 
calculate radiation from alumina drops assuming 
local thermodynamic equilibrium for the gas 
particles mixture. 

Alumina has anomalous optical properties. 
Its absorption coefficient abruptly increases at 
melting point by several orders of magnitude [4,5] 
(Fig. 1). Characteristic size of alumina drops in gas 
mixture varies from several nanometers to tens of 
microns. Drops with nanometer radii are formed in 
the reaction of aluminum vapor with water vapor, 
and drops with microns radii are the result of 
aluminum particles burning.  

Using Mie theory [6] one can calculate 
absorption and scattering efficiencies for alumina 
drops of arbitrary sizes. We assumed characteristic 
temperature of the drops to be about 3000K. Thus 
wavelength for maximum of the Plank distribution 
for thermal radiation is about 1 micron. At the Fig. 
2 absorption absQ  and transport scattering trQ  
efficiencies are shown, and it can be seen that: 
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− the scattering is greater than absorption for 
drops with radii between 30 nanometers and 5 
microns, scattering can exceed the absorption 
by several orders of magnitude. 

− for drops smaller than 30 nanometers 
scattering is insignificant and Rayleigh 
approximation is applicable. 

In Rayleigh case we have following 
expressions for efficiencies: 
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where d  - is the drops diameter, 

( )22 iknN −==ε  - permittivity of melted 
alumina, λ  - thermal radiation wavelength. 

Using absorption and transport scattering 
efficiencies for the drops and calculating their 
concentration on the basis of alumina volumetric 
rate R  (m3/c), canal cross-section S  (m2) and 
flow velocity v  (m/c), one can calculate optical 
properties of the flow:  

 
absorption coefficient : 
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transport scattering coefficient 
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R

tr 2
3Qtr=β ,    (4) 

 
and radiation diffusion coefficient  
 

)(31 trD βα += . 
 
It is important to point out that for small 

( nmd 60< ) drops and fixed alumina volumetric 
rate the absorption coefficient of the flow does not 
depend on the drops diameter  
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Of course real flows contain some 

mixtures of drops with different diameters. In this 
case one can simply average optical properties over 
known drops diameters distribution because 
absorption and scattering of different drops are 
independent and additive.  
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Figure 2. Dimensionless absorption absQ  and transport 

scattering trQ  cross-section of alumina drops at 
wavelength 1 micron. 

 
 
3. Estimations of radiation losses 
 

We start from rigorous radiation transfer 
equation for selective absorbing, emitting and 
scattering media  
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 (5) 
where Ω  is the radiation propagation direction, 

),( ΩrνI  is the radiation intensity, να  and νβ  is 

 
 

Figure 1. Alumina absorption coefficient 
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the absorption and scattering coefficients, 
)( Ω′⋅ΩνS  is the scattering phase function, νn  is 

the effective refractive index of the flow (below 
1=νn ), νpI  is the equilibrium radiation intensity 

in vacuum, )(rT  is the flow temperature. In the 
above expressions index ν  denote spectral 
dependence of a quantity.  

Solving equation (5) with sufficient 
boundary conditions [7] and known from the 
hydrodynamics part of the problem temperature 
distribution )(rT , one can find divergence of 
radiant flux density for energy balance equation to 
close the problem: 
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Here H  is the enthalpy, ∫ ΩΩ=

π
νν

4
),()( dIU rr  

is the spectral energy density of thermal radiation, 

∫ Ω=
π

νν
4

dIU pp . Integration is fulfilled over 

waveband Σ  which is significant for thermal 
radiation transfer. 

For engineering analysis we shall consider 
MHD generator setup consisting of several parts 
with volumes iV  (combustion chamber, nozzle 
throat etc.). Integrating equation (5) over angle, 
spectrum and each volume iV  we obtain: 
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  (7) 
where νq  is the spectral radiant flux density. Using 
well-known mathematical analysis theorem one can 
replace in the left side of the equation (7) 
volumetric integral with the surface 
one: ∫ ∫∫ ∫

ΣΣ

=∇
ii SV

dddVd Sqq νν νν . It is obvious 

that the surface integral is approximately equal to 
the radiation losses. We neglect here radiant fluxes 
through imaginable boundaries between setup parts, 
which are mutually compensating. Therefore, we 
have derived useful and rigorous expression for 
radiant losses: 
 

( )∫ −≅
iV

i dVUTQ )()(4 4 rrσα , (8) 

 
where ∫= νν dUU , α  is the averaged over Plank 
distribution absorption coefficient. Thus, we have 
shown that directly from radiation transfer equation 
follows that radiation losses to the setup walls is 

equal to volumetric integrals from radiation 
sources/drains in the full energy balance equation.  

Expression (8) is useful for derivation of 
desired radiative losses estimations. Both quantities 
in the integral are positive and, it is obvious that 

max)( TT ≤r  and 44)( wTU σ≥r , where wT  is the 
walls temperature. Thus, we have  
 

( )44
max4 wTTVQ −≤ ασ .   (9) 

 
Here and below we omit MHD generator setup 
parts index i . The rigorous estimation (9) is always 
true. However, it is useful only for optically thin 
( 1<<lα ) setup sections, where characteristic 
dimension is l . The estimation (9) does not take 
into account wall reflection and optically thin 
section is sufficiently rare case. Nevertheless, it is 
very profitable. The fact of the matter is that it is 
necessary to remove alumina drops from the 
hydrogen flow to make efficient MHD generator. 
Therefore, the flow optical thickness somewhere is 
to be small. 

It can be easily seen from the estimation 
(9), that radiative losses are proportional to the 
average absorption coefficient and to the section 
volume. So, using expression (3) for given alumina 
volumetric rate R  (m3/c) we have: 

 
( ) dTTQRQ wabs

44
max6 −≤ στ ,  (10) 

 
where τ  is the drops in section residence time, d  
is the drop diameter and absQ  is the middle 
dimensionless absorption cross-section. As was 
mentioned above for small drops (in comparison 
with maximum of Plank distribution wavelength) 
the absorption coefficient of the flow and therefore 
radiative losses does not depend on the drops 
diameter. This means that radiative losses do not 
depend on setup geometry. The only way to reduce 
the losses is to increasing flow velocity to shrink 
the drops in section residence time τ .  

Unfortunately, the hydrogen flow with 
alumina drops is rarely optically thin. Moreover, as 
mentioned above (see Fig. 2) the scattering is 
greater than absorption for drops with radii between 
30 nanometers and 5 microns and can exceed 
absorption by several orders of magnitude. In this 
case radiative heat transfer is characterized by 
multiple scattering and the estimations (9, 10) over 
evaluate radiative losses. To find more realistic 
estimations we assume that the flow is isothermal 
( max)( TT ≡r ) in each section but we calculate 
energy density of thermal radiation in expression 
(8) by radiation diffusion approach. The approach 
assumes that radiant flux density is proportional to 
gradient of the radiation energy density. Radiation 
diffusion approach is equivalent to 1P  
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approximation [7] of the spherical harmonics 
method for solution of the radiation transfer 
equation (5). It is well known [9], that radiation 
diffusion approach is at least qualitatively correct in 
any case. Using operator technique [10] one can 
show that at least in unbounded media inaccuracy 
of diffusion approach is equivalent to optical 
properties imprecision with several tens percent 
magnitude. Absorption coefficient of melted 
alumina is known with much worse accuracy.  

Here we consider only cylindrical 
geometry and one-dimensional radiation diffusion 
along the radius of section: 
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where wε  is the boundary emissivity, 

max)( TrT ≡ , wT  is the wall temperature, 0r  is the 
setup section radius. 

Using equations (11-13) one can find 
effective emissivity of the flow  
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where wS  is the section wall area, Dαξ = , 

10 , II  is the modified Bessel functions. 
For optically thick flow boundary layer, 

the solution for isothermal flow gives overrated 
radiation flux. So we propose new approximative 
temperature distribution of the flow where δ is the 
thickness [7] of the boundary layer: 
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The expression (15) gives max)0( TT =  and 

wTrT =)( 0 . 
 
The temperature distribution allow us to 

find in close analytical form the energy density of 
thermal radiation and the radiation flux from the 
diffusion equation (11): 
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where )1)(()( 22 −= ξδξδb  and the constant C  
is to be found from the boundary condition (14)  
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. 
Unfortunately, the estimations above do not 

take into account influence of radiation on the 
temperature distribution in the flow. So, next step 
of improving the radiation losses estimation 
accuracy is a direct numerical simulation of the 
whole problem.  
 
4. Radiation losses in experimental setup 
 

As an example, we consider estimation of 
radiation losses in experimental setup with 
aluminum mass rate sgRAl /100=  (Fig. 3). The 
setup is under designing now.  

A mixture of steam and aluminum powder 
(with characteristic particle size 0.1-10 micron) is 
injected into combustor. Its reacts with hydrogen 
and alumina drops generation. The table below 
shows temperatures and flow velocities in several 
setup sections that are calculated by MHD 
generator mathematical model [8]. The table also 
shows effective emissivity of the flow for three 
alumina drops sizes calculated by expression (14) 
with the boundary emissivity 5.0=wε . 

It can be easily seen that the slow flow 
may emit 25-44% of black body radiation. But fast 
flow in the nozzle emits up to 3-6% of black body 
radiation due to optical thickness of the flow is low. 
Unfortunately, in the majority of cases the radiation 
losses are too high and we have to seek new ways 
to reduce their. 
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5. Conclusions 
 

We proposed a set of simple rigorous 
analytical estimations of radiation losses to walls in 
Al-H2 MHD generator path. We found that for 
small (d<60 mkm) alumina drops and optically thin 
flow radiation losses do not depend on drop size 
and on the geometry of the reactor parts. For 
arbitrary flow optical thickness the estimations are 
based on radiation diffusion approximation. We 
also take into account temperature distribution in 
the flow, which is important for optically thick flow 
boundary layer. 

Our calculations show that for alumina 
drops with diameter about one micron multiple 
scattering of thermal radiation plays important role; 
and the scattering helps to reduce radiation losses. 

We estimated that in designing 
experimental setup with aluminum flow rate 100 
gram per second radiation losses might be 
significantly (3-30 times) less than black body 
radiations. Nevertheless, in the majority of cases 
the radiation losses are too high and we have to 
seek new ways for their reducing. 
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Figure 3. Experimental setup 

 
Table. Effective emissivity of the flow 

 

Point end of Tmix  K Flow velocity (m/c) 
εeff 

d=0.1 mkm 
εeff 

d=1 mkm 
εeff 

d=10 mkm 

1 combustor 3026 36,4 0,2536 0,3699 0,3654 

2 nozzle throat 2888 861,4 0,0963 0,3445 0,1728 

3 nozzle 2440 1722,6 0,0343 0,2469 0,0676 

4 insert 2712 971,2 0,0584 0,3086 0,1110 

5 diffuser 2882 10 0,3591 0,3741 0,4473 
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Abstract. In the current work, airflow around a wing model controlled by pulse-periodic HF discharge with typical frequency 
350kHz at flow velocity up to 20m/s and Re < 2x104. Transversal HF discharge on a wing model surface near its leading 
edge is created. It is shown that HF discharge operation, starting from some power input, leads to the shift of the flow 
separation line on the wing surface at the large attack angles. Wing drag reduce is revealed at attack angles α>α*=110

 at 
plasma on. Pressure distribution in the wake of this model is obtained at the different Strouchal’s numbers. Shadow pictures 
of the airflow around the wing model are presented. Mean discharge power input doesn’t exceed 10W/cm at the peak HF 
power about of ~1 kW.  

 
 
Nomenclature 

HF = high frequency 
DBD = dielectric barrier discharge 
SHFD = surface HF discharge 
fHF = HF frequency 
FM = modulation frequency 
τi = pulse duration 
IHF = HF electric discharge current 
UHF = HF electric discharge voltage 
NHF = pulse power input in plasma 
M =Mach number 
Vaf = airflow velocity 
P0 = stagnation pressure 
Pst = static pressure 
Sh = Strouchal’s number 
α =attack angle 

 
 

I. Introduction 
 
Boundary layer control by means of 

different surface electric discharges is intensively 
studied today [1-3]. It is well known that efficiency 
of flow control near a body by a chord-wise 
dielectric barrier discharge (DBD) is decreased 
considerably at high airflow velocity (Vaf>10m/s). 
The reason is physical limitations on the DBD 
induced momentum, while pressure gradients in the 
external flow increases with velocity increase [4,5]. 

However, attempts are recently made to 
use the surface discharges for boundary layer 
control, referring to other mechanisms of discharge 
–flow interaction. 

Airflow separation control near the wing 
model by nanosecond electric discharge was 
studied at flow velocity up to 100m/s [2]. The 
reattachment of the boundary layer was obtained at 
pulse repetition frequencies Sh~1. 

The problem of a boundary layer flow 
turbulization and generation of a longitudinal 
vorticity by means of DBD was studied in [6]. 

Surface high frequency discharge was 
proposed in [7,8] for separation control on a flat 
plate and cone drag reduction. It was shown, that at 
definite angles of attack and discharge regimes, 
significant change in pressure distribution behind 
the plate can be achieved.  

Since the flow separation control around a 
wing is of significant practical importance, it was 
widely studied up to date. However, most authors, 
both working with conventional and with 
nanosecond DBD at velocities up to tens meters per 
second, report an effective stall control at large 
attack angles at discharge positioned near the 
leading edge of the model. Several studies, 
concerning flap aerodynamics improvement by 
conventional DBD can be found in [3,9,10]. It is 
also known, that at Re<105, leading-edge stall 
mainly takes place due to laminar boundary layer 
separation. Boundary layer turbulization leads to 
separation delay due to a higher stability of the 
turbulent boundary layer. It is shown, that 
nanosecond discharge operation near the leading 
edge leads to significant (up to 2-40) stall delay at 
high attack angles. 

Unsteady forcing seems to be an essential 
feature of any DBD, therefore several studies were 
focused on forcing frequency optimization. 
Starikovskii et. al. [2] reported a maximum 
efficiency of nanosecond discharge at Sh~1, 
Samimi et. al. [3] found frequency ranges for 
conventional discharge forcing. Furthermore, in 
vortex street formation along the shear layer behind 
the flap was obtained, synchronized to the actuator 
forcing. 

Main goal of our current work is a 
parametric study of the flow behind the wing with 
transversal surface high frequency discharge, at 
relatively low velocity Vaf~20m/s. SHFD was 
already shown to affect the separation process and 
drag of the round-edged flat plate [7,8]. 
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II. Experimental setup 
Low-velocity (<20m/s) experiments were 

cared in the aerodynamic channel with 
100x100x300 test section, operating in a continuous 
regime. Flow velocity can be changed by 
controlling the blower motor. Large-scale flow 
turbulence after the blower was quenched by 
honeycomb. However, turbulence level remained 
high enough (~several percents).  

NACA 23012 airfoil model 8cm x 10cm 
(chord x span) was manufactured from Nylon-6. 
Model was positioned in the test section at a 
desirable attack angle using rotating windows. The 
electrodes were arranged near the model’s leading 
edge (fig.1), with wiring connected to the mounting 
points of the model. 

Flow blockage was up to 30% at 200 attack 
angle and 10% at 00 attack angle. 

Discharge was created by “RF switch” 
generator, loaded with the model through the air-
core resonant transformer with resonance frequency 
~350 kHz. Output voltage measured was up to 
14 kV, the peak discharge power- 200 W. The 
generator was operating in the pulse-periodic 
regime, creating RF pulses with 30-100 us duration 
and repetition frequency up to 10 kHz. Typical RF 

pulse is shown on fig.2. Rise time was about 5 -
 10 us. Pulse shape changed with discharge power 
due to resonant frequency shift during the pulse. 
These changes weren’t controlled in the 
experiments. 

Discharge voltage was measured with 
Tektronix P6014A HV probe, discharge current 
was measured in the ground lead with Tektronix 
AC current shunt. Stray current was negligible due 
to significant discharge capacity. Electrical power 
input was calculated by digital multiplication of 
current and voltage signals via TDS 2014B 
oscilloscope with ~10% error. 

 

 
 
Fig.2. Typical voltage, current and power oscillograms 
during the pulse.  
 
 

Wake structure was studied by an array of 
14 0.7mm Pitot tubes, positioned 0.5-5 diameters 
downstream from the model, in the middle of its 
span. Alternatively, tube was transferred across the 
wake by a DC motor driver. Static pressure 
distribution along the model chord was measured 
at 5 positions, separated by 8 mm, with the first one 
at x/d~0.4. The pressure was measured by a 16-
channel pressure scanner Esterline 9116 with 
500 Hz time resolution. Pressure values were then 
averaged on the ~1-2s period.  

Shadow pictures of the flow were taken by 
excimer KrF laser (248nm) with 20ns pulse length. 
Direct shadow method with a divergent beam was 
used. Pictures were acquired by digital camera from 
the white-sheet paper used as wavelength convertor 
(UV to blue). The system was synchronized with 
the discharge pulses through the frequency divider 
and delay generator, allowing phase-locked 
acquisition of shadow images.  

 
III. Results and discussion 

 
A. Pressure measurements.  
Parametric study. 
It was revealed, that discharge SHFD 

ignition near the leading edge of the model can 
significantly reduce the model’s drag. 

Pressure distributions across the model 
wake at different attack angles are shown on fig.3. 
Drag reduction was obtained for attack angles 

 

 
 

Fig.1. Airfoil model. a) model scheme, b) model photograph. 
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200>α>110. At higher attack angles, experiments 
were not carried. One can see, that at discharge on, 
wake diameter and pressure losses are significantly 
reduced. At several experiments, drag decreases to 
the level of 60% of initial value. At attack angles 
<110, no effect was obtained at any discharge 
power. At attack angle of 110 a significant increase 
of the model drag is obtained, indicating the stall at 
the leading edge.  

Frequency dependency of the total 
pressure change at two different stations is shown 
on fig.4, total pressure distributions across the wake 
at different modulation frequency – on fig.5. Two 
frequency ranges where discharge affects the wake 

properties for V=20 m/s are obtained: Sh~1 and 
Sh>1. It was revealed, that wake changes 
differently at this two frequency ranges: for Sh~1, 
pressure is increased near the model surface, while 
at higher frequencies, separation bubble boundary 
is mainly disturbed. These differences can mean 
that different mechanisms are responsible for flow 
momentum transport in these two cases. Possibly, 
forcing at Sh~1 interacts with the vortex shedding 
frequency from the wing’s leading edge, while in 
the case of Sh>>1 turbulization of the shear layer 
takes place. 

Actuator position significantly influences 
it’s efficiency. It was revealed, that slight variations 

 
 

Fig.3. Total pressure distributions in the wake at different model’s attack angles. Open symbols’  –  discharge on, closed – 
discharge off. V=20m/s, P=1 atm, Np~200W, Sh~2. 

 

 

 
 

Fig.4. Total pressure at two positions vs excitation 
frequency. 

 
 

Fig.5. Total pressure distributions across the wake at 
different modulation frequency. α=150, Pi=120W 
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of the actuator position from model to model 
significantly influence the discharge effectiveness.  

Frequency dependencies were also studied 
at different attack angles of the model. Fig.6. 
represents total pressure distributions across the 
wake (a), static pressure distribution along the 
model’s chord (b) and pressure change vs frequency 
for two stations: one on the model surface and one 
in the wake behind the wing (c). It is clearly seen 
that at angles ~11-120 no peak for Sh~1 is obtained, 
while it is clearly seen for higher angles of attack. 

Static pressure distributions along the chord clearly 
shows pressure decrease on suction side right past 
the discharge, that means that flow velocity 
increases near the wall in this region. 
 

B. Flow visualization 
Phase-locked shadow images of the flow at 

the suction side of the wing is shown on fig. 7. 
Since flow gradients at 20 m/s are below the 
sensitivity limit of our system, 1 mm helium jet was 
injected 5mm before the model. Special precautions 

 
a 

 
b 

 
c 
 

Fig.6. Total pressure distributions across the wake (a), static pressure distribution along the model’s chord (b) and pressure 
change vs frequency for two stations: one on the model surface and one in the wake behind the wing (c). For a,b: open 
symbols-plasma on, closed ones – plasma off. Left column -- α=12.50

, right -- α=150. 
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were taken to check the influence of the He supply 
tube on the model’s drag. At zero delay, one can see 
an undisturbed flow, separating from the model 
surface. Ultrasonic waves, created by discharge can 
be seen at the electrodes region. Discharge 
initiation is followed by a vortex formation near the 
leading edge of the model. Vortex is typically 
formed 0.2 ms after the discharge pulse and appears 
as a jet deformation towards the model surface. One 
should note that 200 us is a typical time that 20m/s 
flow needs to pass a distance between leading edge 
and discharge position. During the further pulses, 
vortex is convected downstream along the model 
surface. The primary reason of vortex formation 
seems to be a temporal (pulse-correlated) 
reattachment of the flow at some region near the 
leading edge. 

 
IV. Conclusions 

 
• Flow control by SHFD around the wing model 

was studied at Vaf=20 m/s, Re=104 at different 
Strouchal numbers.  

• Discharge is revealed to decrease model’s drag 
at attack angles 200>α>110. 

• Two frequency ranges are found: Sh~1 and 
Sh>>1. Different changes in the wake are 
obtained at these two range: for Sh~1, pressure 
is increased near the model surface, while at 
higher frequencies, separation bubble boundary 
is mainly disturbed. 

• At just-after-stall attack angles, high frequency 
forcing appears to be most effective, while at 

higher attack angle, resonance at Sh~1 appears. 
• Separation bubble deformation appears as 

vortex formation due to temporally local shift 
of the separation point during discharge 
operation. 
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Fig.7. Shadow pictures of the flow at discharge on at different delays. Fm=200 Hz, Pi=120 W, Vaf=19 m/s. 
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Abstract. Control of airflow around a cylindrical model by pulse-repetitive HF discharge (FHF~ 350kHz) is studied at airflow 
velocity up to 120 m/s and Reynolds number Re = 2x104÷2x105. It is obtained that HF pumping higher that the critical one 
changes airflow around cylindrical model and decreases wake’s diameter. Pressure distribution in a model’s wake and on the 
model surface are obtained at different HF discharge power, different duty cycle and different pulse repetitive frequency. 
Shadow pictures of airflow around a cylinder are obtained. Creation of a secondary large-scaled vortex in the cylinder’s wake 
is recorded in these pictures. Mean discharge power input doesn’t exceed 10 W/cm, peak HF power doesn’t exceed 1 kW. 
Main parameters of a surface HF discharge are obtained measured. The possible physical mechanism of the surface discharge 
interaction with airflow in a separation region is discussed in this work 

 
 
Nomenclature 

HF = high frequency 
DBD = dielectric barrier discharge 
SHFD = surface HF discharge 
fHF = HF frequency 
FM = modulation frequency 
Ti = pulse duration 
IHF = HF electric discharge current 
UHF = HF electric discharge voltage 
NHF = pulse power input in plasma 
M =Mach number 
Vaf = airflow velocity 
P0 = stagnation pressure 
Pst = static pressure 
Tg = gas temperature 
TR =rotation temperature 
Sh = Strouchal’s number 
α =attack angle of actuator 

 
I. Introduction 

 
Boundary layer control by means of 

different surface electric discharges is intensively 
studied today [1-3]. It is well known that efficiency 
of flow control near a body by a chord-wise 
dielectric barrier discharge (DBD) is decreased 
considerably at high airflow velocity (Vaf>10m/s). 
The reason is physical limitations on the DBD 
induced momentum, while pressure gradients in the 
external flow increases with velocity increase [4,5]. 

However, attempts are recently made to 
use the surface discharges for boundary layer 
control, referring to other mechanisms of discharge 
–flow interaction. 

Airflow separation control near the wing 
model by nanosecond electric discharge was 
studied at flow velocity up to 100m/s [2,3]. The 
reattachment of the boundary layer was obtained at 
pulse repetition frequencies Sh~1. 

The problem of a boundary layer flow 
turbulization and generation of a longitudinal 
vorticity by means of DBD was studied in [6]. 

Surface high frequency discharge was 
proposed in [7,8] for separation control on a flat 
plate and cone drag reduction. It was shown, that at 
definite angles of attack and discharge regimes, 
significant change in pressure distribution behind 
the plate can be achieved.  

Main goal of our current work is to study 
the separation process and wake structure behind 
the circular cylinder with transversal SHFD, 
operating on it’s surface. 

Cylinder was chosen for this study as an 
aerodynamic body with well-known flow structure. 
Low-speed flow around the cylinder with the DBD 
discharge actuators was studied in [9-11]. Wake 
structure at pulse-periodic discharge operation was 
studied in [9], actuator orientation effects – in [10]. 
In [11], vortex shedding was synchronized along 
the length by means of co-flow DBD. However, all 
authors implies that it is ionic wind, induced by the 
discharge, that leads to effects obtained. 

 
II. Experimental setup 

 
Low-velocity (<20m/s) experiments were 

cared in the aerodynamic channel with 
100x100x300 test section, operating in a continuous 
regime. Flow velocity can be changed by 
controlling the blower motor. Large-scale flow 
turbulence after the blower was quenched by 
honeycomb. However, turbulence level remained 
high enough (~several percents).  

High-speed experiments (<300 m/s) were 
cared in the 50mm diameter open jet. Flow was 
organized at the exit of conical nozzle with a 
contraction ratio ~2. In this case, aerodynamic 
system was supplied from 0.8 m3 high pressure 
tanks. Experiment duration was about 0.5 - 1s, 
depending on the airflow velocity. 

Model (fig.1) was manufactured of a 
40mm diameter quartz tube. Dielectric thickness 
was ~2mm. Discharge was organized in a spanwise 
direction. Electrodes were manufactured of 
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aluminum foil 200 μm thickness, the inner one was 
covered by epoxy or silicon resin to avoid arcing in 
the discharge gap.  

Discharge was created by “RF switch” 
generator, loaded with the model through the air-
core resonant transformer with resonance frequency 
~350 kHz. Output voltage measured was up to 
20 kV, the peak discharge power- 1 kW. The 
generator was operating in the pulse-periodic 
regime, creating RF pulses with 30-100 us duration 
and repetition frequency up to 10 kHz. Typical RF 
pulse is shown on fig.2. Rise time was about 5 -
 10 us. Pulse shape changed with discharge power 
due to resonant frequency shift during the pulse. 
These changes weren’t controlled in the 
experiments. 

 

 

 
 

Fig.1. Model scheme and discharge photo. 1-ground 
lead, 2-exposed electrode, 3- quartz body, 4-discharge, 5- 

epoxy layer, 6-pressure tubes, 7- fastening bolt. 
 
 

Discharge voltage was measured with 
Tektronix P6014A HV probe, discharge current was 
measured in the ground lead with Tektronix AC 
current shunt. Stray current was negligible due to 
significant discharge capacity. Electrical power 
input was calculated by digital multiplication of 
current and voltage signals via TDS 2014B 
oscilloscope with ~10% error. 

Wake structure was studied by an array of 
14 0.7mm Pitot tubes, positioned 0.5-5 diameters 
downstream from the cylinder, in the middle of its 
span. Alternatively, tube was transferred across the 
wake by a DC motor driver. The pressure was 
measured by a 16-channel pressure scanner 
Esterline 9116 with 500 Hz time resolution. 

Shadow pictures of the flow were taken by 
excimer KrF laser (248nm) with 20ns pulse length. 
Direct shadow method with a divergent beam was 
used. Pictures were acquired by digital camera from 
the white-sheet paper used as wavelength convertor 
(UV to blue). The system was synchronized with 
the discharge pulses through the frequency divider 

and delay generator, allowing phase-locked 
acquisition of shadow images.  

 

 
 
Fig.2. Typical voltage, current and power oscillograms 
during the pulse.  
 
 

Flow smoke visualization was also 
performed. Ammoniac smoke was injected in the 
rear point of the cylinder, tangentially to model’s 
surface. 

 
III. Results and discussion 

 
A. Pressure measurements.  
Parametric study. 
It was revealed, that discharge SHFD 

ignition on the cylinder surface can impact the 
separation process on the cylinder surface, charge 
the properties of the flow in the wake and reduce 
aerodynamic drag. Typical signal for one of the 
dynamic pressure sensors in a wake is shown on 
fig.3. It is clearly seen, that at the discharge on, the 
wake diameter decreases. 

 

 
 

Fig 3. Rise of dynamic pressure when discharge is on. 
 
 
Frequency dependence of the total pressure 

losses decrease is shown on fig.4. Two frequency 
ranges where discharge affects the wake properties 
for V=20 m/s are obtained: Sh~0.25 and Sh>1. One 
should note that value Sh~0.3 corresponds to 
typical vortex shedding frequency for a circular 
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cylinder at Re numbers considered. 
Pulse energy effect on the wake was 

studied at oncoming flow velocity 20 m/s. To focus 
the study on the unsteady energy release effects, 
duty cycle (and pulse energy) was varied at 
constant mean discharge power. It is obtained 

(fig.5), that at Strouchal number Sh=2, wake 
collapse is not obtained up to the energy ~20 mJ. At 
Sh~0.3, this critical value is ~5mJ. Quasi-stationary 
energy release (at low pulse power) can even lead 
to the increase of the wake diameter. This means 

 

 
Fig.6. Dependence of stagnation pressure distribution and static pressure distribution across the wake on attack angle α of 

HF plasma actuator(black-with discharge, grey without discharge). 

 
 

Fig 5. Dynamic pressure in the airflow behind the 
cylinder at different pulse power. Fm=200 Hz, mean 
power is constant PHF= 20 W, x=1cm. 
 

 
 
Fig.4. Total pressure losses vs excitation frequency. 
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that steady heating of the boundary layer can not be 
the mechanism responsible for drag reduction 
effects effect described here. 
 
 

A. Higher velocities 
Discharge power should be obviously 

increased with oncoming velocity to obtain 
separation control.  

Total pressure distributions across the 
cylinder wake at oncoming velocity ~100 m/s and 
cylinder diameter ~20 mm is shown on fig.5. It is 
clearly seen, that at discharge on, the wake diameter 
decreases. At flow velocity >100 m/s discharge 
effectiveness decreases. This can happen due to 
change of separation regime to turbulent one. 
However, detailed study of Re influence on the 
effectiveness of the discharge can’t be made on this 
experimental setup due to a high turbulence level of 
the oncoming flow. 

 

 
 

Fig7. Total pressure distributions in the cylinder wake. 
V=100m/s, Pp=500W. 
 
 

B. Flow visualization 
It is also revealed (fig.6) that actuator 

position significantly influences it’s efficiency. The 
actuator, for this Reynolds number, is most efficient 
at angles ~80-90 deg (0 corresponds to forward 
stagnation point). It stays efficient up to the angles 
~40-60deg.  Actuator, placed in the separation 
region (120 deg) doesn’t significantly affect the 
wake properties. One should note, that laminar 
boundary layer separates from the cylinder surface 
at α~870 [12]. Hence, optimal actuator performance 
is achieved near the separation line.  

Flow visualization images are shown on 
fig.8. One can see large-scale vortices creation in 
the wake, phase-locked to the discharge pulse. 

Pressure distirbances, created by SHFD 
were visualized by shadow method. On fig.9. one 
can see compression or acoustic waves packages, 

propagating from the discharge channels. Distance 
between waves and number of oscillations in a 
package exatly corresponds to the frequency and 
form of HF pulse. 

 

 
 

Fig8. Flow patterns at different delays after the discharge 
pulse 1-300us, 2-600us. V=20м/c, Fm=1kHz (Sh~2). 
 
 

From fig.9, discharge propagation velocity 
can be determined to be 2x103 m/s. Wave structure 
is significantly nonhomogenious. Cylindrical 
waves, corresponding to the positions of discharge 
channels can be obtained. Further interference leads 
to plain wavefront formation 

 

 
 

Fig.9. Discharge propagation shadow picture. Delay 
from power pulse edge ~6us.,NHF ~1kW, UHFa~20kV, 
underlay- 4mm  PMA. 
 
 

C. Discussion 
Results obtained can’t be explained from 

the position of ionic wind generation in the 
discharge ([9-11]) or time-average heating of some 
regions in a boundary layer (e.g. [13,14]).  

Instead, we can assume the main 
mechanism of the discharge- boundary layer 
interaction to be the pressure disturbances by abrupt 
heat release in discharge channels [2]. Disturbances 
created can themselves induce normal momentum 
transfer or can lead to the boundary layer 
turbulization. Both effects lead to separation point 
movement towards the rear point of the body. 
Induced large-scale vortices shedding can lead to 
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the resonances with low Strouchal numbers and 
should be obtained for any impact mechanism. 

Typical energy input to the discharge 
during the pulse is about 2x10-4 J. specific energy 
input to the discharge channels is about 0.1-1 J/cm3. 
Peak temperature in the filaments measured from 
N22+ band emission appears to be ~1500 K. 

 
IV. Conclusions 

 
• Flow control by SHFD was studied at 

Vaf<120 m/s, Re=104-105 at different Strouchal 
numbers and actuator positions. Discharge 
appeared to be most effective for Sh~0.3 and 
α~900. 

• There is a threshold value of RF pulse energy 
required for flow separation control.  

• Large-scale vortex shedding, phase locked with 
discharge operation, was obtained at Re~104. 

• Mechanism of actuation by SHFD seems to be 
connected with compression waves, generated 
in a boundary layer in each half-period of RF 
pulse due to abrupt heat release. 
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MHD POWER EXTRACTION IN RE-ENTRY FLIGHT 
 

V.A. Bityurin, A.N. Bocharov 
Joint Institute of High Temperatures of Russian Academy of Sciences, Russia, Moscow 

e-mail: bocharov@ihed.ras.ru 
 
 

Abstract. An idea is proposed to utilize the high-speed high-enthalpy flow in on-board magnetohydrodynamic generator 
while re-entry flight. Numerical estimations of MHD power extraction are presented for one of the trajectory point of the 
Stardust re-entry capsule flight path. It is shown that up to 5% of the total enthalpy flux could be converted to electrical 
power which constitutes about 3MWt. 
 
 
 

Idea to extract electric power from the 
high-speed flow during the vehicle re-entry fight 
has been first considered in early 1990th [1]. The 
idea was motivated by the interest in aerospace 
community to the methods for quick generation of 
electric power while aerospace vehicle flight. The 
first assessments of the extraction of power of order 
of 1MWt during re-entry flight path have shown the 
principal feasibility of the idea. Later, the 
experimental hypersonic surface MHD generator 
has been demonstrated in [2, 3], in which electric 
power 60W/cm2 has been achieved. In those studies 
a new potential for appropriate organization of 
MHD interaction in hypersonic flow was 
recognized. One could expect that rather low 
ionization degree is achieved over a lengthy surface 
under real flight conditions (see, for example, [4]). 
High ionization degree, and, as consequence, high 
electrical conductivity is expected to be realized 
only in the shock layer bulk near the critical point 
of the vehicle. At the same time, the flow over an 
extensive surface downstream the critical point is 
chemically frozen, in which the ionization may be 
not sufficient to maintain sufficient MHD 
interaction level. Therefore, in the current paper 
modification to surface MHD generator (like those 
proposed in [1 – 3]) is considered. The feature of 
the proposal is to organize re-entry flight MHD 
generation in the configuration similar to air-
breathing unit. 

Schematic of the re-entry flight MHD 
generator is presented in Fig.1. The flow between 
two thick plates is considered. The flow is assumed 
to be uniform in the direction perpendicular to the 
main flow plane, which, in turn, is the direction of 
the magnetic field. To avoid possible stagnation of 
the flow due to MHD interaction in the duct the 
bottom part of the duct is taken as diverging one. 
Thus, classic linear MHD generator is considered, 
in which electrical conductivity is provided by 
“natural” thermal ionization of air behind a shock. 

The power extraction is estimated under 
the following free-stream conditions corresponding 
to 60 km altitude trajectory point of the Stardust 
return capsule flight path. 

 

ρ = 2.34·10-4 kg/m3, p = 16.6 Pa, V = 11137 m/s, T 
= 238.5 K, M = 36, Twall = 2500K.  

 
Here ρ is density, p is pressure, V is velocity, T is 
temperature, M  is Mach number. 

At this stage we consider a flow in the 
duct to be in local thermodynamic equilibrium. The 
air LTE model is taken from paper [5]. Electrical 
commutation scheme is also shown in Fig.1. So 
called frame channel is analyzed. The electrodes of 
frames Fi (i=1,…,7) are assumed to hold at the 
same potential (different for every frame) and the 
same current passes through electrodes of the 
frame. The leftmost electrodes on the upper wall 
and the rightmost electrodes on the bottom one 
represent the load circuit, which also has a 
resistance to be found from the condition of 
maximum extracted power. It is assumed that 
magnetic field is created by two coils such that the 
coil plane is parallel to free-stream one. Thus, the 
direction of the magnetic field is perpendicular to 
the plane in which the MHD flow is considered. 
That is, B = B(x,y)ez, B is magnetic flux density and 
ez is unit vector in z-direction. Example of the 
distribution of magnetic induction Bz(x,y) is shown 
in Fig.1. 

Electric potential lines and electric current 
stream lines are shown in Fig.2. These distributions 
are obtained for the MHD generator operation 
mode corresponding to the maximal extracted 
electric power. At this operation mode, the load 
current is about 184 kAmps, and the load voltage is 
about 16 Volts. The total electric power is 
approximately 3MW, which is about 5% of the total 
enthalpy flux. 

The change in the flow structure due to 
MHD interaction in the duct can be seen in Fig.3. 
Here, the static pressure field is shown for two flow 
cases, without magnetic field (upper) and with 
magnetic field (bottom). It should be noticed that 
short-term MHD device is currently considered, 
which life-time is strongly restricted by the 
presence of high temperature plasma in the duct 
and, hence, by very high heat fluxes to the wall. 
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Fig.1. Schematic of the MHD flow in the duct, electric circuit configuration, and distribution of magnetic induction Bz. 

 

 
 
Fig.2. Electric potential (filled, colored) and electric current stream lines (black) for the 3MW operation mode. Load voltage 
is 16V, load current is 184kAmps, total power is 2.9 MW. 
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Fig.3. Pressure field for two flow cases: MHD off (upper) and MHD on (Bmax=0.1Tl, bottom). 
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PHYSICAL-CHEMICAL KINETICS  
OF ALUMINIUM OXIDATION BY STEAM. 

 
A.S. Dobrovol’skaya (MIPT) 

 
 

Motivation to this work was experimental 
research in plasma-assisted combustion of 
aluminum powder in a steam. Physical-chemical 
kinetics mechanism of aluminum oxidation by 
steam is analyzed in the paper with computer 
simulation. The products of these reactions are 
condensed corundum and gaseous hydrogen. Full 
simulation requires solving equations of 
hydrodynamic in combination with gas-phase 
chemical kinetics and heterogeneous processes. 
Therefore zero-dimensional chemical kinetics with 
simple corundum condensation is sufficient for 
qualitative understanding of processes in this 
system. 

Twenty eight chemical reactions occurring 
in gaseous phase were considered along with the 
condensation of corundum (Al2O3). The constants 
of rate for these reactions are  

 

exp( )n a
i i

EK k T
RT

= ⋅ ⋅ − , (1) 

 
where ki, Ea and n are shown in table 1. Reactions 
1-18 are from [1], 19-28 are from [2]. 

The condensation model is based on the 
simplified micro kinetic scheme of liquid-state 
growth from the supersaturated vapor phase [3]. In 
this model condensation takes into account when 
partial pressure of corundum exceeds its saturation 
pressure. In this simulation the dusty particles 
adding from outside were considered because the 
condensation on the macro-particles is faster than 
the formation of nucleation centers. So, mass flow 
of the condense corundum depends on average 
radius of particles, their number and difference 
between partial pressure of corundum and its 
saturated pressure. In the expressions below r is 
average radius of particles, T – gas temperature,  
 

2, 4πr
4 sat
u moleJ (n(t) n (r T)) [ ]

s particle
= −

⋅
  

 
is a flow of condensed corundum to particle, Vl – 
mole volume of liquid Al2O3, Nz – Al2O3-particle 
concentration, C – heat capacity of gaseous 
mixture, qvap – vaporization heat of corundum, n – 
concentration of gaseous Al2O3, nsat – saturation 
concentration of Al2O3, u – thermal velocity of  
Al2O3. Therefore one can add the equations 2-4 to 
equations of chemical kinetics with rate constants 
(1). 

 

2, 4πr
4chem sat z

dn u= W (n(t) n (r T)) N
dt

− − ⋅

,  (2) 
 

4l sat
dr u= V (n n (r,T))
dt

− , (3) 

 
21 4πr

4 sat vap z
chem v

dT dT u= (n n (r,T)) q N
dt dt C

⎛ ⎞ + − ⋅ ⋅⎜ ⎟
⎝ ⎠

 (4) 
 

It was found that condensation of 
corundum effects on chemical composition of 
mixture and energy balance. If we take into account 
condensation the temperature of the gaseous 
mixture increases slightly. Nevertheless the 
differences between simulation and experimental 
results were significant. In experimental there was a 
huge amount of hydrogen, the temperature was 
about 3000 K and there wasn’t a gaseous corundum 
at all. But simulation shows us temperature about 
2500 K (and it continue to decrease) and a lot of 
gaseous corundum after termination of 
condensation because of the saturation pressure of 
Al2O3 already became to exceed the partial one at 
2500. One can take into account that there is no 
mention of gaseous Al2O3 in numerous 
experimental papers about aluminum oxidation 
with water and there is lack of theoretical 
information about its thermo-dynamical properties. 
So it's naturally to suppose that such model is 
incorrect.  

In this work was shown that heat emission 
during pure chemical oxidation was insufficient for 
heating up to experimental temperatures, and one 
need to take into account the condensation process. 
But model where condensation results from 
supersaturation of gaseous Al2O3 is incorrect and 
we need to continue investigations. 
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Picture 1. Major species mole fraction. 

 

 
 

Picture 2. Temperature of gaseous mixture. 
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№ Reaction k, sm3s-1mole-1 k,s-1 n, (T)n
 Ea/R Ea, cal

1  Al + H2O = AlO + H2 9.60E+013 2868.6 5700.4819

2  AlO + H2 = Al + H2O 2.61E+013 2868.6 5700.4819

3  Al + H2O = AlOH + H 1.14E+012 442.8 879.93216

4  AlOH + H = Al + H2O 1.00E+011 442.8 879.93216

5 Al2O3(gas) = Al2O2 + O 3.00E+015 49144.4 97659.752

6  Al2O2 + O = Al2O3(gas) 5.68E+010 1 2944.5 5851.3104

7 Al2O3(gas) = AlO + AlO2 3.00E+015 63915.4 127012.68

8 AlO + AlO2 = Al2O3(gas) 2.10E+009 1 -3296 -6549.811

9 Al2O2 = 2AlO 1.00E+015 59335.7 117911.9

10 2 AlO = Al2O2 5.12E+009 1 -5062 -10059.21

11 Al2O2 =  Al2O + O 1.00E+015 52466 104260.44

12 Al2O + O = Al2O2 2.83E+010 1 -7288 -14482.71

13 AlO2 = AlO + O 1.00E+015 44564.6 88558.773

14  AlO + O = AlO2 1.40E+011 1 1230 2444.256

15 AlOH = AlO + H 1.00E+015 57725.2 114711.52

16  AlO + H = AlOH 2.65E+010 1 -1930 -3835.296

17 AlOH = Al + OH 1.00E+015 66431.8 132013.27

18 Al + OH = AlOH 2.65E+010 1 -580 -1152.576

19 H+H +M = H2+M 6.40E+017 -1 0 0

20  H2+M = H+H +M 5.88E+018 -1.1 52462.3 104253.08

21 OH+ OH = H2O + O 6.00E+018 1.3 0

22 H2O + O  =  OH+OH 6.30E+009 1.3 8542.7 16976.053

23 H + H2O = H2 + OH 1.00E+009 1.5 9346.7 18573.762

24  H2 + OH = H + H2O 2.20E+008 1.5 1758.8 3495.0874

25  O + OH = H + O2 2.80E+015 -0.8 -50.3 -99.95616

26  H + O2 = O + OH 1.90E+014 8241.2 16376.913

27  O + H2 = OH + H 1.50E+013 4472.4 8887.5533

28 OH + H = O + H2 6.90E+012 3517.6 6990.1747
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Abstract. Electrical discharge interaction with gas medium in external magnetic field, in task of investigation of MHD-
method of mixing and combustion intensification, is discussed in the paper. Phenomenological explanation of mechanisms of 
that interaction influence on flow structure and mixing is given. Earlier obtained numerical and experimental results that 
demonstrate features of the influence are summarized. Overall picture of flow field under investigation is discussed. Three 
types of flows comprising the complex observed flow field are described: vortical flow, coursed by non-potential 
electromotive body force, in cross section plane of discharge channel; swirling flow of medium near central electrode and gas 
movement in radial direction taking place in longitudinal section plane of the discharge channel. 

 
 

Introduction 
 

Investigation of electrical discharge 
interaction with gas medium in external magnetic 
field and investigation of that interaction influence 
on flow structure and mixing are connected with 
technical task of fuel and oxidizer mixing and 
combustion intensification in high-speed chambers 
of chemical reactors using MHD-method. Effective 
and stable mixing and combustion of non-premixed 
gas fuel and oxidizer is an essential issue at high-
speed combustion chambers designing. The 
problem is that speed of fuel and oxidizer streams is 
too high to allow them to create a combustible 
mixture during shot residence times. And it is 
actual to apply mechanisms for mixing and hence 
combustion intensification. A possible way to 
intensify mixing and combustion of non-premixed 
gas fuel and oxidizer is to use the MHD-method. 
The MHD-method is described in [1, 2], its point is 

to use electrical discharge current with magnetic 
field interaction for secondary vertical flows 
generation in gas medium. 

The MHD-method is based on a ‘reaction 
volume’ concept. Combustion as an elementary 
chemical reaction between fuel and oxidant 
molecules can occur only in the region where direct 
contact of these molecules takes place. That region 
is called the ‘reaction volume’ and it is formed due 
to diffusion across a contact surface of fuel and 
oxidizer streams, i.e.: 

 
V(t)=S(t)⋅δ(t), 
V(t) is the ‘reaction volume’, S(t) is a 

contact surface area of streams, Dtt ≈)(δ  is a 
diffusion layer thickness, D and t are diffusivity and 
time correspondingly. Molecular diffusion is a slow 
process on scales of available for mixing times that 
are limited by fuel and oxidizer residence in 
combustion chamber. 

 

 
 

Fig. 1. Circle contour deformation. Contour length increase. 
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But it is possible to enhance ‘reaction 
volume’ formation through contact surface increase 
that can be done by secondary vortex motion 
organization in flows (kinematical mixing), using 
MHD-method. 

It is shown in [3 – 5] that in disturbed 
turbulence flow material lines lengths and material 
surface areas (that is the contact surface area of two 
streams in task of mixing) grows exponentially 
versus time, i.e: 

S~S0exp }{Ωt , 
S0 is an initial contact surface area value, 

Ω is a typical scale of vortical flow non-uniformity. 
Exponential growth of contour length is 

also demonstrated in [6], where disturbed flow is 
defined by random velocity field that is direct 
solution of Euler equations for incompressible 
medium for 2D task setup. Being placed in medium 
with such velocity field initially circle contour 
starts to deform, while its length increases in time 
according to exponential low (Fig.1). 

Generated due to electrical discharge 
current with magnetic field interaction secondary 
vortical flows lead to ‘reaction volume’ increase 
through contact surface deformation of two streams 
and therefore intensify fuel and oxidizer mixing 
process. At the same time discharge localization on 
the contact surface of two reagents provides 
induction time reduction and mixing intensification 
due to diffusivity increase at high temperatures. 

MHD-method scheme, that is at the same 
time is a scheme of experimental and numerical 
investigations of electrical discharge with gas 
medium interaction in external magnetic field and 

of that interaction influence on flow structure and 
mixing, is depicted in Fig. 2. 

Representing oxidizer main stream 1 
comes into experimental section from left to right. 
Representing fuel gas can be injected co/counter to 
the main stream through located on aerodynemical 
duct axis injection system. Initiated between wire 3 
and annular 4 electrodes in magnetic field 2 the 
electrical discharge 5 under electromotive body 
force F action deforms, moves and represents a 
source of disturbances in flow, that are intensifying 
factor for mixing. 

Processes and phenomena caused by the 
MHD-method of mixing and combustion 
intensification are complex. To study them a set of 
physical and numerical models of different range of 
description were worked out and physical 
experiments were organized. 

 
Influence of electrical discharge interaction with 
gas medium in external magnetic field on flow 
structure 

Theoretical, numerical and experimental 
investigations allowed revealing mechanisms of the 
influence on flow structure and mixing. 

Flow structure in the configuration under 
consideration is complicated and it is possible to 
see three components in it: vortical flows generated 
in cross section plane of the discharge channel due 
to non-potentiality of the electromotive body force; 
swirling gas flow forced by discharge rotation near 
the central electrode; gas medium movement due to 
electrical discharge spiral evolution in radial 
direction towards the annular electrode in 
longitudinal section plane of the discharge. 

 
 

Fig. 2. Principle scheme of investigations. 1 – gas flow, 2 – magnetic field, 3 – central wire electrode, 4 – annular 
electrode, 5 – electrical discharge. 
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Fig. 3. is considering vortical flow that 
takes place in cross section plane of the discharge 
channel. Domain of interest in the case is a 
rectangular plane that is an unrolled cylindrical 
surface crossing a gap between the central wire and 
the annular electrodes. 

In external magnetic field in medium with 
non-uniform conductivity, that is the gas flow with 
the constricted electrical discharge, the non-
potential electromotive body force I×B cannot be 
stabilized by pressure gradient for two-dimensional 
case. 

pgrad
dt
d

−= Fv ρρ , 

dx
dj

Brot z
x=F , 

 
ρ is gas medium density, v is velocity, F is the 
electromagnetic body force, p is pressure, Bx is x 
component of magnetic induction vector, j is z 
component of current density vector. 

The force uncompensation leads to 
secondary flow generation that is revealed in 
electrical discharge movement and vortexes 
presence around it. Flow structure under 
consideration corresponds to pressure distribution, 
which is linear inside conducting zone and dipole-
like outside it. Pressure on border of the discharge 
channel with non-conducting gas is uninterrupted in 
continuum approach. That is why in cross section 

  
 

Fig. 3. Vortical flow generated in cross section plane of the discharge channel. 
 

 

   
a)                                                       b) 

Fig. 4. a) Shape of the discharge in cross section plane, vortical flow structure b) contact surface deformation at 
perpendicular and longitudinal discharge channel movement correspondingly. 
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plane discharge shape sets according to condition of 
pressure continuity and looks like in Fig. 4., where 
one can see results of numerical simulation 
described in [7]. 

Discharge region in Fig. 4. a) is a dark 
asymmetrical spot. Current quasi-lines reflect 
vortical structure of secondary flow generated 
around the discharge channel. Light region in front 
of the discharge is a thermal wake left during its 
previous passing. 

Contact surface deformation of two gases 
demonstrates influence of the described above 
vortical flow on mixing. Fig. 4. b) represents results 
for two cases of mutual position of the contact 
surface and discharge channel movement trajectory 
– perpendicular [8] and longitudinal [9] ones 
correspondingly. Here light zone is the ‘reaction 
volume’, formed on the contact surface of two 
media. 

If to consider whole volume of 
investigation now and summarize the vortical flows 
of cross section plane throughout the discharge 
channel, rate of medium disturbances in the system 
is an integral of micro disturbances (taking place in 
cross section plain of the discharge due to non-
potentiality of the electromotive force) over 
discharge channel length. 

Other flow structure is observed in 
longitudinal section plane of the discharge channel, 
where swirling flow of medium around the central 
electrode takes place (Fig. 5). 

For initial time moment in external 
magnetic field pressure difference sets inside the 
conducting discharge channel. Pressure difference 
magnitude is the same for each section of the 
discharge all along its length. Since pressure 
distribution is uninterrupted on borders of 

conducting area, pressure gradient is created in the 
medium around the discharge and gas starts to 
move. Pressure gradient value increases towards the 
central electrode and hence velocity of gas rotation 
increases towards center of considered area too: 

 

F Bp pp
r
−

∇ =
, 

v~∇ p, 
 
pF, pB are maximum and minimum 

pressure values on the border of discharge zone and 
cold gas, r is discharge gap radius, v is medium 
movement velocity. 

In longitudinal section plane flow structure 
through velocity field (marked with arrows) and 
current channel shape are demonstrated by results 
of numerical simulation (Fig. 6. a) [4, 5] and 
experiments (Fig. 6. b) [4 – 6]. It is seen that the 
discharge untwists around the central electrode; 
observed discharge channel shape is a result of gas 
medium movement caused by the pressure 
distribution in the gap that in its turn is determined 
by the electromotive body force acting transversally 
to the discharge current. In the considered 
configuration contact surface deformation of two 
media, represented as result of numerical 
simulation, approves existence of the swirling flow 
around in the central part of the system (Fig. 6. c). 

Speed of discharge channel elements 
sharply increases from the annular electrode 
towards the central one. With time the discharge 
under considered conditions takes a shape of spiral 
untwisting around the wire electrode. Outer part of 
the discharge spiral, where the electromotive body 
force acts in radial direction of the discharge gap, 

 

  
Fig. 5. Swirling flow of gas medium around the central electrode. 
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moves towards the annular electrode, forcing gas 
media to flow at the same direction. Near the 
central part of the discharge gap the electromotive 
body force acts on the discharge mainly in azimuth 
direction because current is normal to the wire 
electrode. Here swirling flow of gas takes place as 
usual. Fig. 7 depicts discharge spiral evolution 
scheme (Fig. 7. a), results of numerical simulation 
(Fig. 7. b) [2, 4] and experiments (Fig. 7. c) [2, 4, 5] 
that demonstrates flow structure and discharge 
shape for the case under consideration. 

 
Conclusions 
 

Flow structure under conditions of 
electrical discharge with magnetic field interaction 
in coaxial electrodes configuration is complex and 
it is defined by a number of factors. One can see at 
least three mechanisms that form the investigated 
flow and define mixing. Observed flow structure is 
a compound of vertical micro flows generated in 
cross section plane of the discharge due to non-
potentiality of the electromotive body force; gas 
medium swirling forced by discharge rotation 
around the central electrode; and gas movement in 
radial direction owing to discharge spiral evolution. 

In secondary vortical flows field, that is 
result of electrical discharge current with magnetic 
field interaction, contact surface area of two media 
increases. Contact surface area increase leads to 
‘reaction volume’ rise and hence provides fuel and 
oxidizer mixing process intensification. 
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The Inertial Confinement Fusion, 
applicable to the variety of the unique mobile 
systems rather then to the industrial energetics. 

The very important point here consists in 
the necessity to reach superhigh density of the 
fusion fuel (max ρ), as soon as the fusion energy Y 
(Joules) of the microexplosion is Y ≈ 10z/ρ2, i.e. Y = 
108-10Joules corresponds to ρmax=100 ÷ 1000g/cm3 
at Z ≈ 14 for DT fuel, and Z ≈ 16 for DD and D3He 
(both ≈ 1011 J/g) fuel [1, 2, 3]. 

Since the very first (1960-1974) papers by 
John Hopkins Nuckolls, and his colleagues [5], the 
perspectives of MFFM, and the variety of mobile 
systems based on the ICF Power are discussed 
hotly. 

As soon as the mass M of the system 
depends on the character dimension by M ~la, and 
the ICF reactor size 

r ~ l, 
 

then at the microexplosion energy (at proper 
repetition rate) Y ~ r1/b with Y ~ 1/ρc (where ρ = 
ρmax of the fusion fuel superdensity at the initial one 
≈ 0.2g/cc) → M~ρabc 

For the instance: 
 

a = 3, b = 2/5 and M ~ 1/ρ2.4 
 

The illustrations of [5, 7, 8] are important 
for the understanding the recent progress to MFFM 
first realization since 2017-2022 years. 
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