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Definition of Key Indicators to Identify Optimal Distribution Grid 
Restoration Strategies 

Christoph Strunck and Christian Rehtanz
TU Dortmund, Institute for Energy Systems, Energy Efficiency and Energy Economics, 44227 Dortmund, Germany 

Abstract. Due to significant changes in the power energy system and extreme weather conditions as a result 

of the increasing impact of climate change, large scale blackouts become more likely. With the rising 

penetration of renewable energy sources in distribution grids and the shutdown of large conventional power 

plants, the system inertia and therefore the resilience is decreasing. This will have a significant influence on 

the provision of ancillary services in the future. Especially for grid restoration processes, new concepts are 

necessary to assure an optimal integration of the distributed energy resources to resupply a grid after a 

blackout. However, to identify and assess the capability of distribution grids to restore the grid operation to 

resupply their grid independently of the transmission system key indicators are necessary for an analysis. 

Hence, this paper introduces a key indicator system, which has the goal to address several challenges of a 

distribution grid restoration.  

1 Motivation 

To reach the global goals of carbon reduction, to minimize 

the negative effects of climate change, especially the 

energy systems has begun to change in the last years. In 

the electrical power system, these changes are mainly on 

the generation side. Huge nuclear and coal power plants 

are going to be shut down and replaced by smaller 

decentralized energy resources (DER) units like wind 

power turbines and solar power plants. This poses several 

challenges for the grid operation in the future. On the one 

hand, these power plants are fluctuating generation units 

and therefore less reliable. Moreover, they are not 

necessarily near load centres, but rather distributed and 

connected to the geographically optimal place in the 

distribution system. On the other hand, DERs are mostly 

connected via converter. Hence, the inherent inertial 

reaction of the synchronous generators that provide 

additional stability and resilience to the grid is no longer 

available. [1] In the future, more system splits and 

blackouts can be expected, as it can already be observed 

today due to e.g. extreme weather situations [2,3]. 

However, DERs offer new opportunities for new 

innovative strategies like a grid restoration of distribution 

grids and the stable and reliable island grid operation of 

such grids.  

Already today, many distribution grids, especially in 

Europe, theoretically have the potential to perform a grid 

restoration with DERs. [4] However, sophisticated 

strategies and investigations are necessary to identify the 

best grid restoration strategy as well as to assess the 

critical steps during the process. Obviously, additional 

communication and digitalization as well as the 

enhancement of control schemes of larger DERs will 

improve the capability to be able to blackstart the grid. A 

considerable amount of research is focusing on the 

possibility of the restoration process based on quasi-

dynamic analyzations that are considering the net balance 

of demand and generation with DER and battery energy 

storage systems (BESS) under different weather and load 

conditions [4-6]. However, in future research it will be 

important to evaluate grid restoration processes in a 

distribution grid with dynamic studies, which poses 

several challenges. [7] 

Hence, to validate not only the dynamic ability for a 

distribution grid operator to restore its grid, but also the 

best restoration strategy, key indicators are necessary. In 

this paper, different indicators are presented and discussed 

with regard to the restoration process and the subsequent 

island grid operation. The factors are classified and 

further analysed in respect to possible strategies or 

recommendations for such. To build up the restoration 

process indicators, available data of distribution grid 

operators will be considered. This includes but is not 

limited to the annual peak load 𝑃𝑙𝑜𝑎𝑑,𝑚𝑎𝑥  , the number of

grid areas 𝑛𝑔𝑟𝑖𝑑𝑎𝑟𝑒𝑎 , the number of remote controllable

circuit breakers, and the installed PV 𝑃𝑃𝑉 or DER 𝑃𝐷𝐸𝑅

power, respectively. This data should be available as part 

of the published grid structure data which are published 

by every European distribution system operator (DSO) 

yearly [8]. However, more detailed information like the 

share of remote-controlled circuit breakers and grid areas 

are not publicly available. The better the database, the 

better the grid operator can be given an indication of the 

blackstart capability of the grid and which additional 

measures the operator may have to consider.  

This paper is structured as follows. In section 2, the 

challenges of a blackstart of a distribution grid is 

addressed. Based on these challenges, the developed key 

indicators are presented in chapter 3. In chapter 4, the 

indicator system will be applied on a real German 

distribution system before chapter 5 concludes the paper 

and gives an outlook. 
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2 Challenges of a distribution grid 
restoration process 

In case of a grid restoration process in a distribution grid 

with a high share of renewable energy sources (RES), 

there are different challenges compared to a conventional 

grid restoration process. For once, blackstart units (BSUs) 

with suitable control schemes are needed.  

Moreover, a significant part of the available RES power 

comes from distributed PV plants, which cannot be 

controlled or even reparametrized in practice. Therefore, 

the protection devices are shutting off the PV plants for 

frequency drops below 47.5 Hz or gradually reducing the 

power for frequencies above 50.2 Hz before shutting off 

at 51.5 Hz. This poses one of the greatest challenges for 

the grid restoration process of a distribution grid. 

Frequencies below 48 Hz are usual due to a low share of 

rotating masses. With the aforementioned protective shut-

downs of PV plants the effective load step is even larger 

and can lead to instabilities or a new blackout. [9-11] 

Moreover, most circuit breakers in distribution grids are 

not remotely controllable. In order to be able to switch the 

circuit breakers, personnel is required who have to drive 

long distances to reach the substations. Additionally, a 

stable and reliable communication needs to be assured 

between the control center and the personnel in the field. 

In this case, voltage instability is of no concern during the 

grid restoration process of a distribution grid, frequency 

stability is the primary criterion [12]. Therefore, 

sophisticated control schemes are necessary to assure a 

participation of DERs in order to maintain the frequency 

and avoid critical drops. However, these should be 

designed without the need of communication between the 

DERs. [12] 

Moreover, reliable load forecasts for switchable feeders 

are not possible due to several uncertainty factors. 

Therefore, worst-case scenarios with, among others, cold 

load pick-up (CLPU) and the magnetization currents of 

transformers need to be considered. However, it is also 

important to consider how even the load and RES are 

distributed in the feeders. [13] 

While transmission system operator have a high 

observability of their grid and measurements of every line 

and substation, DSOs have not the necessary technology 

installed in their grid. Moreover, to assess the blackstart 

capability, indications are needed to be made based on 

data, which is easily accessible.  

Moreover, in Europe a grid restoration process for 

distribution grids is mainly for rural distribution grids 

with high shares of RES. However, these grids are also 

having long feeders and often imbalanced load and PV 

power in these feeders. This can pose a significant 

challenge if e.g. feeders with high loads are reconnected 

in a later stage of the restoration process.  

3 Key indicators to classify distribution 
grids 

To address the aforementioned challenges in a 

distribution grid restoration, key indicators to classify a 

distribution grid regarding the capability of a restoration 

process are introduced in this chapter. An overview of the 

key indicators is given in table 1.  

First, the main question is if to build up the grid 

centralized from one blackstart unit or decentralized with 

more BSUs. Therefore, the commanding DER with 

PBSU,high, which is often a CHP plant or a hydro power 

plant with the benefit of rotating masses and blackstart 

capability, is of great importance. This key indicator is 

telling two things regarding the grid restoration:  

 Depending on the types of the Commanding DERs 

the maximal permissible load step and with this 

 if the Commanding DER is capable to restart the grid 

from its connection point or if a decentralized grid 

restoration should be approached 

                       𝐶𝑜𝑚𝐷𝑒𝑟 =
PBSU,high

Pload,max
.                                    (1) 

Another important indication is the homogeneity of the 

distributed load and PV systems in the individual, with 

circuit breaker separated, feeders. To calculate the load 

balance 

                        𝐿𝑜𝑎𝑑𝐵𝑎𝑙 = 1/
𝑆𝑝𝑎𝑛

𝐼𝑄
∗ 𝑔.                           (2) 

a analysis of the connected loads in the grid areas is 

necessary. Therefore, the range of the load values is 

divided by the interquartile distance IQ. The reciprocal of 

this is then multiplied by the skewness g of the load data 

set. This gives an indication regarding the expected 

homogeneity of the grid areas depending the load and is 

important to perform further investigations. These could 

identify critical grid areas where sophisticated strategies 

should be applied, or on the other hand, small grid areas 

which could be reconnected simultaneously.  

As it is described in section 2, PV plants can become a 

challenge during a distribution grid restoration process. 

Therefore, the PV balance in the grid areas is another 

important factor in defining the best switching sequence. 

The PV balance is calculated analogous to the load 

balance with 

                          𝑃𝑣𝐵𝑎𝑙 = 1/
𝑆𝑝𝑎𝑛

𝐼𝑄
∗ 𝑔.                              (3) 

Another substantial factor in a grid restoration process is 

the speed of the grid restoration. Since distribution grids 

are not as remotely controllable as transmission systems, 

it is important to consider the remote controllable circuit 

breakers 

                           R𝑒𝐶𝐵𝑐 =
ncb,ctrl

ncb

∗ ngridarea .                                     (4) 
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Table 1. Definition of the developed key indicators 

 

Especially in distribution grids with large supply areas it 

is important to increase remote controlled circuit breakers 

since the alternative is that personnel needs to drive to the 

circuit breakers which can take up to 30 minutes for each 

switch.  

As described, it is not practical to control every small 

DER. Hence, the ResPow  

                             𝑅𝑒𝑠𝑃𝑜𝑤 =
PDER,ctrlable

Pload,max

                            (5) 

indicates the controllable DER power. Depending on the 

grid, this can be extended to non-fluctuating controllable 

DER power. 

It is not only important to be able to restore the grid but 

also to operate the grid in an island grid mode following a 

grid restoration. Therefore, it is evenly important to have 

some form of energy storage. This could be a BESS, 

which is able to help during the restoration process with 

providing power faster than e.g. CHP plants. Moreover, 

BESS can provide important balance power for the 

volatility of PV plants or wind turbines. This is necessary 

during the blackstart as well as the island grid operation. 

Therefore, the ratio of the available storage power is 

defined by 

                                 StoRat =
Pstor

Pload,max

 .                              (6) 

Lastly, it is important to assess the share of non-

fluctuating DERs like CHP plants, hydro power plants or 

BESS with  

                         NonFlu =
Pstor+PCHP+Phydro

Pload,max

 .                     (7) 

Obviously, a distribution grid restoration is highly 

dependent on fluctuating energy resources. Therefore, 

with this indicator the possibility to restore a grid with 

changing weather conditions is given. However, further 

considerations and distinctions between solar and wind 

power should be made. 

 

4 Study case of a German distribution 
grid 

In this chapter, an approach for a restoration process in a 

distribution grid is evaluated. First, the main challenges of 

a distribution grid restoration process are explained. Next, 

the methodology for the proposed restoration process will 

be introduced. 

4.1 Specifics of the present distribution grid 

In this case study, a German distribution grid has been 

investigated. It supplies 18,000 customers with a cable 

length of 170 km in the medium voltage and 260 km in 

the low voltage grid. Moreover, it is divided in eleven 

feeders. In 2018, the annual peak load was 13.34 MW.  

In general, the grid is meshed. However, due to the high 

protection requirements of a meshed network, it is not 

operated as such, but rather as an open ring system. It is 

possible to control larger generation plants remotely. This 

allows the system operator to control the active power of 

larger DERs to assure a reliable and stable island grid 

operation and restoration.  

 

Fig. 1. Schematic plan of the considered medium voltage grid 

The distribution grid in this case study has a high 

penetration of RES. A significant part of the installed 

generation capacity is located in the city centre (area 3-5) 

and the urban areas of 1-2 and 7 (cf. Fig. 1). Notably, this 
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Commanding DER (ComDer) Nominal power of the largest DER for an indication of permissible load steps 

Load Balance (LoadBal) Homogeneity of the grid areas regarding the maximal active power of connected loads 

PV Balance (PvBal) Homogeneity of the grid areas regarding the installed PV power 

Propotion of PV plants (ProPV) The share of the installed PV power in relation to the total installed DER power 

Remote circuit breaker controllability 

(ReCBc) 
The share of switchable grid areas via remotely controllable circuit breakers 

Restoration process controlled 

poweravailabillity (ResPow) 

Available controllable DER power for the grid restoration process (e.g. CHP plants, 

hydro power plants or large wind turbines) 

Storage Ratio (StoRat) The ratio of installed energy storage power with regard to the maximal load 

Non-fluctuating DER share (NonFlu) The ratio of non-fluctuating installed power 
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includes a 13.5 MW CHP plant and an 8 MVA BESS 

displayed with initial. Additionally, a 1.2 MW black start 

capable CHP plant is connected to the same common 

point of coupling. 

Moreover, four wind power plants with an installed 

capacity of approximately 10 MWp are located at 

different connection points in feeder two. Throughout the 

grid, about 700 PV systems with a maximum peak power 

of 11 MWp are connected to the low voltage (~95%) and 

the medium voltage level (~5%). Moreover, almost 93% 

of the installed PV systems are household systems with 

less than 50 kWp. Especially these PV plants are not 

evenly distributed in the grid and are not controllable from 

an economic point of view. Therefore, these PV plants are 

primarily responsible for the challenges that are described 

in section 2.  

4.2 Key indicators of the case study 

In the present case study, the developed indicator system 

is shown in figure 2. The corresponding input data and 

values of the key indicators are shown in table 2.  

 

As it can be seen, the chosen example grid has a strong 

characteristic towards the left part of the radar chart. 

Hence, the value for ComDer is with 0.9 exceptional high. 

This shows, that the commanding DER can supply almost 

90% of the maximal load. Obviously, the large CHP plant 

for an industrial application is of great use for restoring 

this grid. Not only that, but also a StoRat of 0.53 is an 

indication for the capability to be able to restore the grid. 

Another positive indicator is the ResPow which shows 

that the power of controllable power plants is above the 

maximal load Pmax.  

However, the weak manifestation of the lower left part of 

the spider chart shows on the one hand highly imbalanced 

feeders regarding both, the installed PV power and the 

load. This shows that the installed PV power is not evenly 

distributed through the feeder. The same applies to the 

distribution of the loads.  Hence, a stable grid restoration 

even with the large commanding DER cannot be assured. 

What’s more, the ReCBc shows with 0 that the circuit 

breakers are not remotely controllable. This results in 

potentially long waiting periods between the switching 

actions. However, the distance between the switches 

should be taken into account here.  

The ratio of PV plants (ProPV) together with the 

imbalanced distribution in the feeders show a significant 

influence of the PV plants. Hence, a grid restoration by 

night could be difficult while a strategy for minimizing 

their negative impact on the grid during a blackstart needs 

to be considered.  

Concluding, the non-fluctuating DERs are with a share of 

over 100%, especially due to the non-fluctuating 

commanding DER, well equipped to restore the grid 

independently of the weather situation. 

Table 2. Key indicators for the considered case study 

4.3 Concluding grid restoration strategies 

With the key indicators of the use case from section 4.2, 

various restoration strategies for the considered grid can 

be developed and derived. 

Here, four conclusions can be made straight away. First, 

the remote controllability of the circuit breaker is a 

significant feature of a stable and reliable grid restoration. 

Therefore, a meaningful investment for the distribution 

system operator for a stable and reliable grid restoration 

is exposed. 

Moreover, the ComDer and StoRat values are showing 

that coordinated control schemes between the 

commanding DER and the storage systems could be 

beneficial. Hence, innovative control strategies for grid 

restoration processes with CHP plants and BESS should 

be applied here. Moreover, a centralized grid restoration 

process should be considered in this case. 

The most critical feature of this grid is the imbalance in 

installed PV power and the load distribution. Therefore, 

even with the large commanding DER, critical load steps 

are possible. However, feeders with low load share can be 

connected faster or simultaneously. To minimize the load 

step of the critical feeders, demand side management or 

Commanding DER ( ComDer ) 0.90 

Load Balance (LoadBal) 0.03 

PV Balance (PvBal) 0.16 

Proportion of PV plants (ProPV) 0.88 

Remote circuit breaker controllability 

(ReCBc) 
0.0 

Restoration process controlled 

poweravailabillity (ResPow) 
1.01 

Storage Ratio (StoRat) 0.53 

Non-fluctuating DER share (NonFlu) < 1 

Fig. 2. Key indicators systems for the considered use case 
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the coordination with commercial/industrial customers in 

the corresponding feeder are necessary.  

As explained in section 2, PV plants can complicate the 

grid restoration during the application of the load. Here, 

the share of PV plants is considerable high. Since the 

change of the control scheme of every small PV plant is 

not practical, strategies like a 52 Hz Strategy should be 

taken into account. Especially in the considered use case, 

the non-fluctuating installed power is sufficient to provide 

the necessary power during a grid restoration. Therefore, 

the commanding DER could operate the grid at a 

frequency of 52 Hz where the PV plants would not be 

reconnecting to the grid. This would also lead to higher 

frequency NADIRs. After successful grid restoration, the 

frequency could be decreased to the nominal value fnom.  

5 Conclusion and outlook 

In this paper, a key indicator system, especially focusing 

on the grid restoration of distribution grids, has been 

developed. These indicators, like the ratio of the 

commanding DER in regards to the maximal annual load 

(ComDer) or the homogeneity of loads and installed PV 

power in the feeder of a distribution grid (PvBal, 

LoadBal), are aimed to lucidly displaying the key 

information to evaluate a distribution grid regarding a grid 

restoration and narrow down possible restoration 

strategies. Therefore, the main challenges of a distribution 

gird restoration after a large scale blackout are defined and 

analyzed. The developed key indicators are addressing 

these challenges with the use of accessible data from 

distribution grid operators. However, not all data are 

publicly available. Especially the number of grid areas 

and the load and PV distribution in the feeders. 

The main focuses in this work are the significant impact 

of PV plants, investment recommendations for DSOs and 

the applicability into the practice. Investment 

recommendations are given in particular for the 

digitalization of the distribution grid and the investment 

in BESS. The applicability into the practice aims 

primarily at the feasibility of the control schemes and the 

suggested restoration strategies. However, the indicator 

system just gives a broad overview of the capability to 

blackstart the grid. 

In future works, a pre-analysis based on a grid model in a 

power system analyzation software should be developed 

to specify the restoration strategy in more detail. 

Therefore, load and RES balances in the feeder can be 

monitored and valued. However, while a pre-analysis can 

be load flow based, dynamic investigations need to be 

performed to assess the real behavior during a distribution 

grid blackstart.  
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Abstract. Currently, the world is confronted with a series of challenges including resource shortage, climate 

change, environment pollution and energy poverty, which are rooted in the humanity's deep dependence on 

and large-scale consumption of fossil energy. To tackle with those challenges is an urgent task for realizing 

sustainable development. The Global Energy Interconnection (GEI) is a clean energy-dominant, electricity-

centered, interconnected and shared modern energy system. It is an important platform for large-scale 

development, transmission and utilization of clean energy resources at a global level, promoting the global 

energy transition characterized by cleaning, decarbonization, electrification and networking. The GEI has 

provided a scientific, novel and systematic solution to implement Agenda 2030 as well as the Paris 

Agreement. Focusing on the scope of clean transition and sustainable development, this paper has 

implemented qualitative and quantitative methods based on historic data. The global power demand and 

supply has been forecasted. Based on global clean energy resources endowments and distribution, a global 

main clean energy bases layout and generation planning optimization has been proposed. Later in this paper, 

the global power flow under the GEI scenario and corresponding GEI backbone grid has been explored and 

proposed. Finally, based on a preliminary investment estimation, the comprehensive benefits of building the 

GEI have been analyzed. 

1 Introduction 

In 2020, the COVID 19 virus has caused huge disasters to 

people all over the world, and it has sounded the alarm: 

mankind and the planet have entered an era of ‘crisis-

ridden’. More urgently, climate change is accelerating its 

evolution into a global ecological environment crisis. 

Climate change is a comprehensive reflection of the 

interactive effects of the earth system. After the climate 

system is affected by human activities, it will cause 

changes in the various layers of the earth system, resulting 

in complex, interconnected, and global effects, and it is 

very likely to cause irreversible changes in other layers. 

From 1980 to 2018, the number of global natural disasters 

showed a steady upward trend. In 2018, there were more 

than 800 major natural disasters globally, which 

quadrupled compared with 1980. In the past 20 years, 

global natural disasters have caused an average of more 

than 68,000 lives and 220 million people affected each 

year. The human social system is becoming more and 

more complex, and the connection with the natural system 

is getting closer. A single crisis, social crisis and natural 

crisis conduct among each other, which can rapidly 

deteriorate into multiple crises, with more serious 

consequences. Therefore, the climate and environmental 

crisis will not only accelerate various natural crises and 

ecological crises, but also cause social crises such as food 

shortages and conflicts and wars. It is the biggest potential 

risk faced by all countries. 

Research by Global Energy Interconnection 

Development and Cooperation Organization (GEIDCO) 

shows that the development of the climate crisis mainly 

presents four phases. The first is the risk-controllable 

stage: climate change reaches or exceeds the 1.5°C safety 

threshold, but the overall risk is still controllable; the 

second is the threshold breakthrough stage, when climate 

change exceeds the 2°C safety threshold, the ecosystem 

rapidly deteriorates and the impact is irreversible; the 

third is temperature rise acceleration phase, climate 

change has accelerated the emission of greenhouse gases 

stored in ice caps, frozen soil and oceans into the 

atmosphere, and the temperature rise suddenly 

accelerated; fourth is the overall crisis phase, when 

climate change exceeds the critical threshold of 5°C, the 

earth system and human society are facing a full crisis . 

Once the safety thresholds of 1.5°C and 2°C are exceeded, 

the climate system will irreversibly accelerate its 

temperature rise and enter the ‘full crisis’ stage. 

At present, we are on the fast track of ‘full crisis’. 

Continuing the existing development path is likely to lead 

to a temperature rise of 3.2℃–5.4℃, which will cause the 

earth system to deviate from the normal and stable natural 

cycle, and its consequences will bring four major 

disasters. First, the melting of ice sheets triggers the 

collapse of key climate systems and chain reactions, 

leading to climate disasters; second, climate and 

environmental disasters comprehensively trigger polar, 

terrestrial, freshwater, and marine ecological disasters; 

third, climate disasters cause sea levels to rise sharply, 
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leading to survival disasters; fourth, climate and 

environmental disasters lead to economic collapse, social 

unrest, and social disasters. Obviously, the fate of 

mankind in the future depends to a large extent on our 

actions to deal with the climate and environmental crisis. 

The root of the climate crisis comes from dependence 

on fossil energy, and the international community already 

has a broad consensus on this. Mankind’s misconceptions 

and development thoughts are deeply rooted, and the 

inertia of high-carbon economic development is huge. 

Global, systematic and implementable solutions are 

needed to form ideological consensus and joint actions to 

deal with crises, and accelerate the implementation of 

clean energy transition and sustainable development. 

Only by getting rid of the dependence on fossil energy can 

the risk of crises be reduced fundamentally. In essence, 

the core of sustainable development is clean development. 

The key is to promote clean replacement on the energy 

production side, replacing fossil energy with clean energy 

such as solar, wind, and hydropower; on the energy 

consumption side, replacing coal, oil, gas and firewood 

with clean electricity. 

The GEI is a modern energy system which is clean, 

electricity-centered, interconnected, co-constructible and 

sharable. It will establish a platform for world-wide large-

scale exploitation, transmission and utilization of clean 

energy, promote the global energy transition featured with 

clean, de-carbonization, electrification and networking. 

Building the GEI can fully implement the United Nations 

2030 Agenda and the Paris Agreement to address climate 

change, ensure that everyone enjoys clean, reliable, and 

affordable modern energy, and achieve comprehensive 

and coordinated economic, social and ecological 

development. In order to accelerate the development of 

the GEI, since 2016, GEIDCO has carried out systematic 

and in-depth research on energy interconnections of the 

world, continents, key regions and countries. Through 

extensive research, comprehensive analysis of global 

economic and social, energy, power, climate and 

environmental data, GEIDCO has fully studied relevant 

development strategy plans and policies of government 

departments of various countries, widely absorbed 

research results of relevant international organizations, 

institutions and enterprises, and applied research methods, 

models and tools to conduct in-depth research on the 

development vision, path and major issues of the GEI. 

Based on the development concept of the GEI and 

related research results, from a global perspective, this 

paper deeply analyzes the development trend of the 

energy interconnections on various continents, and 

conducts research and prospects on the overall 

development of the GEI, and proposes systematic and 

overall innovative solutions under the framework of the 

GEI, which are of great significance for accelerating the 

green energy transition, coping with climate change, and 

achieving sustainable development. The follow-up 

discussion structure of this article is as follows. Section 2 

will introduce the development concept and connotation 

of the global energy Internet; Section 3 discusses the 

outlook of the future development trend of energy and 

power; Section 4 proposes the distribution of large-scale 

clean energy bases based on the global clean energy 

resource distribution.; Section 5 proposes the global 

power flow pattern, the GEI backbone grid and the 

development direction of continental energy 

interconnections; Section 6 estimates the comprehensive 

benefits of building the GEI; finally, in Section 7 provides 

a comprehensive summary. 

2 Development Concept of the GEI 

Energy is the material basis of economic and social 

development, and the sustainable supply of energy is the 

fundamental guarantee of the human sustainable 

development. Therefore, to address the challenges in 

achieving sustainable development, the key is to promote 

clean development and rigorously implement ‘Two 

Replacements, One Increase, One Restore and One 

Conversion’ which aims to build the GEI and accelerate 

the formation of a modern energy system that is clean, 

electricity-centered, interconnected, co-constructible and 

sharable, ensuring clean, safe, affordable and efficient 

energy can be accessed by all individuals. In this way, we 

can find a scientific solution to promote global sustainable 

development through clean energy development. 

Two Replacements are to use clean alternatives in 

energy production, replacing fossil fuels with hydro, 

solar, and wind energy known as Clean Replacement, and 

to promote Electricity Replacement in energy 

consumption, replacing coal, oil, natural gas and firewood 

with electricity. One Increase in the level of 

electrification and energy efficiency, increase in the 

proportion of electric energy in final energy consumption, 

and reduction in energy consumption on the premise of 

ensuring energy consumption needs. One Restore to the 

restoration of fossil energy to its basic attribute as 

industrial raw material to create greater value for 

economic and social development. One Conversion 

means that CO2, water and other substances will be 

converted to fuels and raw materials such as hydrogen, 

methane, and methanol and minerals by virtue of 

electricity to resolve the resource constraints and pave the 

way for future energy development and sustainable 

development of mankind. 

The essence of building the GEI is the holistic 

construction of ‘Smart Grid + UHV grid + Clean 

Energy’, where smart grid is the foundation, UHV grid is 

the key and clean energy is the source. By integrating 

modern intelligent technologies such as advanced 

transmission, intelligent control, new energy integration 

and advanced energy storage, a smart grid can adapt to 

grid connection and accommodation all kinds of clean 

energy, meet the needs to integrate various intelligent 

power equipment and provide interactive services, 

realizing the coordinated development of power source, 

network, load and storage, multi-energy complementarity 

and efficient utilization. UHV power grid is composed of 

1000 kV AC and ±800 and ±1100 kV DC systems, with 

significant advantages including long transmission 

distance, large capacity, high efficiency, low loss, reduced 

land occupation and good security. It can realize 

thousands-of-km and tens-of-GW power transmission and 

interconnection of transnational and transcontinental 
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power grids. With the advancement of conversion 

technologies and cost reduction of hydro, wind and solar 

energy, the competitiveness of clean energy will surpass 

fossil energy in an all-rounded way, accelerating the 

replacement process of fossil energy and becoming the 

main source of energy in the future energy system. 

The GEI is the fundamental strategy to cope with 

climate change and achieve the goal of temperature 

control. The GEI provides a technically feasible, 

economically sound, operational, statistical and 

transparent system solution for the world to tackle climate 

change and implementing the Paris Agreement. During 

the course of the GEI construction, replacement of 

carbon-based energy with clean electricity can be 

promoted to accelerate the process of realizing global 

carbon emission reduction goals, decouple the economic 

development with carbon emissions, and 

comprehensively implement the core targets of the Paris 

Agreement, such as mitigation, adaptation, capability-

building of financial and technical, and transparency. The 

CO2 emissions that come from global energy 

consumption can peak around 2025 and fall to about 10 

billion tons by 2050 which is less than half of the 1990 

level. By achieving zero net emissions by 2065, the goal 

of controlling global temperature rise within 2℃ by the 

end of the century could be achieved. By accelerating the 

construction of the GEI, global clean energy and power 

interconnection will develop rapidly, which will promote 

energy system carbon emissions to decline earlier and 

achieve zero net emissions as early as possible with low 

negative emissions, and therefore, the temperature control 

target of 1.5℃ could be achieved. 

3 Energy and Power Development 
Trends 

Analysis and forecast on the trends of global energy and 

power has been carried out for promoting the 

comprehensive, coordinated and sustainable development 

of the global economy, society, environment and 

achieving the 2°C temperature control target of the Paris 

Agreement. 

3.1 Energy Demand 

Global primary energy demand continues to grow. By the 

partial substitution method, the global primary energy 

demand in 2035 and 2050 will reach 24.5 and 26.2 billion 

tons of coal equivalent (tce), respectively. The average 

annual growth rate is 0.7% from 2016 to 2050, of which 

the rate is about 1% from 2016 to 2035 and about 0.4% 

from 2036 to 2050. 

The main direction to optimize the global energy 

structure is to develop clean energy as the dominant 

source of energy. Around 2025, the total demand of global 

fossil energy will reach its peak before declining year by 

year. The global coal demand will peak around 2025, 

reaching about 5.4 billion tce, before declining to 1.79 

billion tce in 2050, accounting for 6.3% of the total global 

primary energy demand. The share of clean energy in 

primary energy will increase from 24% in 2016 to 70% in 

2050. Before 2040, the share of clean energy will exceed 

the share of fossil energy and become the main primary 

energy source. 

The increase of global primary energy demand is 

mainly contributed by Asia. From 2016 to 2050, Asia’s 

primary energy demand is expected to rise by 57%, from 

9.5 to 14.9 billion tce, with an average annual growth rate 

of 1.3%. Asia’s share in global primary energy demand 

continues to increase, from 46% to 57%. The primary 

energy demand in Africa and Central and South America 

will increase by 1.4 and 0.62 billion tce, with an average 

annual growth rate of 2.3% and 1.3%, respectively. 

Fig. 1. Primary energy demand forecast under the 2°C-scenario. 

Fig. 2. Continental primary energy demand forecast under the 

2°C-scenario. 

Global final energy consumption will peak around 

2040. From 2016 to 2040, the global final energy 

consumption will grow steadily from 13.7 to 16.2 billion 

tce with an average annual growth rate of about 0.7%. Due 

to the slowdown of the world economy and the 

improvement in energy efficiency, the final energy 

consumption is expected to decline. In 2050, the global 

final energy consumption will fall to 15.7 billion tce with 

an average annual decline of 0.3% from 2040 to 2050. 

From 2016 to 2050, the average annual growth rate of 

final energy will be about 0.5%. The final consumption of 

fossil energy will drop significantly. From 2016 to 2050, 

the share of fossil energy in final energy consumption will 

fall from 63% to 24%. The final coal consumption will 

peak at about 1.7 billion tce around 2025, before falling 

by 63% to 550 million tce in 2050. The final oil 

consumption will remain stable from 2020 to 2035 at 

around 5.8 billion tce. Thereafter, the consumption will 

fall rapidly to 3.0 billion tce in 2050 accounting for a 
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decrease of 47% compared to the consumption in 2016. 

After the natural gas consumption reaches its peak in 

2040, it will drop to about 1.4 billion tce in 2050, 

accounting for a decrease of about 34% from the level in 

2016. The basic trend of the global final energy structure 

will be electricity-centered and the share of electricity will 

increase significantly. The share of electricity in the total 

final energy consumption is expected to increase from 

22% in 2016 to 54% in 2050, and in around 2035, 

electricity will surpass oil and become the dominant 

source of energy in the final energy structure. 

The share of electricity in final energy consumption 

will significantly increase in all continents and there will 

also be an acceleration in the implementation of 

Electricity Replacement. With the accelerated 

development of Electricity Replacement technologies 

such as electric vehicles, electric heating and electricity-

produced hydrogen, the energy transition in developed 

regions such as Europe and North America will accelerate 

and move towards becoming more electricity-centered in 

the final energy structure. In 2050, the share of electricity 

will be 59% of the final energy in both regions, 

significantly higher than the global average. Africa will 

also gradually reduce its dependence on primary 

bioenergy such as fuelwood, agricultural and forestry 

wastes, and establish a modern energy system by 

replacing low-quality energy with electricity. 

Fig. 3. Final energy demand forecast under the 2°C-scenario. 

Fig. 4. Continental final energy demand forecast under the 2°C-

scenario. 

3.2 Power Demand 

With the global economic recovery, steady population 

growth, continuous technological advancement and rapid 

implementation of ‘Two Replacements’, the global power 

demand will generally grow steadily at a high pace in the 

future. 

It is estimated that in 2035, the global electricity 

consumption will reach 44.1 PWh, and the average annual 

growth rate will be 3.66% from 2016 to 2035. In 2050, the 

global electricity consumption will reach 61.6 PWh with 

an average annual growth rate of 2.25%. The global 

electricity consumption per capita will increase from 2985 

kWh in 2016 to 6300 kWh in 2050. 

Asia’s position as a global power load center will 

become increasingly prominent. It is estimated that the 

average annual growth rate of electricity consumption in 

Asia will be 4.42% from 2016 to 2035, and the demand 

will reach 24.9 PWh which accounts for 58.9% of the total 

global power demand. From 2036 to 2050, the increase 

rate in electricity consumption will be reduced to 2.53%, 

and the electricity consumption will reach 36.3 PWh, 

accounting for 58.9% of the global total. 

Power demand is growing rapidly in Africa, Central 

and South America, and their electricity consumptions 

increasing fastest in the world. There are still a large 

number of people with no access to electricity in Africa, 

and the electricity consumption per capita is low at 

present. Considering the growth of power demand and the 

Electricity Replacement from industrialization and 

urbanization, the growth rate of power demand in Africa 

and Central and South America will reach 6.92% and 

4.92% from 2016 to 2035, respectively, and the electricity 

consumption will increase to 2.27 PWh and 2.65 PWh. 

From 2036 to 2050, Africa’s electricity consumption will 

continue to grow rapidly with an average annual growth 

rate of 3.79%, and the electricity consumption in 2050 

will reach 3.97 PWh. The annual average growth rate of 

electricity consumption in Central and South America 

will fall to 2.49%, and in 2050, the consumption will reach 

3.83 PWh. 

In Europe, North America and Oceania, the electricity 

consumption per capita will be high and the Electricity 

Replacement in sectors such as railways, electric vehicles, 

and clean heating will result in high power demand. The 

growth rate of mid and long-term power demand is 

expected to remain 1%−3%. 

Fig. 5. Electricity demand forecast under the 2°C-scenario. 
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Fig. 6. Continental electricity demand proportion under the 2°C-

scenario. 

3.3 Power Supply 

In order to achieve clean transformation and sustainable 

development in an optimal way, it is necessary to 

coordinate the factors such as the consideration of global 

resource endowments, energy and power demand, energy 

development costs, land value and environmental 

carrying capacity and power system operation. 

It is estimated that by 2050, the global installed 

capacity will be 26 TW with clean energy installed 

accounting for 84%, among which wind power is 26%, 

solar power is 42%, hydropower is 11%, nuclear power is 

2%, and bioenergy, geothermal and others is 3%. 

Meanwhile, the installed per capita will have reached 2.7 

kW. The global clean energy generation will be 51 PWh, 

accounting for 81% of the total amount, of which 23% is 

wind power, 32% is solar power, 15% is hydropower, 6% 

is nuclear power, and 5% is bioenergy, geothermal and 

others. 

Global coal-fired power installed capacity will peak 

around 2030. In 2016, the global installed capacity of 

coal-fired power was 2.08 TW, and by 2030, the net 

increase will have been 310 GW, which will basically be 

at its peak (new coal-fired generating units are mainly in 

Asia). Subsequently, coal power will gradually decrease 

to 1.8 TW in 2035 and within 1.3 TW in 2050. 

Fig. 7. Generation capacity forecast under the 2°C-scenario. 

In terms of continents, in 2050, the installed capacity 

of Asia, Europe, Africa, North America, Central and 

South America, and Oceania will be accounting for 61%, 

15%, 5%, 14%, 5%, and 1% respectively. The proportion 

of thermal power installed in Asia will drop from 67% in 

2016 to 16%, from 48% to 7% in Europe, from 78% to 

23% in Africa, from 65% to 19% in North America, from 

42% to 16% in Central and South America, and from 66% 

to 32% in Oceania. The overall installed capacity of 

hydro, wind and solar clean energy will develop 

simultaneously. The installed capacity per capita in Asia, 

Europe, Africa, North America, Central and South 

America, and Oceania will be 3.05 kW, 4.71 kW, 0.52 

kW, 6.06 kW, 2.14 kW, and 3.2 kW, respectively. 

Fig. 8. Continental generation capacity proportion under the 

2°C-scenario. 

Fig. 9. Continental generation structure under the 2°C-scenario. 

4 Clean Energy Bases Distribution 

The global clean energy resources, such as hydro, wind 

and solar energy, are abundant. The theoretical potential 

of clean energy is higher than 150000 PWh/year. With 

breakthroughs in clean energy technologies, the economic 

feasibility of implementing the technologies has been 

greatly improved, and replacing fossil energy with clean 

energy is becoming an important trend in the global 

energy development. Large-scale development and 

efficient use of global clean energy resources can be 

achieved through coordinating the distribution and 

demand of clean energy in either centralized or distributed 

methods. 
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4.1 Overall Clean Energy Resources 

4.1.1 Hydro 

The theoretical potential of global hydropower resources 

is about 39 PWh/year, of which, Asia, Africa, Europe, 

North America, Central and South America, and Oceania 

account for 47%, 11%, 6%, 14%, 20% and 2%, 

respectively. 

Table 1. Global hydropower resources. 

Region 

Theoretical 

potential 

(PWh/year) 

Global 

share 

(%) 

Asia 18.31 47 

Africa 4.4 11 

Europe 2.41 6 

North America 5.51 14 

Central and South 

America 
7.77 20 

Oceania 0.65 2 

World 39.06 \ 

4.1.2 Wind 

The global wind energy resources are abundant, and the 

annual average wind speed ranges from 2 to 14 m/s at the 

height of 100 meters above the ground. Many regions 

have an annual wind speed higher than 7 m/s, and the best 

wind speed is mainly distributed in Greenland, Denmark, 

eastern of North America, southern of South America, 

northern Europe, northern Africa and southern Oceania. 

Fig. 10. Distribution of global annual average wind speed. 

The theoretical potential of global wind energy 

resources is about 2050 PWh/year, of which Asia, Africa, 

Europe, North America, Central and South America, and 

Oceania account for 24%, 32%, 7%, 21%, 11% and 5%, 

respectively. 

Table 2. Global wind energy resources. 

Region 

Theoretical 

potential 

(PWh/year) 

Global 

share 

(%) 

Asia 500 24 

Africa 650 32 

Europe 150 7 

North America 430 21 

Central and South 

America 
220 11 

Oceania 100 5 

World 2050 \ 

4.1.3 Solar 

Solar energy is remarkably rich around the world. The 

annual global horizontal irradiance (GHI) ranges from 

700 to 2700 kWh/m2. The areas with the GHI higher than 

2000 kWh/m2 include the sub-Saharan Africa region, the 

southwestern Africa, Asia and the Middle East, the 

southern North America, the southwestern South America 

and the northern Oceania. 

Fig. 11. Distribution of Global Horizontal Irradiance (GHI). 

The theoretical potential of global solar energy 

resources is about 150000 PWh/year, of which, Asia, 

Africa, Europe, North America, Central and South 

America, and Oceania account for 25%, 40%, 2%, 10%, 

8% and 15%, respectively. 

Table 3. Global solar energy resources. 

Region 

Theoretical 

potential 

(PWh/year) 

Global 

share 

(%) 

Asia 37500 25 

Africa 60000 40 

Europe 3000 2 

North America 15000 10 

Central and South 

America 
12000 8 

Oceania 22500 15 

World 150000 \ 

4.2 Distribution of Global Large-scale Clean 
Energy Bases 

4.2.1 Large-scale Hydropower Bases 

According to the distribution of global hydropower 

resources, hydropower bases with large-scale 

development conditions are mainly distributed in the 

Jinsha River and the Yarlung Zangbo River in 

southwestern China, the Mekong River, the Irrawaddy 

River Basin in Southeast Asia, the Congo River and the 

Nile River in Africa, the Amazon Basin in South America, 

Norway, Sweden, etc. There are fifteen large-scale 

hydropower bases to be developed globally, with the total 

installed capacity of 880 GW by 2035 and 1.3 TW by 

2050. 

22



Fig. 12. Distribution and installed capacity of the global large 

hydropower bases. 

4.2.2 Large-scale Wind Power Bases 

The wind power bases with large-scale development 

conditions are mainly distributed in Artic regions 

including Greenland, Sakhalin Island, Okhotsk Sea, etc., 

as well as in the northwest of China, the North Sea of 

Europe, the central United States and southern Argentina. 

There are sixteen large-scale wind power bases to be 

developed globally, with the total installed capacity of 

900 GW by 2035 and 1.49 TW by 2050. 

Fig. 13. Distribution and installed capacity of the global large 

wind power bases. 

4.2.3 Large-scale Solar Power Bases 

According to the distribution of solar energy resources, 

solar power generation bases with large-scale 

development conditions are mainly distributed in areas 

including the northern Africa, the southern Africa, the 

western Asia, the Central Asia, the western China, the 

western United States, Mexico, Chile and the northern 

Australia. There are nine large-scale solar power bases to 

be developed globally, with the total installed capacity of 

1.71 TW by 2035 and 3.82 TW by 2050. 

Fig. 14. Distribution and installed capacity of the global large 

solar power bases. 

4.3 Global Trend of Generation LCOE 

With the rapid development of clean energy power 

generation technology and the significant reduction in 

power generation costs, clean energy power generation 

will gradually replace fossil energy power generation as 

the dominant power source. As the development and 

utilization cost of fossil energy and the demand for low-

carbon, clean and safe energy increases, the cost of 

internal and external input of traditional fossil energy 

utilization will increase. The scaling effect of clean 

energy is becoming more and more prominent, where its 

cost will continue to decrease. As shown in Fig. 15., the 

LCOE of hydropower will be largely be maintained at 4 

US cents/kWh, while in some areas with abundant hydro 

resources such as the Congo River Basin, it will be kept 

as low as 3 US cents/kWh. The LCOE of offshore wind 

power, onshore wind power, photovoltaics and 

concentrating solar power all show a downward trend, 

which will have fallen to 5.5, 2.6, 1.5, and 5.3 US 

cents/kWh by 2050. It is expected that the 

competitiveness of photovoltaic and onshore wind power 

will have surpassed coal- and gas-fired power by 2025. 

Fig. 15. Global trends in the LCOE of clean energy. 
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5 Development Outlook of Global Energy 
Interconnection 

5.1 Global Power Flow Pattern 

According to the principles of green, low-carbon, 

economic, efficiency, and technical feasibility, and 

considering the resource endowment and demand 

distribution, the multi-energy complementarity and large-

scale mutual support, the local development and long-

distance power transmission, the multi-region power 

optimization model is used to calculate power balance. 

The balance results of various continents form a power 

flow pattern with optimal allocation of global resources. 

Before 2035, the global power flow will be dominated 

by cross-border power exchange across continents, and 

inter-continental power exchange will begin. By 2035, the 

global inter-continental and inter-regional power flow 

will reach a total of 330 GW, of which, 46 GW will be 

inter-continental. The inter-regional power flow will 

mainly run from transmitting hydropower and wind 

power of Russian Far East and clean energy bases of 

Central Asia to China, South Korea, Japan and other 

countries; from the solar bases in West Asia to South Asia 

India; transmitting hydropower of Central Africa and 

Eastern Africa to western and southern regions; 

transmitting hydropower and wind power of Northern 

Europe to the Continental Europe; transmitting wind 

power in the mid-western United States and solar power 

in the southwestern to its eastern regions; transmitting 

wind power in southern Argentina, solar energy of 

northern Chile and hydropower of Bolivia to Brazil. 

Meanwhile, the inter-continental power flow mainly run 

from the North Africa solar energy bases, the Central 

Asian clean energy bases and the West Asia solar power 

bases to Europe; and from the West Asia solar power 

bases to North Africa Egypt. 

Fig. 16. Illustration of global power flow in 2035. 

By 2050, clean energy bases will have entered a large-

scale development stage, forming a globally optimal 

allocation of clean energy, multi-energy 

complementation, and cross-time-zone mutual support. In 

2050, the total inter-continental and inter-regional power 

flow in the world will reach 660 GW, of which, the inter-

continental power will be 110 GW. The inter-regional 

power flow will run from Russian hydropower and wind 

power and Central Asia’s clean energy bases to China, 

South Korea, Japan and other countries with further 

increase in scale. At the same time, West Asia will send 

solar power to South Asia; the Arctic wind power bases 

will send power to China, South Korea and Japan; Central 

and East Africa will send more power to other African 

regions; and hydropower in Peru and Bolivia will be sent 

to Brazil. The inter-continental power flow will mainly 

run from North Africa solar power bases, Central Asian 

clean energy bases and West Asia’s solar power bases to 

Europe. With the increasing understanding of the Arctic 

and breakthroughs in polar transmission technologies, the 

Arctic region will become an important clean energy base 

for clean energy worldwide. Power demand of regions 

such as Asia, Europe and North America will be met 

through large-scale exploitation of the Arctic wind and 

Equatorial solar resources. 

Fig. 17. Illustration of global power flow in 2050. 

5.2 GEI Backbone Grid 

With considerations on the resource endowment, energy 

& power demand, and climate & environmental 

requirements, the ‘Nine Horizontal and Nine Vertical’ 

GEI backbone grid will be constructed based on the 

national backbone and cross-border interconnection. 

Large-scale clean energy bases and load centers will be 

interconnected to achieve clean energy resource 

allocation globally across different time zones and 

seasons, providing mutual power support and backup. 

The ‘Nine Horizontal and Nine Vertical’ backbone 

grid as shown in Fig. 18. includes Asia–Europe–Africa’s 

‘Four Horizontal and Six Vertical’ interconnection 

channels, America’s ‘Four Horizontal and Three 

Vertical’ channels and the Arctic energy interconnection 

channel. 

5.2.1 Nine Horizontal Channels 

(1) Arctic Energy Interconnection Channel begins in

Norway in Northern Europe, crosses Russia and Bering 

Strait and stretches all the way to Alaska. The channel 

crosses 19 time zones and connects 80% power grids of 

north hemisphere with a length of 12000 km. The channel 

achieves mutual power support and backup between 

continents in an intensive manner. 

(2) Asia–Europe North Horizontal Channel inter-

connects countries such as China, Kazakhstan, Germany, 
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France, and delivers clean energy from Central Asia to 

Europe and China. Together with the UHV backbone grid 

of China, clean energy is further delivered to Northeast 

Asia to provide inter-continental power support. The 

channel length is 10000 km. 

(3) Asia–Europe South Horizontal Channel inter-

connects Southeast Asia, South Asia, West Asia and 

Southern Europe, and delivers solar power from the West 

Asia to load centers in Southeast Europe and South Asia 

through the UHV DC. The channel also delivers 

hydropower from Southeast Asia and China to South 

Asia. The channel length is 9000 km. 

(4) Asia–Africa North Horizontal Channel inter-

connects clean energy bases in Southeast Asia, South Asia 

and West Asia and North Africa. The channel delivers 

solar power from the West Asia to Egypt and further 

delivers to Morocco by the 1000 kV UHV AC. The 

channel length is 9500 km. 

(5) Asia–Africa South Horizontal Channel inter-

connects hydropower bases of the Congo River, the Nile, 

and solar power bases of West Asia to provide mutual 

power support between the African hydropower and the 

West Asia’s solar power. The channel length is 6000 km. 

(6) North America North Horizontal Channel inter-

connects the grids in eastern and western Canada to 

improve power exchange capabilities, receives the Arctic 

wind power and delivers to the load centers in eastern 

Canada. The channel length is 4500 km. 

(7) North America South Horizontal Channel gathers

the western American solar power, Central American 

wind power and the Mississippi River hydropower, and 

delivers to load centers in New York, Washington and 

western America. The channel length is 5000 km. 

(8) South America North Horizontal Channel inter-

connects the northern countries such as Columbia, 

Venezuela, Guyana, French Guyana, and Surinam to 

strengthen the interconnection and power exchange 

capabilities. The channel length is 3500 km. 

(9) South America South Horizontal Channel gathers

Peru and Bolivia’s hydropower along the Amazon River, 

along with Chile’s solar power, and delivers to load 

centers in southeastern Brazil. The channel length is 3000 

km. 

5.2.2 Nine Vertical Channels 

(1) Europe–Africa West Vertical Channel crosses

Iceland, Great Britain, France, Spain, Morocco, West 

Africa and South Africa, and delivers the Greenland and 

North Sea’s wind power to Continental Europe; and the 

Congo River’s hydropower to the North and South Africa. 

The North African solar power and Central African 

hydropower are jointly delivered to the load centers in 

Europe. The channel length is 15000 km. 

(2) Europe–Africa Central Vertical Channel inter-

connects the Arctic wind power bases, the Northern 

European hydropower bases and the North African solar 

power bases, crosses countries including Germany, 

Austria, Italy, and extends southward to Tunisia. The 

channel length is 4500 km. 

(3) Europe–Africa East Vertical Channel begins from

the Barents Sea shore, crosses Russia, Baltic, Ukraine, 

Balkan Peninsula, Cyprus, Egypt and East Africa to South 

Africa, and delivers the Arctic and Baltic wind power to 

Europe, and the Nile’s hydropower to the North and South 

Africa. The Nile hydropower and Egypt solar and wind 

power are jointly delivered to the Europe. The channel 

length is 14000 km. 

(4) Asia West Vertical Channel interconnects the solar

power bases of Central Asia and West Asia and Siberia 

hydropower bases, gathers multiple forms of energy via 

the Central Asia synchronous grid, and extends to the 

Arctic Kara Sea’s wind power bases. The channel length 

is 5500 km. 

Fig. 18. Illustration of the overall pattern of the GEI backbone grid.
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(5) Asia Central Channel interconnects the Russian

hydropower bases, solar and wind power bases of 

northwestern China, and hydropower bases of 

southwestern China, and delivers to the load centers in 

South Asia through the UHV DC. The channel length is 

6500 km. 

(6) Asia East Vertical Channel interconnects Russia,

China, Northeast Asia, Southeast Asia via China and the 

UHV grids in Southeast Asia, and delivers the clean 

energy power of Russian Far East, China and Southeast 

Asia to the load centers, in order to provide power support 

during the seasons, connect the Arctic wind power bases 

and extend the channel to Australia in the future. The 

channel length is 15000 km. 

(7) America West Vertical Channel connects the

Arctic wind power bases, and constructs a synchronous 

UHV AC grid around Vancouver, located in the west 

coast of the U.S., and Mexico. The channel enables 

efficient utilization of the Canadian hydropower, the U.S. 

and Mexico’s solar and wind power, and interconnects the 

northern South America’s grids through Central America 

by the UHV DC. This channel extends southward to Chile 

and enables mutual power support between the North 

American solar power and South American hydropower. 

The channel length is 15000 km. 

(8) America Central Vertical Channel begins from

Manitoba in Canada, crosses the North Dakota and Texas 

in the U.S., and further extends to Mexico City to form 

the main UHV vertical channel. The channel collects 

northern Canada’s hydropower and the central U.S.’s 

wind power to provide mutual power support with 

multiple forms of energy and cover a wide area of clean 

energy allocation between the northern and the southern 

regions. The channel length is 4000 km. 

(9) America East Vertical Channel starts from Quebec

in Canada, crosses the eastern coast of the U.S. to Florida, 

forming a main UHV AC vertical channel. This channel 

connects the northern Canada’s hydropower, western 

U.S.’s solar power and central U.S.’s wind power,

traverses across the Caribbean grids, and connects the

northern South America grids. This channel further

extends to Argentina to provide mutual power support

with multiple forms of energy and covers a wide area of

clean energy allocation between the northern and the

southern regions, as well as connects the Greenland wind

power and hydropower. The channel length is 16000 km.

5.3 Continental Energy Interconnection 

5.3.1 Asian Energy Interconnection 

The development focus of the Asia power grid will be to 

accelerate the exploitation and power transmission of 

large-scale clean energy bases such as South Asia West 

Asia’s solar power, Central Asia’s wind power and 

Southeast Asia’s hydropower, transforming these 

resource advantages into economic advantages, as well as 

speeding up the construction of power grids in Southeast 

Asia and South Asia so as to increase electricity 

accessibility, the interconnection of East Asia for 

broadening the supply channels of energy and power and 

maximizing the advantages of the UHV technology, and 

promoting the inter-continental and inter-regional 

interconnection, facilitating the direct supply of clean 

energy from power bases to load centers. 

Power flow in Asia is generally featured by power 

transmission from West to East, North to South. Inter-

continentally. Asia will transmit power to Europe, 

complement with Africa and receive power from Oceania. 

The power flow will reach 200 GW with 51 GW inter-

continental power flow. 

In the future, Asia will form an interconnected pattern 

consisting of five regions: East Asia, Southeast Asia, 

Central Asia, South Asia and West Asia. In 2050, the 

Asian energy interconnection will be fully established 

with ‘Four Horizontal and Three Vertical’ 

interconnection channels. 

Fig. 19. Illustration of the overall pattern of grid interconnection 

in Asia. 

5.3.2 European Energy Interconnection 

The development goals of Europe power grid will be to 

strengthen the construction of domestic transmission 

channels, thereby improving the access and allocation 

capacity of renewable energy sources, to improve the 

level of smart grids, in order to ensure the operational 

reliability of high-proportion clean energy systems, to 

strengthen the construction of cross-border transmission 

channels, to expand the grid interconnection for 

delivering power from the Baltic and Arctic wind power 

bases, to take advantage of the ‘European Regulatory 

Power Pool’ of the Northern Europe hydropower to 

realize the mutual power support, to expand inter-

continental interconnection, forming interconnection 

between Asia, Europe and Africa, and to inter-

continentally receive clean energy power. 

The power flow will render such a pattern as 

‘intracontinental power transmission from North to South 

and inter-continental power import from Africa and Asia’. 

In 2050, inter-continental and inter-regional power flow 

will reach 133 GW, including an inter-continental power 

flow of 75 GW. 

In the future, with the upgrade of the power grid and 

the interconnection scale, Europe will build the European 

VSC HVDC power grids, connecting the wind power 

bases of the North Sea, the Baltic Sea, the Norwegian Sea 

and the Barents Sea, the Northern European hydropower 

base, and interconnect to North Africa, West Asia and 

Central Asia inter-continentally. In 2050, a flexible and 
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controllable DC grid covering Europe will be formed. The 

Northern Europe DC grid will be further extended to the 

Norwegian Sea and the Barents Sea; the DC looped grid 

will be strengthened in the central Continental Europe, 

expanding to the Eastern Europe, and forming a DC grid 

covering Europe; the scale of Asia – Europe – Africa 

interconnection will be further expanded, and there will 

be as many as 11 inter-continental DC projects. 

Fig. 20. Illustration of the overall pattern of grid interconnection 

in Europe. 

5.3.3 African Energy Interconnection 

The development goals of the power grids in Africa will 

be to strengthen the construction of power grid 

infrastructure in various countries within the continent, to 

expand the grid coverage, to improve power supply 

efficiency and reliability through reinforcement, 

upgrading and constructing new transmission and 

distribution grids, to build power transmission channels 

for large clean energy bases such as hydropower, wind 

power and solar energy for a coordinated development of 

clean energy and power grids to meet the power demand 

from load centers, to accelerate the intra-continental and 

inter-continental interconnection through exporting clean 

energy electricity by transforming resource advantages to 

economic advantages and achieve a wide range and 

optimal allocation of clean energy. 

Form a pattern of ‘Central Africa exports power to 

North and Southern Africa, realizing mutual 

complementation with Asia and Europe’. In 2050, the 

total scale of power flow will reach 141 GW, of which 54 

GW will be inter-continental. 

In the future, Africa will have three synchronous grids 

in the North Africa, Central-West Africa and South-East 

Africa. In 2050, Africa will build a basic yet strong energy 

interconnection, forming the ‘Two Horizontal and Two 

Vertical’ backbone grid, and expanding the scale of Asia, 

Europe and Africa interconnection. 

Fig. 21. Illustration of the overall pattern of grid interconnection 

in Africa. 

GEIDCO evaluates the theoretical hydropower 

potential of the Congo River on its Digital Hydropower 

Planning Platform. The theoretical hydropower potential 

in the Congo River are about 2500 TWh per year, 

accounting for 54% of the African total amount. 

According to the comprehensive and coordinative 

research on river-section hydropower planning, through 

three-level cascade exploitation, the total installation 

capacity could reach above 100 GW with an annual 

generation of about 690 TWh. 

Hydropower from the upstream and the tributaries of 

the Congo River will be sent to D. R. Congo, R. Congo, 

Central African Republic, Cameroon, etc., along the 

Congo River basin via EHV AC transmission corridors. 

Hydropower from the downstream of Congo River, 

will be sent to the demand centers of more than 2000 km 

away via UHV transmission technology. UHV 

transmission has the advantages of long transmission 

distance, large capacity, low loss, etc., which enables 

larger scale hydropower development, transmission and 

consumption of the downstream Congo River. 
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5.3.4 North American Energy Interconnection 

The development goals of North American power grid 

will be to accelerate the development and delivery of 

clean energy bases, and build large-scale clean energy 

bases such as Canada’s hydropower, the Midwest U.S.’s 

wind power and solar energy, and Mexico’s solar energy, 

in order to achieve coordinated development of clean 

energy and power grids, as well as building strong North 

American energy interconnection backbone grids by fully 

upgrading the existing power grids, so as to strengthen the 

inter-continental and cross-border interconnection with an 

interconnected network platform covering large clean 

energy bases and load centers for an optimal allocation of 

clean energy. 

The overall pattern of power flow in North America 

will be power transmission from ‘north to south, central 

to coasts, and complementary with Central & South 

America through inter-continental power 

interconnections’. In 2050, The power flow will reach 200 

GW, including an inter-continental power flow of 10 GW. 

In the future, North America will build three 

synchronous grids in the North America eastern 

synchronous grid, the North American western 

synchronous grid and the Quebec grid. In 2050, the North 

America Energy Interconnection will be fully established, 

and the UHV AC/DC vertical channel on the east and west 

coasts and the central clean energy horizontal 

transmission channel will be built. 

Fig. 23. Illustration of the overall pattern of grid interconnection 

in North America. 

5.3.5 Central and South American Energy 
Interconnection 

The development goals of the Central and South America 

power grid will be to rigorously develop inter-regional 

and cross-border interconnection, to support the 

exploitation of hydropower, to actively develop non-

hydro clean energy, to achieve large-scale development of 

clean energy and complementarity, and to meet the 

economic needs of sustainable economic and social 

development. 

The power flow features ‘hydropower transmission 

from North to South, wind power transmission from South 

to North, solar power transmission from West to East, and 

inter-continental power mutual support with North 

America’. By 2050, the total amount of inter-continental 

and inter-regional power flow will exceed 73 GW, of 

which 10 GW are inter-continental and inter-regional. 

In the future, in addition to the Caribbean region, 

Central and South America will form an overall pattern of 

three synchronous grids in eastern South America, 

southern South America, western South America, and 

Central America. The Caribbean will achieve power 

exchange or DC cross-island networking. In 2050, the 

Central and South American Energy Interconnection will 

maintain the overall pattern of having three synchronous 

grids, thereby achieving the interconnection to the North 

America grid. 

Fig. 24. Illustration of the overall pattern of grid interconnection 

in Central and South America. 

5.3.6 Oceania Energy Interconnection 

The development goals of Oceania’s power grid will be to 

support the large-scale exploitation, complementation and 

utilization of solar, wind and hydro power through inter-

continental, cross-border and domestic interconnection, in 

order to realize the transition of clean energy and promote 

the sustainable development of economy and society. Fiji 

and other island countries will focus on the construction 

of domestic transmission and distribution grids, and 

microgrids to support the exploitation of distributed clean 

energy generation. 

The hydropower of Papua New Guinea shall 

complement with the solar energy of Australia, and the 

solar energy of Australia will complement with the 

seasonal hydropower of Southeast Asia. In 2050, The 

power flow will reach 10 GW, including an inter-

continental power flow of 8 GW. 

In the future, Oceania will construct five synchronous 

grids in the eastern Australia, western Australia, northern 

New Zealand, southern New Zealand, and Papua New 

Guinea, and the power reliability and supply capacity will 

be further enhanced. In 2050, Oceania will continue to 

maintain the pattern of five major synchronous grids in 

the eastern and western Australia, New Zealand’s South 

and North Island, and Papua New Guinea. The power 
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exchange between Papua New Guinea and Australia will 

further be enhanced. 

Fig. 25. Illustration of the overall pattern of grid interconnection 

in Oceania. 

6 Comprehensive Benefits 

6.1 Investment Estimation 

The investments for GEI power source and grids will be 

estimated based on the trends in power supply, grid 

technology development and cost levels. By 2050, the 

GEI backbone grid will have an increased channel length 

of 202000 km and transmission capacity of 660 GW, 

including 11000 km of submarine cables and 120 GW of 

submarine transmission capacity, with an estimated total 

investment of 509.8 billion USD. 

With considerations in the different cost levels of 

power supply and grid investment of the various 

continents, the amount of investment needed for the 

various power sources and voltage grade grids in various 

continents is estimated. From 2019 to 2050, the total 

investment in GEI is estimated to about 34 trillion USD, 

of which, the power investment is about 24 trillion USD, 

and the power grid investment is about 10 trillion USD. 

Fig. 26. Total investment estimation of GEI. 

6.2 Benefits Estimation 

It is of great importance to accelerate the development and 

utilization of clean energy, meet the global power 

demand, stimulate the world economic growth, reduce the 

price of electricity, cope with climate change, protect and 

improve the ecological environment, create a better life 

for the society and support the building of a community 

of common destiny for all mankind by building the GEI 

and the national energy interconnections. Considering the 

2℃-scenario, the following benefits have been estimated. 

(1) The power demand can be met by using clean

energy. Clean energy will account for more than 70% of 

primary energy, and clean energy will account for 81% of 

total global power generation in 2050. 

(2) With clean energy, the world economic growth

will be further promoted. The total investment on GEI will 

reach about 34 trillion USD, with the average contribution 

rate of 2% to the global economic growth. 

(3) Cost of energy supply can be reduced. Clean

energy resources will be developed in a large scale and 

allocated optimally, which will effectively reduce the cost 

of energy supply. In 2050, the average LCOE of global 

clean energy will be around 40% lower than that of 2016. 

(4) The issue of climate change will be effectively

addressed with the help of clean energy. Energy system 

emissions will further drop to about 10.9 billion tons of 

CO2/year in 2050, and the temperature control target of 

2℃ of the Paris Agreement will be achieved. Around 

2065, zero net emissions of CO2 from energy use will be 

achieved. 

Fig. 27. GEI carbon-emission roadmap. 

(5) Clean energy can also protect and improve the

ecological environment. By 2050, annual SO2 emissions 

will be reduced by 50.7 million tons, annual NOx 

emissions by 78.1 million tons, and annual fine particulate 

matter emissions by 11.43 million tons. The scale of fossil 

energy development and utilization will be greatly 

reduced, in terms of mining, processing, transport, 

storage, combustion, etc. Groundwater pollution, 

geological damage, terrestrial and marine ecological 

damage that are brought about by the process will be 

increasingly reduced, and the ecological environment will 

be protected and restored. 

(6) Clean energy can create a better life in the society.

With the sharp decline in electricity prices, green and 

clean electricity will be made affordable, and the problem 

of human populations living without electricity will be 

solved effectively. The number of diseases and death 

cases caused by pollution will be reduced significantly 

with reduction of 8 to 10 million related disease cases 

every year. In 2050, more than 300 million jobs will be 

created globally. Areas that are rich in resources such as 

Africa will be able to make use of this advantage and turn 

it into economic advantages, which will effectively 

promote economic development and solve poverty issue. 
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Fig. 28. Diseases reduced under GEI. 

7 Conclusion 

The GEI is a systematic plan of accelerating global energy 

transition and realizing economic, social, environmental 

development in a coordinative and sustainable way. To 

realize the UN 2030 Agenda and Paris Agreement, under 

the 2℃-scenario, by 2025 the global fossil energy in 

primary energy consumption will reach its peak; by 2040 

the clean energy will surpass fossil energy and become 

dominated in primary energy consumption; around 2040, 

the total final energy consumption will peak and by 2050, 

54% of the total final energy consumption will be 

electricity. The potential from electrification will be 

stimulated and released, by 2050 the global electricity 

consumption will reach beyond 62 PWh with its annual 

growth rate of about 3%, which is more than 3 times that 

of energy demand. To provide green and sustainable 

power supply, the global clean energy installed capacity 

will surpass fossil energy around 2030; by 2050, 84% of 

the total capacity will be clean energy generation. 

Through constructing the ‘Nine Horizontal and Nine 

Vertical’ GEI backbone grid, clean energy bases and load 

centers will be closely connected to achieve global 

allocation and share of clean energy in a wide range, to 

ensure clean, safe, economic and efficient supply of 

energy and power, effective address climate change and 

protect ecological environment. The total investment of 

building the GEI is estimated to about 34 trillion USD, 

through which comprehensive climate, environmental, 

economic and social benefits can be achieved. 
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Abstract. Methodological and practical aspects of the energy sector efficiency trend in various countries of 
the world and Azerbaijan for 2013-2017, based on the methodology presented by the World Economic Forum 
(WEF), are analyzed and considered in the paper. The basis of the methodology for evaluating the effective 
energy sector performance is the use of an energy triangle, where the vertices are Economic growth and 
development, Environmental sustainability and Energy access and security, where a set of indicators with 
their own weighting coefficients is used to evaluate each of subsystems. Naturally, the number of indicators 
and the weighting coefficients are adjusted in time in order to fully take into account all the features of the 
energy sector.  The Azerbaijan's energy sector efficiency values for the period under review, taking into 
account all available indicators, are re-calculated, due to this fact the Azerbaijan's place in the world's ranking 
of countries has moved several positions higher. 

1 Introduction  
The basis of the methodology for evaluating the effective 
energy sector performance is the use of an energy triangle, 
where the vertices are Economic growth and 
development, Environmental sustainability and Energy 
access and security, where a set of indicators with their 
own weighting coefficients is used to evaluate each of 
subsystems. Naturally, the number of indicators and the 
weighting coefficients are adjusted in time in order to 
fully take into account all the features of the energy sector 
[1-6]. 

2 Energy Architecture Performance 
Index of World 
For comparative analysis of changes in the Energy 
Architecture Performance Index for 2013-2017, the 
countries of the world were grouped into seven regions, 
for which the corresponding relationships were 
constructed [2]. The relationships of the Energy 
Architecture Performance Index subsystems of the 
European Union countries are shown below. 

As is obvious from Figure 1, during the period under 
review, all 3 components of the energy sector efficiency 
in European countries have a positive growth trend, where 
the greatest growth is observed in the Environmental 
sustainability subsystem-17%, Energy access and security 
subsystem-11%, Economic growth and development 
subsystem - 6%. At the same time, the subsystem values 
themselves as of 2017 are as follows: for Environmental 
sustainability - 0.7, Energy access and security - 0.82, 
Economic growth and development - 0.61. 

 

Fig. 1. Energy Architecture Performance Index of EU 

In general, the energy sector efficiency in European 
countries increased by 11%.  

The curves for subsystems of efficient energy sector 
performance for the North America countries are shown 
in Figure 2. As is obvious from the figure, the 
Environmental sustainability subsystem has increased by 
20% compared to 2013, Energy access and security by 
10%, and Economic growth and development by 4%. The 
subsystem values themselves as of 2017 are as follows: 
for Environmental sustainability subsystem - 0.63, Energy 
access and security subsystem - 0.66,  Economic growth 
and development subsystem - 0.53. 
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Fig. 2. Energy Architecture Performance Index of North 
America 

On the whole, the energy sector efficiency for the 
North America countries increased by 12%.  

The energy sector performance efficiency subsystems 
curve for Middle East & North Africa is presented in 
Figure 3. 

 

Fig. 3. Energy Architecture Performance Index of Middle East 
& North Africa 

Unlike the EU and North America countries, , the 
largest growth in the Middle East & North Africa 
countries is observed in the Economic growth and 
development subsystem, which is 18%. Low growth is 
observed in Environmental sustainability and Energy 
access and security subsystems, 7% and 2% respectively. 
These subsystem values as of 2017 are as follows: 
Economic growth and development - 0.39, Environmental 
sustainability - 0.38, Energy access and security-0.71. 

On the whole, the energy sector efficiency for the  
Middle East & North Africa countries increased by 7%.  

A different picture is observed in the BRICS countries. 
Although some drop of the Environmental sustainability 
subsystem value occurred in 2014, as shown in Figure 4, 
in 2015 it recovered up to 0.54 and remained practically 
constant during the last several years. Slight growth is also 
observed in the other two subsystems.  

 

 

Fig. 4. Energy Architecture Performance Index of BRICS 

In general, the energy sector performance efficiency 
of the BRICS countries also has a low growth compared 
to 2013-7%. 

In the ASEAN countries, slight growth is observed in 
the Economic growth and development subsystem by 
16% and in the Environmental sustainability subsystem 
by 15%, as is obvious from Figure 5. At the same time, 
the subsystem values themselves as of 2017 are as 
follows: Sustainability environmental sustainability - 
0.57, Energy access and security - 0.70, Economic growth 
and development - 0.52. 

 

Fig. 5. Energy Architecture Performance Index of ASEAN 

In general, the energy sector performance efficiency 
for the ASEAN countries increased by 11% compared to 
2013. 

Among the 7 regions considered, the most significant 
growth in the Economic growth and development and 
Energy access and security subsystems of effective 
energy sector performance is observed in the Sub-Saharan 
Africa countries, 24% and 33% respectively. At the same 
time, the subsystem values themselves in the Sub-Saharan 
Africa countries are still low compared to other regions, 
0.47 and 0.39 respectively (Fig. 6). 
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Fig. 6. Energy Architecture Performance Index of Sub-Saharan 
Africa 

On the whole, the energy sector performance 
efficiency in the Sub-Saharan Africa countries also has 
the highest indicator among 7 regions, which has 
increased by 20% compared to 2013. 

In CIS countries, as is obvious from Figure 7, there is 
relatively small but steady growth in all subsystems. In 
2014 a significant decline of the value to 0.48 happened 
in the Environmental sustainability subsystem, and some 
decline also has occurred in the Economic growth and 
development subsystem to 0.36, which led to the decrease 
in the score to 0.51. 

 

Fig. 7. Energy Architecture Performance Index of CIS 

The values as of 2017 for the energy sector 
performance efficiency subsystems of CIS countries are 
as follows: for Economic growth and development - 0.44, 
Environmental sustainability - 0.63, and Energy access 
and security - 0.73. 

On the whole, the energy sector performance 
efficiency in CIS countries increased by 7%. 

Analyzing all regions, one can reach a conclusion that 
small but steady growth is observed in all subsystems of 
the energy sector performance efficiency. As is obvious 
from all the above curves and as shown in Figure 8, in 
2014 the value of the Environmental sustainability 
subsystem dropped significantly in all regions, and in 
2015 it recovered and remained almost unchanged over 
the past few years. 

 

Fig. 8. Energy Architecture Performance Index of World 

Values of world energy sector performance efficiency 
subsystems as of 2017 are as follows:  Economic growth 
and development-0.52, Environmental sustainability-
0.62, Energy access and security-0.69.  

In general, the world energy sector performance 
efficiency for 2013-2017 increased by 11%. The location 
of the curves of all 3 subsystems of energy efficiency 
around the world repeats the location of the corresponding 
curves for the EU, North America, ASEAN and CIS 
countries. As is obvious from the Figure 7, Economic 
growth and development (0.52)  and Environmental 
sustainability (0.62) subsystems have significant 
potentials for the improvement. Due to the fact that the 
Energy access and security subsystem is at  very high 
level in most countries of the world (0.7-0.82), the 
potentials for improving the state of this subsystem for the 
whole world are small (0.69). 

3 Energy Architecture Performance 
Index of Azerbaijan 

Similar studies have been conducted to determine the 
efficiency of Azerbaijan's energy sector performance [7-
9]. 

As is obvious from Figure 9, during the period under 
review in 2013-2017, the efficiency of Azerbaijan's 
energy sector performance according to calculations of 
the World Economic Forum on the whole showed an 
increase of 14%, while the "Economic growth and 
development" subsystem grew by 38%, the 
"Environmental sustainability" subsystem by 12%, and 
"Energy Availability and security" by 1%. 

It should be noted that according to the same 
calculations, the numerical values of the Energy 
Architecture Performance Index of Azerbaijan on the 
whole as of  2017 are 0.67, and for the subsystems are 
0.65, 0.57 and 0.79 respectively. 
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Fig. 9. Energy Architecture Performance Index of Azerbaijan 

During the period under review, the efficiency of 
Azerbaijan's energy sector performance has significantly 
increased in the rating of countries. If in 2013 Azerbaijan 
was ranked 42nd among 105 countries, then in 2017 it was 
ranked 36th among 127 countries. 

During the analysis it was found that the research of 
the World Economic Forum was incomplete, since the 
values of some indicators for evaluating the values of 
individual subsystems are not available, which led to 
inaccuracies in the assessment of both individual 
subsystems and the resulting value of the efficiency of  
the energy sector performance of Azerbaijan. 

Below are curves of some indicators included in the 
subsystems of energy performance efficiency in 
Azerbaijan. 

The chart of Energy intensity indicator, which is part 
of the Economic growth and development subsystem, is 
presented in Figure 10. As is obvious from the chart, the 
Energy intensity indicator value in 2018 increased almost 
by 25% compared to 2010. It should be noted that this 
occurred mainly due to diversification of economy and 
sustainable development of non-oil sector [10-14].  

 

Fig. 10. Energy intensity (GDP per unit of energy use)  

Another indicator from the Economic growth and 
development subsystem is Electricity prices for industry 
(US$ per kilowatt-hour), which is not taken into account 
in the WEF report.  

 

Fig. 11. Electricity tariff in Azerbaijan 

The “Electricity prices for industry’ for Azerbaijan is 
presented in the Figure 11. As is obvious from the figure, 
since 2016 the price of electricity for industry has dropped 
by almost 25% from $ 0.07 per kWh to $ 0.053 per kWh, 
indicating a high level of this indicator. 

Another indicator of this subsystem is cost of Energy 
imports (% GDP). As a result of the formal approach, the 
value of this indicator in the WEF report is shown as 0.28, 
which worsens the resulting value of the subsystem under 
consideration. Analysis of the Energy imports indicates 
that the import of energy resources in Azerbaijan has 
increased in recent years (2016-2018) due to the increase 
in natural gas import. The energy balance of natural gas 
of Azerbaijan is shown in Table 1.  

Table 1. Natural gas, mln.cubic meters 

 2016 2017 2018 
Production 18717.6 18186 19207.1 
Import 298.4 2109.9 1798.2 
Export 8049.1 8556.9 9911.8 

As is obvious from the Table 1, natural gas is imported 
not for domestic consumption of Azerbaijan, but to fulfill 
international obligations for its export, actually the 
imported natural gas is transit. It should be noted that 
because of this also the state of the Value of energy 
exports indicator (%GDP) worsens, which in the WEF 
report for 2017 is indicated as 24.97%, but actually it 
should be less. 

Charts for some indicators included in the 
Environmental sustainability subsystem are given below. 
The chart for “Nitrous oxide emissions in energy sector” 
indicator, included in the Enviromental sustainability 
subsystem, is presented in Figure 12.  As is obvious from 
the chart, the value of this indicator has significantly 
decreased in recent years, although there is some growth 
in 2017-2018. 
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Fig. 12. Nitrous oxide emissions in energy sector, 
ton/population  

Another indicator from the Enviromental 
sustainability subsystem is Methane Emissions in energy 
sector (metric tons of CO2 equivalent)/Total Population). 

 

Fig. 13. Methane Emissions in energy sector, ton/population  

As is obvious from Figure 13, Methane Emissions in 
the energy sector have decreased significantly in recent 
years. 

The value of the “CO2 emissions from electricity” 
indicator in Figure 14 tends to decrease slightly, which is 
mainly due to the greater use of more efficient power 
plants for power generation. 

 

Fig. 14. CO2 emissions from electricity, gr/kWh 

In the WEF report the Energy access and security 
subsystem is evaluated using 6 indicators. The most 
important for Azerbaijan are indicators Quality of 
electricity supply, Percentage of population using solid 

fuels for cooking and Diversity of total primary energy 
supply (Herfindahl Index). As shown above, energy 
resources imports mainly reflect the natural gas import, 
which is exported and actually is transit. Therefore, the 
values of the Import dependency and related 
Diversification of Import Counterparts indicators are 
calculated formally, and are not particularly important for 
evaluating the Energy access and security subsystem in 
Azerbaijan. 

Percentage of population using solid fuels for cooking 
in Azerbaijan is presented in Figure 15. As is obvious 
from the figure, this indicator is in a very high level, 
conforming to gasification level in the country, although 
the value of this indicator in the WEF report is 
significantly worse.   

  

Fig. 15. Percentage of population using solid fuels for cooking, 
% 

Taking into account all available indicators included 
in the system of indicators for evaluating individual 
subsystems of energy performance efficiency in 
Azerbaijan, the values of energy sector performance 
subsystems were recalculated and their updated values 
were determined: for 2017 for the Economic growth and 
development subsystem-0.68, for the Environmental 
sustainability subsystem-0.62, for the Energy access and 
security subsystem-0.8, while the Overall score was 0.7 

The energy triangle “Energy Architecture 
Performance Index of Azerbaijan” for 2017 with updated 
values of subsystems is presented below in Figure 16 [15].  

 

 

 

 

 

 

Fig. 16. Energy Architecture Performance Index of Azerbaijan 

As is obvious from the energy triangle, there are 
significant potentials for improvement of the state in the 
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Environmental sustainability subsystem, quite large 
potentials are in the Economic growth and development 
subsystem and small potentials for improvement are in the 
Energy access and security subsystem. 

Conclusions 
1. The most characteristic features of energy sector 
performance in the selected regions are identified: in 
relatively developed countries (regions) the "Energy 
access and security" subsystem shows high values and 
"Economic growth and development" subsystem shows 
relatively low values, and resulting value of the energy 
sector performance efficiency of countries of the 
mentioned regions have a relatively middle position. This 
state of the energy sector performance efficiency is 
observed in the countries of the European Union (EU), 
North America, South Africa (BRICS), the Association of 
Southeast Asian countries (ASEAN) and CIS countries. 
2. In less developed countries (South of Sahara (Sub-
Saharan Africa)) a characteristic feature of energy sector 
performance efficiency is the relatively high value of the 
"Environmental sustainability" subsystem and the low 
values of the "Energy Access and safety" subsystem. At 
the same time, in the Middle East and North Africa 
(MENA) countries, high values for "Energy access and 
security" subsystem and low values for the 
"Environmental sustainability" subsystem are observed. 
3. Recalculations of values of Azerbaijan's energy 
sector performance efficiency for the period under review 
have been performed, taking into account all available 
indicators included in the system of indicators for 
evaluating individual subsystems, due to this fact the 
Azerbaijan's place in the world rating could move several 
positions higher.  
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Introduction 

The future development of the world energy sector is 
characterized by very great uncertainty. Even on the eve 
of the onset of the 2020 crisis associated with the spread 
of the COVID-19 virus, many well-known foreign and 
domestic agencies demonstrated such a wide range of 
forecasts for the future development of the world energy 
sector that any analyst had legitimate doubts about the 
existence of a scientific basis for forecasting, taking into 
account the impact of modern global processes of 
various "Nature". 

A legitimate question arises: "What awaits the global 
energy industry: energy transition, peak consumption of 
oil and other traditional energy sources?" Perhaps the 
world expects the use of a more powerful source of 
energy? Dont clear. To answer these and other questions, 
of course, it is necessary to conduct fundamental 
research on the topic: "Where is our world heading." 

Hybrid reality and its components 
The 2020 crisis has shown that global development is 

moving towards the expansion of virtual reality and is 
increasingly becoming hybrid. During the research, 
several options for the development of hybrid, virtual 
and real reality were considered. As a result of the 
analysis of these options, it was found that the hybrid 
reality has an expanding dynamic that has a limit to 
expansion. With this variant of the development of 
hybrid reality, its constituent components will be 
characterized by an expansion of virtual reality (logistic 
dependence) and a shrinking reality (cyclical 
dependence) (Fig. 1). 

 
Fig. 1. Components of an “expanding” hybrid reality 
 

The development of reality is provided by physical 
energy. On the basis of physical energy, work is carried 
out, as a result of which material results of labor appear. 
In general, physical energy can be calculated using the 
formula:  

                                         mqE ff *=             (1) 

where: m − the mass of the energy source used;  
             qf − physical energy density, i.e. the amount of 
physical energy per unit mass of the source. 
 

In power engineering, the above given energy density 
is called the caloric equivalent of the fuel used. In 
general, the energy density of energy sources has a 
growth limit determined by the formula of A. Einstein: 

                                     E = m * c2                                 (2)  

where: с – speed of light. 
In this regard, the energy density of energy sources 

cannot be greater than с2. Thus, the change in the energy 
density over time will be characterized by a logistic 
dependence, "abutting" the limit equal to с2. Then, in 
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accordance with the cyclical nature of reality, the mass 
of the energy sources used should also change in a 
cyclical relationship. The development of virtual reality 
can be characterized by the dynamics of physical energy. 

The question arises: "What characterizes the 
development of virtual reality?" Virtual reality is not a 
material space, it is a collection of knowledge, 
technological skills, information, etc. Given the 
informational nature of virtual reality, its development 
can be characterized by the level of entropy achieved. 

However, it is known that entropy can be measured 
by energy:  

                              )(* vELNKS =                        (3)                                          

where: К − constant coefficient;  
            Еv − energy of virtual reality. 

The above expression indicates the possibility of 
evaluating virtual reality by the amount of energy used. 
Since virtual reality reflects the level of accumulated 
knowledge of technology and information, it 
characterizes scientific and technological development.  

In this regard, the energy of virtual reality is a special 
type of energy - the energy of scientific and 
technological development. 

In accordance with the universal nature of the 
calculated energy formulas, the energy of virtual reality 
can be represented as: 

                                 mqE vv *=                             (4) 

where: qv − energy density of virtual reality;  
            m − the mass in virtual reality. 

The above indicates that both virtual and real reality 
have a single energetic "nature". At the same time, it is 
very important to establish the relationship between 
physical energy and the energy of virtual reality. In the 
course of the research, it was revealed that the 
fulfillment of such fundamental laws as the law of 
conservation of energy and the law of conservation of 
mass requires the fulfillment of the condition of equality 
of the density of physical energy and the energy density 
of virtual reality: 

                                      vf qq =                           (5) 

Equality (5) is of fundamental importance. It testifies 
that the development of virtual reality and, accordingly, 
the level of scientific and technological development can 
be measured by the density of physical energy of the 
energy sources used. It turns out that the caloric 
equivalent (energy density) of energy sources used in the 
economy determines the level of technological 
development. If in equality (5) the current energy density 
is related to its limiting density (с2), then we can obtain 
a logistic dependence of the change in the relative 
energy density over time. In this case, the limiting value 
of the relative energy density will be equal to unity (Fig. 
2). 

 

Fig. 2. Dynamics of relative energy density and efficiency 
 

Specific energy density (see Fig. 2) has a fairly 
strong relationship with the efficiency of machines and 
mechanisms used in the economy. The change in 
efficiency reflects the level of technological 
development of the economy. This circumstance 
strengthens the argument that the energy density of the 
used energy sources can characterize the level of 
technological development of the economy. 

The Energy of the waves of 
technological development and time 

Analyzing the relationship between such fundamental 
categories as “time” and “energy”, we will conduct a 
thought experiment: “look” into the past from the 
standpoint of the current present and try to find what was 
in common that characterized the implementation of all 
the processes and phenomena in the global technological 
development. All phenomena and processes are 
characterized by the same form of realization ций 
cyclical development, in which the stages are 
sequentially carried out: growth, achievement of 
maximum values, decline. As you get closer to the 
present, the cycle frequency increases. There is a more 
rapid change in technologies and applied technical 
solutions. This frequency determines the speed of the 
technological process in the global economy. Based on 
an expert assessment of the frequency of cycles of 
technological development, the forecast dynamics of the 
average frequency of cycles of world technological 
development has been established (Fig. 3).  
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Темпы прироста:
1860 – 1960 гг. – 1,3% в год
1960 – 2060 гг. – 2,3% в год

1960 г.

 

Fig. 3. Base frequencies adopted for assessing the cycles of 
global technological development 
 

Since the 60s of the XX century, there has been a 
significant increase in the average annual rate of increase 
in the frequency of cycles. The cycle frequency began to 
change exponentially. In accordance with this frequency, 
in the process of research, a model of the wave (average) 
of world technological development was built, which can 
be described by an equation of the form: 
  

                             )28,6( tSinAY tt ∗∗∗= υ                     (6)                                            

 where: A − wave amplitude;   
            Vt − wave frequency at time; 
            t − time. 

The wave of world technological development has 
energy, the density of which can be determined by the 
expression: 

                           2
)28,6( 22

tt
t

AW υρ ∗∗∗
=

                    (7) 

where: р − density of the medium in which the wave 
propagates. 

Note that the energy density of a wave depends on 
the square of its frequency. Taking into account the 
exponential increase in the frequency of the wave in the 
future period, one can state an unprecedentedly high 
increase in the energy density during the period of 
significant immersion of world development in virtual 
reality (Fig. 4).  

 
 Fig. 4. Forecast corridor of dynamics of energy density 
(caloric equivalent) in the global energy sector of the XXI 
century 
 

In fig. 4 shows that each current year is characterized 
by the "input" of a new quantum of energy. Moreover, 
the value of the "introduced" quanta significantly 
increases in the future period of time. In fact, physical 
time, which is used in world practice, is nothing more 
than just the ordinal number of "introduced" quanta of 
energy of technological development. So, what comes 
out all forecast calculations in the economy, energy, etc. 
Researchers carry out not by "the phenomenon itself", 
but by its ordinal number? In general, such forecasting is 
rather paradoxical. Yes, this was acceptable in the past 
period (see Fig. 4), since the introduced energy quanta 
were not very large, but in the promising period of high 
rates of energy growth in technological development, 
such forecasting becomes untenable. 

We need approaches to forecasting based on taking 
into account the growth of energy of technological 
development. The energy of technological development 
is primary in relation to the emergence of new 
technologies. During the entire civilization process, there 
was a change in energy sources in the direction of a 
higher energy density provided by them. This was 
accompanied by a change in global energy development 
cycles. Wood, coal, oil, gas, energy cycles, replacing 
each other, increase the energy density (caloric 
equivalent) used in the world economy. Due to such an 
upward increase in energy density, it should be expected 
that the 21st century is the period of the beginning of the 
use of sources with high and very high caloric 
equivalents. In accordance with the change of energy 
sources, new technologies used in the world economy 
appear. For example, the use of such an energy source as 
coal led to the creation of a steam engine, a steam 
locomotive, the construction of railways and stations. 
The beginning of this process was a new energy source, 
and not the other way around. It was not train stations, 
railways and a steam locomotive that determined the 
appearance of an energy source. 

Big technological leaps in the coming 
period 
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Taking into account the caloric equivalents of energy 
sources achieved in the global energy industry, as well as 
the logistic nature of their change over time, in the 
process of research, a predicted corridor of energy 
density values was obtained that can be achieved in the 
21st century (fig. 5).   
 

 
Fig. 5. Forecast corridor of dynamics of energy density (caloric 
equivalent) in the global energy sector of the XXI century 
 

The resulting predictive dynamics of energy density 
indicates that in the next ten-year period (2020-2030), it 
should be doubled. By the middle of the 21st century, the 
energy density, in relation to the period 2020-2030, 
should double for the second time, and by the end of the 
century its values should reach values exceeding 100 
tons of fuel equivalent per ton (t / t). A twofold increase 
in energy density in the next 10-year period, in all 
likelihood, means widespread use of hydrogen in the 
world economy. 

What is the energy of the fuel used? It can be stated 
with all certainty that this energy is converted into the 
kinetic energy of the movement of machines and 
mechanisms that perform certain work, as a result of 
which new goods and services are received in society. 

In the course of the study, it was found that in the 
nearest forecast period the average speed of movement 
of people and goods in the economy (implementation of 
kinetic energy) will be proportional to the square of the 
energy density of the energy sources used. 

By doubling the energy density, for example, by 
switching from the use of methane to the use of 
hydrogen, it can lead to a 4-fold increase in the average 
speed of movement in the economy. It is clear that in the 
limiting case (when the speed of movement is equal to 
c2, the speed of movement will be determined not by the 
square of the energy density, but by the power factor at it 
equal to 0.5. 

In accordance with the predicted dynamics of the 
energy density values reached in the XXI century, 
possible levels of the speed of movement of people and 
goods in the world economy have been established (fig. 
6).  

 
Fig. 6. Forecast dynamics of the average speed of movement of 
goods and people for the period up to 2050 
 

Calculations show that already in the period 2020-
2030. there will be a "break" in the predicted trajectory 
of the speed of movement in the economy during this 
period. This speed will receive an impulse for its further 
growth. It is obvious that this impulse is associated with 
the powerful "impact" of new technologies used in the 
economy. 

Most likely 2020-2030 - these are the years of 
transition, in which the first big technological "leap" will 
take place. Calculations show that the second 
technological "leap", which, respectively, determines the 
second impulse to increase the average speed of 
movement in the economy, will be implemented 
approximately in 2060-2070. (fig. 7). 

 
Fig. 7. Forecast assessment of the dynamics of the average 
speed of movement of goods and people for the period up to 
2100. 
 

Apparently, the first big "leap" will be associated 
with the implementation of the world project "Industry 
4.0", and the second, respectively, with the project 
"Society 5.0". 

It is significant that the leader in the implementation 
of the Industry 4.0 project, Germany, probably 
“realizing” that a technological “leap” cannot be made 
on the basis of the energy density of the energy sources 
used, in June 2020 adopted the national program 
“Hydrogen Energy” and started to its implementation. 
For this purpose, two program committees (government 
and scientific-public) were created to finance and 
promote technologies for the production and 
transportation of hydrogen. 

The higher the speed of movement in the economy, 
the more work is done per unit of time and, therefore, the 
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higher the labor productivity achieved in the economy. 
Calculations show that by the middle of the twenty-first 
century, one can expect that labor productivity in the 
economy may increase by 8-10 times. Such an increase 
in labor productivity can be achieved through the use of 
intelligent cyber-physical systems provided for by the 
world project "Industry-4.0". The growth in labor 
productivity will lead to a decrease in the supply prices 
of goods and services in the world economy. In 
accordance with the carried out model calculations, 
estimates of a possible price reduction were obtained for 
three options for the impact of labor productivity on 
production costs (very weak, weak and strong impact). 
In all cases, a decrease in prices was obtained in the 
prospective period. Even if the impact is weak, supply 
prices are likely to be reduced by at least 15% (by 2050). 
The maximum price reduction can be approximately 40-
50%. 

 Forecast cycles and parameters of 
global energy development 

In addition to the average speed, in the economy, in 
the process of research, the predicted values of the 
maximum travel speeds were obtained. These speeds are 
calculated on the basis of retrospective dynamics of 
maximum speeds, some of which are associated with the 
implemented space projects. The retrospective dynamics 
of the above mentioned speeds, as well as their 
"convergence" with an average speed in a deep 
perspective period, made it possible to form predictive 
estimates of the maximum speeds. 

Note that the maximum speed in the previous period 
of time was first associated with the achievement of the 
first cosmic speed, intended for the movement of the 
spacecraft in the Earth's orbit. Then the second cosmic 
speed, allowing you to leave the Earth's orbit. And, 
finally, the third, achieved in 2013, and allowing the 
spacecraft to leave the solar system. 

In accordance with the calculations, it was found that 
approximately, in the period 2055-2060. the 4th space 
speed must be reached, allowing the spacecraft to leave 
the Galaxy. 

Most likely, the main mission of Mankind at the 
present stage of development is the expansion of outer 
space. First of the near, then the middle and, finally, the 
far space. The implementation of such a mission 
provides for the implementation of large-scale space 
projects that "pull" projects carried out in the economy. 

Predictive estimates of the maximum speeds of 
movement made it possible to determine the future 
dynamics of changes in the maximum values of the 
energy density of the energy sources used. 

In accordance with the carried out model 
calculations, it was found that, approximately, in 2042-
2047. the massive use of energy sources based on 
nuclear fission should begin. Most likely, these will be 
small-sized sources (fuel cells) that directly convert 
nuclear energy into energy energy. 

Approximately in 2055-2060. perhaps the beginning 
of industrial use of the energy of thermonuclear fusion. 

Such an event, of course, will have a very significant 
impact on all spheres of human activity. Note that in the 
same period it is planned to reach the fourth cosmic 
speed. In addition, in the above-mentioned period of 
time, the level of artificial intelligence will significantly 
increase - from the category of "strong", achieved by 
2040, it will become "very" strong. "Artificial 
intelligence with such a level will have abstract thinking 
that allows them to engage in creative and managerial 
work. 

The period of the 60s of the XXI century, which 
provides for the implementation of the second big 
technological "leap", will be characterized by three 
significant events: 

- the beginning of the use of energy sources based on 
thermo-nuclear fusion; 

- the development of a very strong artificial 
intelligence; 

- reaching the fourth cosmic speed, allowing the 
expansion of deep space. 

The obtained predicted values of the average and 
maximum energy density (caloric equivalents) made it 
possible to carry out model calculations to identify future 
cycles of global energy development (Fig. 8). 

 
Fig. 8. Forecast cycles of global energy development 
 

Calculations show that after the oil cycle, which in 
turn replaced the coal cycle, the dominance of the gas 
source will emerge in the near future. It will manifest 
itself approximately in 2035-2040, and then non-carbon-
hydrogen energy resources, including all the variety of 
solar, wind, geothermal, hydro and nuclear sources, will 
become the dominant energy source. 

Note that the period 2020-2040. will be characterized 
by a wide variety of traditional and non-hydrocarbon 
energy sources used. The dominance of nuclear sources 
of direct energy conversion will come approximately in 
the period 2080-2100.  

Outside of this period, thermonuclear energy sources 
will dominate, the industrial development of which will 
probably begin in 2055-2060. 

The established cycles of global energy development 
made it possible to assess the forecast dynamics of 
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global consumption of traditional and renewable energy 
sources (Fig. 9). 

 
Fig. 9. Forecast dynamics of global consumption of traditional 
and renewable energy sources 
 

The calculations made it possible to establish the 
dynamics of reducing the consumption of traditional 
energy sources in the coming period. 

For a long time, many experts argued that energy 
consumption will increase in the forecast period. 
However, the calculations carried out not only do not 
confirm the presence of future "upward" trends in energy 
consumption, but on the contrary, they indicate a 
decrease in both the total world energy consumption and 
its per capita consumption. At the same time, the coming 
period of time will be characterized by a slight increase 
in energy consumption, turning into stabilization, 
approximately until the 90s of the current century. 

Outside this period, there is a high probability that 
global energy consumption will decline. The decrease in 
consumption of traditional energy sources will occur 
against the background of a decrease in the main modern 
energy carriers - oil and gas. So, in accordance with the 
calculations, a twofold reduction in oil consumption is 
likely to be realized approximately in 2045-2048. 

The subsequent, another twofold decrease in oil 
consumption, will begin approximately in the 60s, 
during the period when thermonuclear energy sources 
began to be used. 

Gas energy sources, having reached their maximum 
level of consumption, are most likely to keep it until 
about the 40s of this century. A twofold decrease in gas 
consumption is likely to occur in the period 2050-2055. 

The subsequent twofold decrease is likely to occur in 
the period 2065-2070, that is, during the period of 
growth in the use of thermonuclear energy sources. Such 
a "downward" dynamics of the use of traditional energy 
resources will lead to a decrease in prices for the world's 
main energy carrier - oil. Calculations have established 
that the world oil price will continue its systemic decline 
and by 2040, most likely, will drop to $ 20-25. US / bar. 
(average annual oil price). Despite the existing opinion 
of some experts and representatives of the state regulator 
that the oil price will "win back" its positions, the 
calculations carried out indicate its further decline.   

Conclusion 
The presented forecast tendencies form a multi-

profile “image of the future” realized in the context of 
expanding virtual reality. An assessment of its 
parameters based on fundamental research by the author 
of the publication can be used to make investment and 
organizational decisions developed by representatives of 
Russian business and government bodies.  
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Flexibility and Operating Reserves in Electric Power Systems 
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Abstract. Maintaining the efficiency of electric power systems (EPSs) requires some flexibility margin, 
which decreases in the case of adopting a variety of renewable energy sources (RESs). For this reason, the 
determination of the EPS flexibility several hours ahead becomes especially urgent. In this study, the 
flexibility of a 5-node EPS with a four-minute load change during a 6-hour time horizon is calculated. To this 
end, a probabilistic method based on the analysis of the cumulative probability of the available flexibility is 
used.

1  Introduction 

One of the main characteristics of the flexibility of an 
electric power system (EPS) is the ability to maintain the 
efficiency of EPS under changing internal and external 
factors. 

Depending on the purpose of flexibility application, 
all studies of flexibility can be divided into two groups: 
long-term planning and real-time. Flexibility metrics can 
be probabilistic [1] and deterministic [2]. 

The scientific articles describe different metrics of 
flexibility, including: 
1. Determination of a range of maximum uncertainties 
within which the system remains flexible for a specified 
time and a cost threshold [2]. 
2. Calculation of the insufficient ramping resource 
expectation (IRRE). Formation of the probability 
distribution of available flexibility resources for each 
direction and time horizon [1]. 
3. Calculation of a flexibility residual, i.e. the difference 
between the available flexibility and the expected load 
ramps for each observation and horizon. Then, the 
determination of the probability that the residual 
flexibility will be less than zero, which means the 
probability of insufficient resources in the system [3]. 
4. Calculation of the ramping rate (ΔR), power (ΔP), 
and energy (ΔE). These values are used to determine 
flexibility in EPS [4]. 
5. Calculation of flexibility sets, which determine the 
allowed deviations from the current state of the EPS. The 
method is based on computational geometry using 
polytopic projections, which requires a limited amount of 
information exchange between two EPSs, and it can do 
without central coordination [5]. 

EPS flexibility is achieved by increasing and properly 
utilizing power reserves. The calculation of the EPS 
flexibility requires accurate information about the 
available power reserves in the EPS and the rules for 
using these capacities. 

This paper presents a quality characteristic of the EPS 
flexibility, which is calculated by a probabilistic method 
[1]. The structure of the article is as follows. Section 2 
presents an overview of the EPS reserves. Section 3 
focuses on advanced energy storage technologies. 
Section 4 describes the modeling of EPS facilities' 
flexibility.  Section 5 presents the research results. 
Section 6 gives the conclusion. 

2  Reserves of electric power system  

Reserves are provided either on-line or in a standby 
mode. They are used in the case of load increases or 
generation decreases due to unpredictability or 
variability of the conditions. In EPS having a large 
number of variable generation sources (wind, solar), 
which can unexpectedly increase or decrease power 
output, it is crucial to have both upward and downward 
reserves [6]. 

The operating reserve is the capacity used to maintain 
active power, which comes in different shapes and sizes. 
The need for operating reserves arises for many reasons, 
including the variability and uncertainty of the state 
variables. The variability is the expected changes in the 
state variables. The uncertainty is the unexpected 
changes in the state variables. 

Scientific articles provide an overview of the 
operating reserves used in the USA and Europe [6], [7].  

The procedures for the use of operating reserves are 
set by different entities depending on the operating 
reserves required, who can provide them, when they 
should be unfolded and how they are used. The standards 
are usually based on specific reliability criteria and 
criteria for acceptable risk but often differ from region to 
region. Due to the high penetration of renewable energy 
sources, which have new characteristics for EPS, it is 
necessary to adjust standard rules and policies to account 
for the increased variability and uncertainty caused by 
them.  The presented methodologies emphasize how 
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reserve requirements can change with significant 
penetration of the variable generation in EPS [6].  

Ref. [8] presents a methodology for determining the 
minimum required volumes of active power reserves of 
the EPS of Russia. According to the given methodology, 
the system operator determines and places the normative 
amounts of reserves, which are divided into three kinds 
according to the degree of maneuverability: spinning 
reserve, including the reserves of primary, secondary, 
and tertiary control; hot reserve; and cold reserve.  

In an energy system having renewable energy 
sources, a decrease in the power output from solar and 
wind farms (due to changes in weather conditions: 
illumination, strength, and direction of the wind) is 
determined based on actual (statistical) information 
within 10 minutes. If a decrease in the power output leads 
to an emergency imbalance of the active power, then it is 
considered as a normative disturbance of the second 
group [9].  

3  Advanced energy storage 
technologies  

In [10], the authors describe in detail the EPS 
flexibility measures and advanced technologies for 
energy storage. An electricity-to-heat technology enables 
the excess energy from wind and solar farms to be 
converted into heat. Power-to-gas technologies produce 
synthetic methane, which can be used in gas distribution 
systems. Power -to -hydrogen technology allows 
hydrogen to be produced and stored for some time. The 
hydrogen can then be converted back to electricity. Due 
to vehicle-to-grid technology, energy storage services are 
provided in a distributed form, which implies the use of 
electric vehicles. 

Siemens Gamesa has launched an ETES (Electric 
Thermal Energy Storage) pilot facility in Hamburg, 
Germany. The pilot facility converts electrical energy 
into hot air using a resistance heater and blower. The hot 
air heats about 1000 tons of volcanic rock to 750 ° C. The 
facility can store up to 130 MWh for a week due to 
effective insulation, according to a company spokesman. 
During the periods of high electricity demand, the stored 
thermal energy is to be converted back to electricity by 
using a steam turbine. This electricity will be sold by a 
local utility company [11]. 

The energy company ENERTRAG has launched a 
thermal energy storage device that allows the utilization 
of surplus electricity generated by the wind farm and 
provides heat to the central heating system. The thermal 
energy storage device is a water tank with a capacity of 
about one million liters, which is used in the local district 
heating system. This volume heats up in just a few hours 
to 93° C. Heating turns on automatically when the wind 
farm is disconnected from the network. The thermal 
energy storage device can supply heat to the village for 
up to two weeks [12]. 

Sonnen, the largest European manufacturer of home 
energy storage systems, has commissioned a virtual 
power plant (VPP) in northeastern Germany. The virtual 
power plant combines storage batteries into a uniform 

virtual network, a distributed large-scale storage system. 
Free volumes of these storage batteries are sold through 
a digital exchange. For example, according to the 
weather forecast, the future surplus of wind energy is 
known. In order not to waste wind energy, the system 
operator informs about the need for appropriate energy 
storage. The software logs this request and automatically 
matches it with the available storage capacity at the 
Sonnen virtual power plant and calculates how long the 
surplus wind power will be stored [13]. 

Scottish startup Gravitricity has announced the start 
of a pilot gravitational energy storage project at 
Scotland's largest closed deep-water port. The storage 
devices work according to the principle used in the 
pumped-storage power plant, but instead of water, they 
use solid materials (concrete blocks or environmentally 
sustainable raw materials, namely waste that would 
otherwise be sent to landfills). To accumulate energy, the 
weights are raised, and to release the energy, they are 
lowered (potential and kinetic energy is converted into 
electrical energy). The 250 kW prototype will use two 
25-tonne weights suspended from a 16-meter tower on 
steel cables. The industrial Gravitricity system is 
installed above a shaft 150-1500 m deep [14]. 

ThyssenKrupp is launching electrolysis plants in the 
energy market. They will act as a buffer to stabilize the 
power system: if there is a surplus power output from 
wind and solar power farms, then hydrogen production 
will increase. On the contrary, when the electricity 
demand is high, the plant stops producing hydrogen. 
Based on the results of the tests, the company claims its 
water electrolysis technology for the production of green 
hydrogen meets the criteria for participation in the 
primary control. A condition is the ability to gain full 
power for a maximum of 30 seconds and maintain it for 
at least 15 minutes [15].  

The project for energy storage technology developed 
in [16] involves a 4.5 MW solar power farm, a 4.5 
MW/4.5 MWh Li-ion energy storage system, and a 2 
MW and 17 MWh hydrogen energy storage system. 
Excess solar power output will be converted to H2, which 
will be stored in a solid material called sodium 
borohydride (NaBH4). It can absorb hydrogen like a 
sponge and then release it back. The hydrogen released 
back is sent to the fuel cell to generate electricity. 

The Dutch energy company GreenChoice is going to 
install ten mobile storage containers with a capacity of 
336 kW each next to a small 12 MW Hellegatsplein wind 
farm. The batteries will be charged directly from wind 
turbines and will provide ancillary services to the Dutch 
electricity grid, increasing its flexibility. A specific 
feature of the project is the mobility of the batteries, the 
ability to move them to provide various types of services 
to different clients. The system charging time is 43 
minutes [17]. 

Energy storage systems are essential tools for 
increasing the flexibility of the power system because 
they can shave peaks in electricity generation and 
consumption. Energy storage devices can be classified 
according to their location. Table 1 shows the 
classification of energy storage systems.  
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Table 1 Classification of energy storage systems 

Location Brief characteristic 
 
 
Near wind and solar 
farms 

Energy storage systems are 
installed near the wind or solar 
farms. They are charged directly 
from wind turbines or solar 
cells. Thanks to this feature, the 
generation of electricity is stable 
around the clock. 

 
 
 
 
 
Near the consumer 

A storage device stores energy 
over a user-specified period and 
then returns it when needed. 
Currently, the technologies are 
being implemented that allow 
all home storage devices to be 
combined into one virtual power 
plant with a large storage 
capacity. This technology will 
enable the system operator to 
use these batteries. 
Lithium-ion (Li-Ion) batteries, 
nickel-cadmium (NiCd) 
batteries, supercapacitors, 
electric vehicles are used as 
storage devices. 

 
 
 
 
Significant nodes of the 
power system 

Energy storage systems that 
evenly store electricity by 
converting it into heat, into 
hydrogen, or use energy to lift 
loads to a height. These energy 
storage devices store energy at 
the moment of its surplus, and 
give it out at the moment of 
shortage, by reverse conversion; 
they are installed near 
consumers and are capable of 
supplying heat and electricity to 
individual settlements. 

 

4  Modeling the flexibility of EPS 
elements 

Model of generator flexibility of a conventional 
plant 

The flexibility of each generator is determined by the 
power generated over the considered time horizon and is 
calculated by the formula [1] 

                  )*)1((* iSbtiVgF  , (1) 

where iV is  load ramp time (MW/min), t is the 

considered time  horizon, iS is  the startup time 

(hour), b is the binary on-line variable when a generator 
is on 1.b   

Model of battery flexibility 

The flexibility of the battery is determined by its state 
of charge (SOC). If the battery is charged within the 
specified limits 

max)(min SOCtSOCSOC  , (2) 

then the power output is calculated by the formula: 

maxPBF  ,                             (3) 

otherwise: 

  0BF .   (4) 

Model of system flexibility 

The system flexibility is determined as a sum of 
flexibilities of all facilities in the system   

            
n

B

m

gS FFF
11

,   (5) 

where m is the number of generators at conventional 
plants, n is the number of batteries. 

5  The case studies 

In this study, the flexibility of a 5-node EPS (Fig.1) 
is calculated using the IRRE method. In the proposed 
network bus 1 is a wind turbine, bus 2 is a generation 
unit, bus 3 and 4 are loads, bus 5 is the BESS. Bus 2 is a 
slack bus. 

The means of flexibility are the balancing plant and 
the battery. It is assumed that it takes 4 minutes for the 
entire available reserve at the balancing plant to be 
switched on and that it takes 0.01 minutes for the battery 
to produce maximum power. 

1 2

3 4

5

Fig1. Test schema 

The work is aimed at determining the EPS flexibility 
for 6 hours for the case of a four-minute change in the 
load curves. 

Information about flexible resources 

The description of the flexible resources requires the 
following information: 
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1.    Retrospective or simulated data of a flexible resource 
power output. In this study, simulated data are used. 
2.    Availability of data for each resource (on, off, how 
long it will turn on). 
3.    The upper limit of generation. 
4.    The lower limit of generation. 
5.    Startup time of a flexible resource. 
6.    Power ramp rate (increase). 
7.    Power ramp rate (decrease). 
8.    The probability of equipment failure. 
. 

Table 1 shows the characteristics of flexible 
resources. 

Table 1. Characteristics of flexible resources. 

№ Characteristic of 
flexible resources 

Means of flexibility 
generator battery 

1 Data on flexible 
resources 

simulated data, 90 
snapshots, 4 minutes 

2 Availability of data for 
each resource  

1 1 

3 The upper limit of 
generation (MW) 

22  7  

4 Startup time 4min 0.01 min 
5 Ramp rate 22MW/4 

min 
7MW/0.01 
min 

6 The probability of 
equipment failure 

0 0 

Creation of a measurement archive 

In this study 
 60 intervals are considered (5 days a week, 4 weeks a 
month, 3 months) with a duration of 6 hours. 
 90 snapshots are simulated every 4 minutes (360 
minutes). 
 Reserves are calculated every 4 minutes. 

An algorithm for creating an archive of measurement 
snapshots is as follows: 
1. Simulate the loads at nodes 3, 4. Figure 2a shows a 
based load profile at node 3. Simulate power output at 
the wind farm. Wind turbine characteristics are known, 
and the wind speed is determined according to the 
Weibull distribution. Figure 2b shows the power output 
profile at node 1. 
2. Calculate steady state for each point of the given load 
and generation curves. An obtained set of state variables 
is taken as true values (ݕ௧௨). 
3. Simulate the set of measurements ݕത based on the set 
of ݕ௧௨ and information about the location of 
measurement devices: 

ݕ̄	                              ൌ ௧௨ݕ   (6)   ,ߪܽ

where  is measurement standard deviation, a   is the 
value obtained by a random number generator, ܽ ∈
ܰሺ0,1ሻ. Each set ݕ௧௨ is used to simulate four snapshots, 
which means that four snapshots consist of 
measurements that differ from each other in the 
magnitude of the random error. 

 

a) Load profile at node 3 

 

b) Power output profile at node 1  

Fig. 2. Load and power output profiles at nodes. 

Figure 3 shows a curve of wind speed. 

 

Fig. 3. Wind speed. 

Figure 4 shows the SOC value of the battery over six 
hours at node 5 in the base case. 

 

Fig. 4. SOC of the battery at node 5 in the base case. 
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Figure 5 shows the power output profile and the upper 
limit of generation at node 2.  Figure 6 shows the SOC 
value of the battery at node 5. 

Calculation of the cumulative probability of 
reserves distribution 

The probability of the insufficiency of power system 
flexibility at each time horizon is the cumulative 
probability of the system's ability to provide power in the 
case of changes in the load. 

Figure7 shows a distribution of the available flexible 
resources for a 6-hour time horizon. This distribution is 
used to calculate IRRE. 

An algorithm for calculating the cumulative 
probability of the available flexibility is as follows: 
1. Calculate reserves at each considered moment 
(90*60=5400 points). It is assumed that it takes 4 
minutes for all available reserves in the power system to 
be switched on. Power system flexibility is calculated by 
the formula: 

ܨ                ൌ ଶܲ
௫ െ ଶܲ	 ,   (7) 

where  ଶܲ
௫ ൌ  ଶܲ is power output at the ,ܹܯ22

balancing plant at a considered moment. Nominal energy 
that can be stored by the battery is ܹ ൌ  .݄ܹܯ7
2. Classify the obtained values into several groups. Each 
group integrates the same reserves. 
3. Sort the groups in ascending order of the reserve 
magnitude. 
4. Calculate the probability that the given reserve will 
be available for each group (the larger the group, the 
higher the probability).  
5. Determine the cumulative probability of the available 
flexibility.   

 

Fig.5. Power output profile and the upper limit of generation at 
node 2 

 

Fig.6. SOC of the battery at node 5 

Figure 5 shows that a reserve is available at the 
balancing plant (node 2) within six hours (90 snapshots). 
Figure 6 shows that the battery is in a discharging mode 
at 6 snapshots (82–88) and, therefore, it cannot supply 
power. Figure 7 shows the distribution, which indicates 
the probability that x MW or less, of flexible resources, 
will be available four minutes ahead within the 6-hour 
time horizon. For example, there is a 26.6% probability 
that 6 MW or less of flexible resources (56.6% 
probability that 13 MW or less) will be available any 4 
minutes ahead (4 min upward rumps) during a 6-hour 
time horizon. 

 

Fig.7. The cumulative probability of the available flexibility 

Application of the cumulative function of reserve 
distribution 

Two scenarios were developed for calculating power 
system flexibility (4-minute upward ramps) using the 
cumulative probability of the available flexibility (Figure 
5). 

Scenario 1. Load ramps are 16 MW/4min.  
Scenario 2. Load ramps vary from 10 MW/4min to 

18 MW/4min. 
Scenario 1. Analysis of the graph presented in Figure 

5 shows that there is a high probability (70%) that there 
will not be enough resources to meet the 16 MW load for 
6 hours any 4 minutes ahead. It means that in this case, 
the system will face a shortage of flexibility. 

Scenario 2. The probability that there will be 
insufficient resources to meet the changes in load in a 
range from 10 MW/4 min to 18 MW/4 min is calculated 
by the formula: 

ூܲோோா ൌ ܲሺ18ሻ െ ܲሺ10ሻ,   (8) 

         ூܲோோா ൌ 0.95 െ 0.29 ൌ 0.63.  (9) 

There is a 63% probability that there will be 
insufficient reserve to meet the load ramps in the range 
from 10 MW /4 min to 18 MW /4 min for 6 hours any 4 
minutes ahead. 

Conclusion  

In the context of variability and uncertainty of state 
variables, operating reserves are required to maintain a 
power balance in an EPS. When determining the size of 
operating reserves to calculate the flexibility of EPS, one 
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should take into account the fact that there is no uniform 
standard for applying the operating reserves in the world. 

The article overviews the flexibility measures and 
advanced energy storage technologies. The analysis of 
the location of advanced energy storage devices indicates 
that they are located near wind and solar farms, 
consumers, and significant EPS nodes.  

The cumulative function of the probability 
distribution of the 5-node EPS flexibility at a 6-hour 
interval with a four-minute load change was built. 
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Abstract. Active promotion of digital technologies in the energy sector requires a change in the principles 
of building energy systems, as well as the concept of their expansion planning. The functioning of 
infrastructural energy systems that are transforming as a result of the innovative development is 
fundamentally impossible without advanced information and communication technologies and intelligent 
digital tools. Energy systems are becoming sophisticated cyber-physical systems. At the same time, the 
problems of cybersecurity are exacerbating. The joint functioning of several types of energy systems in the 
form of a single integrated energy system provides new functional capabilities. The use of digital 
technologies in integrated energy systems provides the collection, processing, transmission and representing 
of information on all components of the system regarding all aspects of integration. Digitalization of 
integrated energy systems is carried out in the following two directions: application of digital technologies 
for individual subsystems for the purpose of their control; the use of digital technologies for technical and 
technological integration solutions in order to ensure coordination of subsystems and the implementation of 
system-wide goals. The adoption of digital technologies in integrated energy systems contributes to the 
organization of flexible, coordinated control of the expansion planning of such systems. 

1 Introduction 

Modern cities and industrial centers have a developed 
energy infrastructure, including fuel, electricity, heat and 
cool supply systems. These systems have a certain 
functional independence and can interact with each other 
in normal and emergency conditions, as well as at the 
level of interchangeability of primary energy resources 
and the use of energy carriers. All this shows their 
natural integration, which is even more intensified as the 
formation and development of intellectual, information, 
telecommunication systems. Jointly they present a new 
structure that is integrated energy systems. This structure 
combines a certain independence of the systems with 
their coordinated participation in solving the main 
problem related to ensuring of social and economic 
activity. The quality of its solution is ensured by the use 
of digital technologies. Control of digital integrated 
energy systems is an urgent and complex problem. 

2 Characteristics of studies on the 
integrated energy systems 

Energy systems, primarily electricity, heat supply, gas 
supply and oil supply systems, perform an important 
infrastructural function. This function is to ensure energy 
supply to consumers with the required quality of energy 
carriers and reliability. Traditionally, these systems are 

integrated in the production of electricity and heat at 
CHP plants using gas as a fuel. The potential for the 
integration of electricity, heat and gas supply systems at 
the level of energy consumption has emerged as a result 
of the development of technologies and mechanisms. 
Alternative possibilities for consumers are an active 
choice of possibilities for obtaining and using energy, for 
example, centralized heat supply from a CHP or electric 
heating, electric or gas stoves for household consumers, 
etc. As a result, the integration of energy supply systems 
at the levels of energy production and consumption leads 
to the need to jointly consider these systems as 
integrated when the tasks of expansion planning and 
operation control are solved [1-4, etc.]. The integration 
of energy systems served as an impetus for the formation 
and development of the concept of an energy hub [5-7, 
etc.]. 
Considering a set of tasks of control of integrated energy 
systems, it is advisable to divide these tasks into two 
groups: expansion planning of intelligent integrated 
energy systems and their operation control. 
As the analysis of the literature carried out in [4, 8] 
shows, the main attention of the authors is concentrated 
on the tasks of operation control, while the calculation of 
the flow distribution and its optimization in the 
integrated energy system is considered as the basic task. 
On this basis, other tasks of operation control of the 
integrated energy system are formulated and solved, in 
particular, at the optimization of daily operating 
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conditions at their dispatching, the analysis of the 
reliability of energy supply, etc. The group of tasks 
under consideration is solved taking into account the 
various components of the integrated energy system: 
electricity and heat supply systems; electricity, water, 
and gas supply systems; electricity and gas supply 
systems; electricity, heat and cool supply systems; etc. 
Research has been carried out to analyze integrated 
energy systems taking into account the activity of 
consumers in control of their energy consumption, the 
use of energy storage devices, modern information and 
communication technologies, etc. [9, 10]. Mainly, 
network models of flow distribution are used, including 
with the integration of models of interconnected energy 
systems into a common model [8]. A fractal approach to 
modeling large integrated electric-thermal networks is 
considered in [11]. A simulation model of an integrated 
energy system based on the concept of an energy hub is 
proposed in [12]. To optimize operation, both classical 
methods of mathematical programming and evolutionary 
algorithms are used. 
With regard to the methodology and tasks of expansion 
planning of integrated energy systems, it is advisable to 
pay attention primarily to the review [13]. This review 
examines the problem of sustainable urban development 
based on the integration of energy supply systems. In 
general, this work reflects the interpretation of the 
traditional methodology for expansion planning of 
energy systems, taking into account the multicriteria 
nature of tasks under various scenarios of external 
conditions with the optimization of target indicators of 
the efficiency of expansion planning of integrated energy 
supply systems, reducing harmful emissions and 
encouraging the use of renewable energy resources. In 
[14], the task of joint expansion planning of electric and 
gas transmission networks with endogenously given 
market gas prices, taking into account their volatility due 
to network restrictions, is considered. In [15], an 
innovative architecture of an intelligent integrated 
energy system and its control system is proposed based 
on the principles of a cellular structure, symmetric 
(multidirectional) energy flows, automatic 
reconfiguration of the network in emergency conditions, 
network-centric concept of control and self-regulation, 
etc. 
Summing up, it should be noted that the methodology 
and tasks of expansion planning of integrated energy 
systems have been worked out significantly less 
compared to the methodology and tasks of their 
operation control. 

3  Background and benefits of energy 
digitalization 

First of all, it is necessary to define the concept of 
"digital energy". This concept is revealed in the Decree 
of the President of the Russian Federation “On the 
national goals and strategic objectives of the 
development of the Russian Federation until 2024” No. 
204 dated May 7, 2018. This document sets the goal: “... 
to transform the priority sectors of the economy and 

social sphere, including ... energy infrastructure through 
the adoption of digital technologies and platform 
solutions ... " by " ... implementing intelligent control 
systems for electric power grid based on digital 
technologies". It is worthwhile to add here that the said 
applies not only to the electric power system, but also to 
energy systems in general. These are first of all 
heat/cool, gas and oil supply systems. 
Thus, the digitalization of infrastructural energy systems 
means a transition to a digital base of technical tools for 
measuring, collecting, transmitting, processing, 
presenting information, as well as transferring and 
implementing control actions, and using intelligent 
information technologies at all stages from measuring 
state variables of energy facilities and systems to 
implementation of control actions. The need for 
digitalization of infrastructural energy systems is 
determined by significantly increasing consumer 
requirements for the reliability of energy supply and the 
quality of energy resources, due to the digitalization and 
computerization of consumer production technologies. 
The operation control of infrastructural energy systems, 
which are transformed as a result of innovative 
development, is fundamentally impossible without 
effective control systems.  These systems are 
implemented using advanced information and 
communication technologies and intelligent tools on a 
digital basis. The physical and control subsystems of 
energy systems are comparable in complexity and 
responsibility. Energy systems are becoming complex 
cyber-physical systems. Objective tendencies of changes 
in the structure and properties of future energy systems 
complicate the conditions for their controllability, which 
is shown in [16] by the example of electric power 
systems. 
The digitalization of infrastructure energy systems is 
actively developing. There are numerous examples of the 
successful implementation of intelligent digital 
technologies in electric, heat and gas supply systems. 
The advantages of energy digitalization are determined 
by the following statements: 
• significant improvement in the reliability of energy 
supply and the energy quality and energy services, 
• a radical change in the paradigm of relationships 
between stakeholders in the field of energy supply based 
on the principles of the Internet of energy, 
• implementation of large-scale economic effects for 
all stakeholders, 
• increasing the efficiency of decisions and the work of 
company personnel. 

4 Special aspects of digitalization of 
integrated energy systems 

The introduction of digital technologies into integrated 
energy systems makes it possible to organize flexible 
coordinated control of expansion planning of such 
systems. Conceptually, integration is carried out in the 
following three aspects [8]: 
• a system aspect representing the integration of systems 
of various types, includes systems of electricity, 
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heat/cool and gas supply, in each case, they can be 
integrated all or individual types; 
• a spatial-scale aspect reflecting the size of systems with 
differentiation into super-, mini-, microsystems; 
• a functional aspect determining the type of activity of 
the system (its purpose), including: energy 
(technological); communications and control; making 
decisions. 
Consider the digitalization of integrated energy systems 
in accordance with the noted aspects. The use of digital 
technologies ensures the collection, transmission, 
processing and receiving of information in real time on 
all constituent components of an integrated energy 
system in relation to all aspects of integration. Integrated 
energy systems consist of different types of energy 
supply systems that are subsystems in the integrated 
systems. Each of the subsystems contains its own set of 
elements. These elements can be grouped according to 
the following performed energy functions: generation, 
transport, distribution and consumption. In turn, each 
element has its own set of equipment in accordance with 
the performed energy functions and belonging to the 
type of energy supply system. Digitalization is ensured 
by the introduction of digital technologies for all 
subsystems, their set of elements and equipment. This 
corresponds to the digitalization of individual energy 
systems. At the same time, there are special features of 
digitalization in the joint consideration of systems of 
various types within the framework of integrated energy 
systems. These features are associated with technical and 
technological solutions for integration, therefore, the 
digitalization of integrated energy systems can be 
considered in the following two directions: 
• application of digital technologies for individual 
subsystems for the purpose of their control; 
• the use of digital technologies for technical and 
technological solutions for integration in order to ensure 
the coordination of subsystems and the implementation 
of system-wide goals. 
The use of digital technologies also enables the 
integration of systems of various sizes. This corresponds 
to the spatial-scale aspect of integration (Fig. 1) and is 
done by aggregating information for individual systems 
of a smaller scale and presenting it to coordinate larger 
systems, or vice versa, disaggregating it to coordinate the 
work of large systems with smaller systems. 
 

 
Fig. 1.  Energy supply system levels. 
 
The implementation of integration in the functional 
aspect depends on the completeness, quality and 

relevance of the information. Such information can only 
be obtained through the implementation of modern 
digital technologies. At the same time, cybersecurity 
problems are aggravated [17, 18]. 
The complex for digitalization of the IES includes the 
following components: 
• Digital devices. 
• Digital models. 
• Methodological support of digital modeling. 
• Communication technologies. 
• Information and intelligent technologies. 
Digital devices will provide adaptive control and 
protection, full monitoring of all elements of the energy 
supply system, distributed state estimation. Receiving, 
processing and representing information is carried out on 
the basis of digital technologies. 
Digital modeling involves the development of digital 
models and the solution of a set of control tasks based on 
these models using the appropriate methodological 
support. The IES model is a set of data structures that 
describe the configuration of the system, the composition 
of its equipment and its characteristics, the state of the 
elements and their properties. Energy supply systems of 
various types, which are part of the IES, have common 
structural and topological properties and physical laws of 
energy transport, which allows us to formulate the 
following general statements for the development of IES 
models: 
• Modeling the IES in the form of a graph, the vertices of 
which correspond to nodes (sources, connection nodes, 
consumers), and arcs correspond to branches (pipelines, 
power lines, etc.). 
• Representation of the IES computer model as a set of 
graph describing the configuration of this system, and a 
set of graphical and mathematical models describing the 
properties of its elements. 
• The hierarchical construction of the IES model is 
provided by the formation of individual element and 
subsystem schemes nested at several levels of the 
hierarchy. 
Methodological support for digital modeling of IES has a 
commonality of its conceptual and mathematical 
statements, and the methods, algorithms and specialized 
software are used to solve tasks can be universal. At the 
same time, various types of energy supply systems have 
their own individual characteristics, which must be taken 
into account in their digital modeling as part of an IES. 
For example, unlike other large energy systems and large 
pipeline systems, the operation of the heat supply 
systems is characterized by two parameters that are 
different in their physical essence: dynamic changes in 
flow and temperature are very different from each other. 
The flow rate in the network substantially changes 
without inertia. The process of propagation of a 
temperature wave through a heating network, which is 
determined by the flow velocity of the heat carrier, can 
last for hours. 
Modeling IESs as new objects of research with 
corresponding new properties and features, causes, first 
of all, the problems in: 
• Aligning a common goal with multiple systems goals. 
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• Intersystem distribution and many decision-making 
centers. 
• Development and implementation of an optimal 
strategy in general and for systems in particular. 
• Resolution of intersystem conflicts. 
• Coordination of interests of suppliers and consumers. 
• Coordination of multiple decision-making centers. 
• Conjugation of hierarchical levels in each system and 
horizontal links between individual systems. 
Communication technology. The digital communication 
networks and data exchange interfaces are provided to 
ensure information exchange in the IES and its control. 
One of the most important goals is to ensure a 
continuous controlled balance between demand and 
supply of energy resources. For this, the network 
elements must constantly exchange information with 
each other about the parameters, the amount of 
consumed energy and planned energy consumption, and 
various commercial information. 
Information and intelligent technologies. The large size 
of the IESs and the computational complexity of the 
models, methods and algorithms do not allow the study 
of these systems without the use of specialized software. 
Information and intelligent technologies should ensure 
the solution of all tasks of expansion planning and 
operation control of IESs within a unified information 
space. Fig. 2 shows the architecture of the information 
and communication platform for IESs research [19], 
developed at the ESI SB RAS to create a unified 
information space. 

 
The creation of digital integrated energy systems 
requires not only the introduction of digital technologies 
into existing energy supply systems, but also the 
transition from their rigid existing hierarchical structure 
"generation - networks - consumers" to a more flexible 
one, in which each node of the system can be an active 
element. The new system design should combine a 
certain independence of many decision-making centers 
and their coordination to ensure sustainable energy 
supply to consumers. 

5 Conclusion 

Creation on the basis of several separately functioning 
mono-systems (electricity, heat/cool, gas supply and 
others) of a new energy technology structure in the form 
of an integrated energy system significantly expands 
their functional capabilities, ensures the 
interchangeability of energy carriers and implements a 
synergistic effect to ensure reliable, safe, economical and 
environmentally friendly energy supply. The 
technological transformation of energy systems becomes 
possible due to the active development of modern digital 
technologies, telecommunications and information 
systems and their interpenetration, which allows the 
formation of flexible intelligent expansion planning and 
operation control of IESs, the coordination of individual 
subsystems and the implementation of system-wide 

 

Fig. 2.  Architecture of an information and communication platform for integrated energy systems research. 
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targets. This leads to the emergence of new tasks of 
control of such systems and the need to develop methods 
for their solution, to study of properties, trends and 
features of development. 
 
The work was carried out within framework of scientific 
project III.17.4.1 (No. АААА-А17-117030310432-9) of the 
program of fundamental research of the Siberian Branch of the 
Russian Academy of Sciences. 

References 

1. M. Geidl, IEEE Transactions on Power Systems, 22, 
145-155 (2007) 

2. A. Vasebi, M. Fesanghary, M.T. Bathaee, Electrical 
Power and Energy Systems, 29, 713-719 (2007) 

3. Z. Li, Z. Huo, H. Yin, Asia-Pacific Power and 
Energy Engineering Conference (IEEE, Wuhan, 
2011) 

4. N.I. Voropai, V.A. Stennikov, Izvestiya RAN. 
Energetika, 64-73, (2014) (in Russian) 

5. M. Geidl, G. Andersson, European Transactions on 
Electrical Power, 16, 463-477 (2006) 

6. M. Geidl, G. Koeppel, P. Favre-Perrod, B. Klockl, 
G. Andersson, K. Frohlich, IEEE Power and Energy 
Magazine, 5, 24-30 (2007) 

7. M. Almassalkhi, I. Hiskens, 17th Power System 
Computation Conference (Stockholm, 2011) 

8. N.I. Voropai, V.A. Stennikov, E.A. Barakhtenko, 
O.N. Voitov, I.V. Postnikov, Energy Systems 
Research, 1, 57-66 (2018) 

9. J. Momoh, Smart Grid: Fundamentals of design and 
analysis (2012) 

10. S. Le Blond, T. Lewis, M. Sooriyabandara, 2nd 
IEEE PES International Conference and Exhibition 
on Innovative Smart Grid Technologies (IEEE, 
Manchester, 2011) 

11. P. Mancarela, Chin Kim Gan, G. Strbac, 17th Power 
System Computation Conference (Stockolm, 2011) 

12. N.I. Voropai, E.V. Ukolova, D.O. Gerasimov, K.V. 
Suslov, P. Lombardi, P. Komarnicki, Vestnik 
IrGTU, 22, 157-168 (2018) (in Russian) 

13. I. van Beuzekom, M. Gibescu, J.G. Slootweg, 2015 
IEEE Eindhoven PowerTech (IEEE, Eindhoven, 
2015) 

14. R. Bent, S. Blumsack, P. Van Hentenryck, C. 
Borraz-Sánchez, M. Shahriari, IEEE Transactions 
on Power Systems, 33, 6397-6409 (2018) 

15. N.I. Voropai, V.A. Stennikov, E.A. Barakhtenko, 
Studies on Russian Economic Development, 28, 
492-499 (2017) 

16. N.I. Voropai, A.B. Osak, Energeticheskaya politika, 
60-63 (2014) (in Russian) 

17. N.I. Voropai, I.N. Kolosok, E.S. Korkina, A.B. 
Osak, Proceedings of the 10th International 
Conference "Electric Power Through the Eyes of 
Youth-2019" (Samara, 2019) 

18. L. Massel, N. Voropay, S. Senderov, A. Massel. 
Voprosy kiberbezopasnosti, 2-10 (2016) 

19. Barakhtenko E., Sokolov D., 2019 International 
Multi-Conference on Industrial Engineering and 
Modern Technologies (IEEE, Vladivostok, 2019)  

54



Prospects and problems of intellectualization of electric power systems in 
Mongolia 

 
Bat-Erdene B.2, Batmunh S.1, Nikolai Voropai3*, Bat-Undral B.1 and  Enhtur E.2 

 
1Mongol State University of Sciences and Technologies,  Ulan-Bator, Mongolia 
2Moscow Energy Institute “Research University”, Moscow, Russia 
3Melentiev Energy Systems Institute, Siberian Branch of Russian Academy of Sciences, Irkutsk, Russia 

 
Abstract. Status and prospects of electric power systems (EPSs) development in Mongolia are presented. Directions 

and peculiarities of EPS intellectualization activity in centralized and local RPSs are suggested. 

 
1 Introduction 

Principles and directions for development of the 
energy sector and electric power systems (EPS) in 
Mongolia are in the focus of many studies both within 
the fuel and energy complex of the country (including 
large-scale development of renewable energy sources), 
and within the concept of  interconnection of stand-
alone  EPS and construction of Single EPS in the 
country, as well as considering  participation of 
Mongolia in the inter-state cooperation of Northeast 
Asia countries on formation of Interstate Power Grid 
(IPG) [1-5].  

Technological infrastructure of present-day EPS in 
Mongolia is characterized by complexity and includes a 
large number of stand-alone but interrelated on-line 
technical elements within the infrastructure systems that 
produce, transmit and distribute electric power to ensure 
its reliable supply of required quality to consumers. 
Requirements of consumers to power supply reliability 
and to power quality are currently much higher due to 
digitalization and intellectualization of their production 
processes.  

The paper gives brief characteristic of the state-of-
the-art and prospects for development of the energy 

sector and EPS in Mongolia, analyzes directions and 
peculiarities of EPS intellectualization with account of 
their specific features, and discusses problems of large-
scale use of intellectual technologies for controlling the 
operation of future EPS of Mongolia.   
 
2 Status and prospects of EPS development in 
Mongolia 

Energy sector and EPS in Mongolia are currently 
presented and in the perspective will be presented by 
two directions: 

- Centralized EPS in the zones of centralized power 
supply; 

- Microgrids for power supply of islanded power 
consumers. 

In the group of centralized EPS there are five 
independent energy systems in operation (Fig. 1) with 
the corresponding installed capacity, namely [1-5]: 

1. Central EPS (CEPS) - 1250 MW; 
2. Western EPS (WEPS) - 12 MW; 
3. Sothern EES (SEPS) - 77 MW; 
4. Altay- Uliastai EPS (AUEPS) - 11 MW; 
5. Eastern EPS (EEPS) - 36 MW. 

 

 
 

Fig. 1. Geographical position of centralized EPS of Mongolia 
 
 
 
 

*Corresponding author e-mail voropai@isem.irk.ru 
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Currently, 80% of power consumed in the country is 
produced by thermal power plants (TPP), and 20% is 
imported from Russia and China.  On the average, 
14.4% of power produced is consumed for auxiliary 

needs; power losses in the electric networks average 
13.7%. These indicators are 1.3-1.7 times higher than 
those for countries with developed networks.  The main 
causes are as follows [1-5]:  

• Large extension of transmission lines versus 
relatively  low voltage (e.g., one-circuit 700 km Muren-
Telmen 110 kV transmission line); 
• Irregularity of daily power consumption (e.g.,  
average annual factor of daily load curve irregularity 
makes 0.7); 
• Obsolete equipment and technologies used by power 
suppliers and consumers (for example, average period 
of boilers and turbine generators operation at TPP-4, the 
largest power plant within CEPS, is 150-200 thousand 
hrs); 
• Irrational allocation (concentration) of generating 
capacities (68% of capacities are located in Ulan-Bator 
and in its vicinity).  

Centralized power sector in Mongolia in the future 
should be developed aiming at two interrelated 
objectives:  interconnection of five stand-alone EPS into 
a Single EPS of the country; integration of Single EPS 
of Mongolia into the interstate energy grid of Northeast 
Asia (Fig. 2). Depending on the high or low scenario, 
development of coal-based generation is proposed at the 
North-East of the country, construction of large farms of 
solar and photo-electric power plants is expected in the 
Gobi desert, and powerful wind mill farms are planned 
to be constructed predominantly at the East of Mongolia 
[1-5].  

 

 
 

Fig. 2. A chart of and interstate power grid of the Northeast Asia 
 

Small-scale power production has been rapidly 
developing in Mongolia in recent years. There are in 
operation 13 mini and micro HPP with the total installed 
capacity of 28.1MW, 17 mini and micro solar power 
plants (51.6 MW), three (3) mini wind mills (155 MW), 
seven (7) hybrid microgrids (photo panels and wind 
mills with or without power storage, 1.275 MW) [8].  

 Of special interest is a unique Roadmap “100 000 
solar photo panels” for creation of DC microgrids for 
power supply of islanded consumers, whose 
implementation was financed by the World Bank and 
governments of Japan and China.  The Roadmap 
realization was started in 2000 and accomplished 12 
years after.  Owing to implementation of the Roadmap, 
power was supplied to 70% of livestock farmers or to 
about 500 000 rural people busy with seasonal grassland 
farming. Total capacity of photo panels makes 3-4 kW 

per yurt (a nomads tent).  There are also backup photo 
panels and power storage devices.  

Standard mix of electric devices of a yurt of an 
islanded power consumer at present includes the 
following: lighting, an electric stove, a refrigerator, an 
electric heater and a digital TV.  Some other electric 
appliances may surely appear in the nearest future, such 
as computers, micro ovens, automatic washing 
machines, and others.  Judging from the experience of 
other countries, a total number of electric appliances in 
a yurt in the future may exceed 10 names [10, 11].  

Considerable transformation of structure and 
functionality of the considered microgrids will take 
place in the conditions of large-scale use of electro 
mobiles. In addition, detailed study of benefits and 
drawbacks of joint use of microgrids (a system of 
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microgrids) by several yurts on the relational or 
contractual base may be of interest.   

It is obvious that independent operation of the 
considered microgrids for islanded consumers distant 
from centralized power supply will be continued in the 
future. 
 
3 Directions and peculiarities of EPS 
intellectualization in Mongolia 
  

Taking into account present-day international 
tendencies, Energy Ministry of Mongolia declared the 
year 2019 to be a “Year of Intelligent Energy Sector” 
and proposed a developed state-financed Roadmap of 
“Intelligent Energy System” whose introduction would 
improve stability and raise efficiency of Mongolian 
EPS, and energy security of the country.  

Implementation of this Roadmap requires 
performance of works in three directions:  

1) Ensurance of reliable and sustainable operation 
of EPS in different conditions; 

2) Higher economic efficiency of energy sector of 
the country; 

3) Introduction of intelligent systems in the 
distribution networks and at the level of power 
consumers.  

Analysis of works proposed in the Roadmap within 
three directions allows the following comments to be 
given: 
        а) Creation of Intelligent Energy System (IES) is 
the systems transformation of energy industry that, 
judging from experience of other countries [12–14], 
requires development of conceptual provisions and 
identification of priorities of IES creation.  Meanwhile, 
according to the Roadmap, development of 
documentation for construction of IES infrastructure 
(standards, regulatory documents, etc.) is considered to 
be a base for EPS intellectualization in Mongolia.  
Despite the value of standardization documentation, it 
should be stressed that it shall be developed with view 
of IES creation concept [7].  
        b) Large-scale use of wind and solar units in the 
future would dramatically change the performances of 
EPS of Mongolia.  Those changes would worsen the 
system controllability in normal conditions since, first,  
80% of power is generated by coal-fired thermal power 
plants (TPP) operating as per the heating cycle; second, 
due to random fluctuations in power production by wind 
mills that are caused by variable wind velocity); it will 
also raise the problems of EPS stability in emergencies 
[15].  
       c)  The Roadmap proposed does not give due 
considerations to peculiarities and problems of 
intellectualization of microgrids for islanded 
consumers.  Despite relatively small scale of this 
direction, it is of high social value.  Moreover, as it was 
mentioned above, the implemented national Roadmap 
“100 000 solar photo panels” did not solve all the 
problems of power supply for islanded consumers.  
         
 

 d) Implementation of the EPS intellectualization 
program in Mongolia requires training the specialists of 
new generation, as is noted, for example, in Ref. [16].  
This important problem was not given consideration in 
the Roadmap.  

Therefore, it is necessary to develop the concept of 
forming the intellectual EPS of Mongolia that shall be 
based on the systems consideration of the existing 
problems of power industry of the country and 
directions of its innovative development using 
intelligent technologies of power production, 
transmission, distribution and consumption within the 
fuel and energy complex and with view of integration of 
EPS of Mongolia into the interstate grid of the Northeast 
Asia.  

Transition to IES is a complex engineering, 
economic, scientific and organizational problem that 
implies updating of all the fleet of power (generating, 
network and consumption) equipment on the innovative 
base and change over to a new generation of process 
control and market control systems at all the levels of 
management and control.  With view of the changes in 
the methods and tools for EPS operation and control, the 
studies should include three main stages:  
• Perfection of automatic control that would ensure 

faster response of automatic devices and control 
systems both in emergencies and in normal, 
transition and operating conditions by using a large 
specter of emergency control devices, such as 
stability control schemes, frequency and voltage 
control devices, etc.  

• Better availability of information that would ensure 
a new level of the EPS conditions observability and 
monitoring, controllability of operating modes of 
separate elements and of the system as a whole 
owing to wider use of digital vector measurements 
of state variables.  

• Introduction of intelligent technologies at all the 
levels of EPS operation control systems that would 
ensure both the ‘on-line response’ and ‘forecast 
response’ based on the assessment of probable 
variations in the parameters of modes of individual 
devices, systems, and consumers.  

Thus, transition to energy of new type shall 
harmonize all the directions of EPS modernization by 
expanding the boundaries of an ordinary production 
process beyond conventional extensive scenario of 
energy sector development that is characterized by 
simple quantitative increase of production potential and 
its saturation with new innovative technologies.  It is 
obvious that intellectualization of microgrids of 
islanded  consumers is of higher availability for 
implementation than centralized EPS owing to 
availability of new equipment and lesser complexity and 
scales of microgrids themselves.   

Transition to IES actually implies implementation of 
an intensive scenario of the energy sector development 
to be accompanied by functionality change, i.e., 
transformation of the existing and emergence of new 
properties in the separate structural segments and in EPS 
as a whole.  
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4  Conclusions  
 

The problem of IES creation requires preliminary 
systems studies of the existing structures and 
characteristics of EPS of the country that would form a 
methodological base for development of scientifically 
grounded concept of transition to a self-actualizing, self 
correcting system with complex control functions at all 
the hierarchical levels both for EPS of Mongolia and for 
power grids for islanded consumers.    

To make the future IES of the country meet those 
requirements, a set of problems need to be solved to 
rationalize the system structure and update the control 
systems on the base of digital devices using intellectual 
technologies.  An intellectual Single EPS of Mongolia 
for its integration into an interstate super grid, i.e., trans-
national IEPG of the Northeast Asia, shall be ready to 
meet additional requirements.  

Intellectualization of microgrids of islanded 
consumers, despite their incomparability with the 
Centralized EPS of Mongolia in terms of capacity, is of 
high social importance as microgrids play more and 
more important role in the total power supply in the 
specific conditions of the country, and it shall achieve a 
worthy position in that innovative process.  

Creation of IES on the whole shall become a key 
mechanism in achieving the objectives of the Energy 
Strategy of Mongolia on transformation of fuel and 
energy sectors.  An intellectual Single EPS of the 
country shall be converted into high-tech and efficient 
infrastructure ensuring both quantitative and qualitative 
economic growth of the country.      
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Abstract. The article is devoted to improving the methods of planning the development of an electric 

power system (hereinafter - EPS) for the long term. The list of tasks to be solved when planning the 

development of EPS, the formulation of the task of substantiating the development of EPS, and the features 

of its solution are considered. Within the framework of the study of the multicriteria formulation of the 

problem of substantiating the development of EPS, possible criteria for planning an EPS are proposed. 

Calculations were performed for two and four criteria. Based on the results obtained, conclusions were 

drawn about the prospects of a multicriteria approach to planning the development of EPS. 

Introduction 

Current conditions of electric power development in the 

world feature increasingly stringent  requirements for 

EPS safety and quality of power supply to consumers, 

which is due, on the one hand, to economically 

reasonable trends dealing with deepening electrification 

of the economy and households (including the 

introduction of modern production technologies and 

digitalization of technological processes), on the other 

hand, to the growth of social and economic importance 

of reliable electric power supply, especially in big and 

metropolitan cities. In this case, strong restrictions are 

imposed on the development of energy engineering in 

respect of price and tariff consequences of adopted 

investment decisions that are also due to socio-economic 

factors expressed in restraining the increase of electricity 

and demand capacity prices. 

Along with these trends, the development of the 

electric power industry is characterized by the active 

introduction of new technologies, such as flexible AC 

transmission systems (FACTS), high-capacity energy 

storage, and demand Response management, allow for 

enhancing significantly the EPS efficiency, while 

reducing capital and operating costs. 

Under such conditions arises the problem of 

increasing the efficiency of power system planning for 

the purposes of cost minimization so as to ensure the 

growing energy demand while meeting eligible 

technical, environmental and economic requirements 

with account made for the implementation of mentioned 

advanced technologies. Given the fact that modern EPS 

are large power units that may include tens of thousands 

of units of generating equipment, power transmission 

lines and substations, the task of EPS planning is 

generally reduced to a multi-criteria optimization 

problem to be solved on a discrete set of higher 

dimensions. The solution of such problems is only 

possible with modern capabilities of computer 

technology, but still requires the development of special 

methods. 

1 The modern practice of energy 
system planning 

To date, the main methodological provisions for 

planning the development of EPS have been thoroughly 

worked out and set out in both domestic and foreign 

publications. In general, these methodological provisions 

were developed and generalized during the period of the 

centralized development of EPS [1,2] and received 

additional development in connection with the reform 

and decentralization of management in the electric 

power industry in recent decades [3,4]. The indicated 

methodological provisions were used in the development 

of normative and technical documents governing the 

planning and design of EPS development, as well as 

specialized software and computer systems. The 

structure of tasks to be solved in planning the 

development of EPS can be summarized in the form of 

several stages: 

1. Forecasting the development of technologies for 

the production, transmission, accumulation, and 

distribution of electrical energy. 

2. Forecasting the demand for electricity and 

capacity. 

3. Substantiation of the rational structure of 

generating capacities. 

4. Justification of the location and composition of 

generating capacities. 

5. Justification for the development of the main 

(backbone) electrical network. 

6. Assessment of the economic and environmental 

consequences of the development of the electric power 

industry. 
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Stages 1 and 2 relate to forecasting the external 

conditions of EPS functioning for the future. Stages 3 - 6 

relate directly to the justification of the development of 

EPS and are carried out sequentially, while at each stage 

of planning, the decisions obtained in the previous stages 

are refined. 

The standard problem statement of the growth 

substantiation EPS reduces to a cost-minimizing 

procedure in relation to total reduced costs 3 connected 

with the electric power supply to consumers [2]: 
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where 
К О,t tC C  – capital and operational costs per year t  

respectively, d – discount rate. 

Variables x in problem (1) are the actions taken for 

the development of systems for the production, 

transmission, and distribution of electrical energy, which 

determine the amount and structure of costs. These 

activities include: 

- modernization of existing generating capacities, 

including actions to extend their resource; 

- construction of new generating units (power units) 

at existing or new power plants of various types; 

- buildup of electric energy storage units, including 

pumped storage power plants; 

- buildup of new power lines; 

- increasing the transformer capacity of substations; 

- actions to increase the transmission capacity of the 

electrical network, including the use of reactive power 

compensation means or FACTS devices, and others. 

Each action is characterized by technical and 

economic indicators, including the amount of capital and 

operating costs. 

The area of limitations R is determined by the 

requirements for the reliability and safety of EPS that 

affect the choice of individual technical solutions or their 

combinations. These requirements include both 

technological restrictions on the operation modes of the 

EPS equipment and restrictions on the operation of the 

EPS as a whole. The first group of restrictions includes 

restrictions on a load of generating equipment - these are 

available capacity, technological minimum, integral 

restrictions on electricity generation, as well as power 

grid equipment - these are permissible current loading 

and voltage levels, maximum power fluxes under 

stability conditions. The second group includes the 

required level of EPS reliability, the permissible impact 

of electric power facilities on the environment, the 

available investment, and others. 

Statement (1) contains the principle of minimizing 

the costs of power supply to the economy and 

households while observing the mandatory requirements 

for the operation of EPS. Taking into account the 

discreteness of measures for the development of EPS, for 

modern large EPSs, the solution of problem (1) is very 

laborious and comes down to finding the global optimum 

on a representative discrete set. In this regard, in 

practice, when solving (1), a number of assumptions are 

used, including the decomposition of the problem (1) 

into the above stages and the use of a simplified 

(aggregated) representation of the EPS structure at the 

initial stages of the solution. This makes it possible to 

reduce the dimension of the problems solved at each 

stage and to use standard optimization methods, 

including linear programming methods, to solve them. 

This, however, requires refinement of the obtained 

solution at subsequent stages, including compliance with 

the specified constraints and, in general, reduces the 

accuracy of the solution (1). 

In addition to the computational complexity, the 

problem of substantiating the development of EPS in the 

formulation (1) is accompanied by two methodological 

problems. The first problem concerns the tasks of 

planning the development of EPS and lies in the 

uncertainty of a number of initial data, including external 

conditions for the functioning of EPS. These are the 

demand for electricity and capacity, fuel prices, etc. 

Also, the technical and economic indicators of certain 

measures for the development of EPS are poorly defined. 

These are cost indicators, reliability indicators, etc. 

Uncertainty of the initial data, especially in the long-

term planning of EPS, led to the introduction of 

probabilistic methods for planning the development of 

EPS, widely presented in [5]. 

The second problem, for the statement (1), is the 

complexity of describing the region of limitations R. The 

limitations of the first group, associated with the 

operating modes of the EPS equipment, are determined, 

as a rule, unambiguously. However, the restrictions of 

the second group, imposed on the functioning of the EPS 

as a whole, in some cases are difficult to set with fixed 

values of the corresponding indicators. Such limitations, 

for example, include the required level of EPS reliability. 

Theoretically, the required level of EPS reliability is 

determined by a separate feasibility study, taking into 

account the costs of ensuring reliability (redundancy) 

and compensation for damage from unreliability 

(interruptions in power supply and shortage of 

electricity). In practice, such an approach is unrealizable 

due to the variety of EPS consumers and the lack of 

unambiguous estimates of the specified damage. 

Similarly, it is difficult to unambiguously determine the 

restrictions on the impact of EPS on the environment, 

since such restrictions are set for the industry as a whole, 

and not only for electric power facilities. In this regard, 

some of the constraints that form the domain R in 

problem (1), it is advisable to transfer into additional 

functionals. Thus, problem (1) is transformed into a 

multicriteria problem. The main approaches to solving 

multicriteria problems of substantiating the development 

of EPS are considered in [4]. 

2 Development of energy system 
planning methods 

Taking into account the increasing requirements for 

the functioning of power systems and the complexity of 

the unambiguous definition of a number of restrictions, 

which as noted above, it seems promising for the 

development of the theory of planning EPS is the 

transition to multi-criteria formulations of the problem of 
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substantiating the development of EPS. The following 

can be taken as possible criteria for justifying the 

development of EPS: 

- criteria for the reliability of the EPS functioning, 

including the functions of the expected shortage of 

electrical energy and power; 

- criteria for the economic efficiency of EPS, 

including criteria for the social efficiency of the 

development of the electric power industry and the 

commercial efficiency of individual projects in it; 

- criteria for the reliability and quality of power 

supply to consumers, including the functions of the 

expected frequency and duration of power supply 

interruptions; 

- criteria for the impact of EPS facilities on the 

environment, including emissions of pollutants by power 

plants operating on fossil fuel; 

- criteria for energy security, including criteria 

reflecting the diversification of the fuel and energy 

balance and redundancy of critical EPS facilities; 

other criteria reflecting the efficiency of EPS. 

Modern methods of multicriteria optimization, 

including those applied to solving problems in the 

electric power industry, are known [6]. From a formal 

point of view, in multicriteria optimization, it is of 

interest to rank the set of Pareto optimal solutions 

obtained from the optimization results and to select 

specific solutions for their subsequent implementation. 

Currently, the approaches used for this [4] are, in one 

way or another, based on expert assessments, with the 

use of which, for example, ranking criteria by 

significance or assigning weight coefficients to them is 

performed. 

The second promising direction in the theory of EPS 

planning is the use of modern evolutionary optimization 

algorithms, for example, the genetic algorithm, ABC, or 

BAT algorithms, which are widely used to solve discrete 

global optimization problems, including in related 

industries [7,8]. These algorithms use directed 

enumeration and thus are well combined with 

probabilistic methods for planning the development of 

EPS, which currently use random enumeration (methods 

of the Monte Carlo type). It is expected that the use of 

these algorithms will significantly increase the efficiency 

of justifying the development of an EPS, including 

allowing one to abandon the assumptions made in 

solving (1). 

Next, we will consider the results of solving several 

multicriteria optimization problems obtained using a 

genetic algorithm when planning the development of an 

EPS. 

For EPS with a maximum electrical load of 13 GW, 

the structure of generating capacities was optimized 

according to two criteria: 
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where C is the total reduced costs for the construction 

and operation of generating capacities, JD is the 

probability of a power shortage in the EPS [9], R is the 

area of limitations reflecting the permissible operating 

modes of the generating equipment. 

When optimizing, various types of generating 

equipment were considered, including nuclear and 

hydroelectric power plants, units of thermal power plants 

of various types and unit capacity. Technical and 

economic indicators and indicators of the reliability of 

generating equipment are taken according to reference 

data. The results of the solution (2) are presented in 

Fig. 1.  

Fig. 1. Results of optimization of the structure of generating 

capacities according to two criteria. 

On Fig. 1 the values of target functions (2) are 

plotted on axes: on horizontal line – probability of 

capacity shortage, on vertical line – working cost of 

electric energy compatible with accumulated total costs. 

Points mark the results. The total number of obtained 

solutions is equal to 375 [10]. 

During Soviet time the regulated value of CAI has 

been justified and until now it is applied at the level of 

0,996, that is in line with JD = 0,004. Thus, when using 

this rate one should choose the solution marked on Fig. 

1, in this case the electricity cost will make 

1,73 Rub./kWh. However this option does not seem to be 

optimal if other solutions are examined. For example, an 

insignificant price increase within 1 cop./kWh allows 

reducing JD to the level of 0,00226. Moreover, it should 

be noted that from cause-and-effect view under 

circumstances when the operating conditions of EPS 

through the long run are uncertain, the parameter setting 

error for technologies applied in problem as source data, 

cost parameters, first of all, may reach up to 5 per cent 

and more that significantly affects the accuracy of cost 

assessment. In this case the price increase by 5 per cent 

as compared to the solution marked on Fig. 1 (up to 1,81 

Rub./kWh, shown by horizontal dot lines) allows 

reducing JD up to 0,00016, i.e. more than by an order of 

magnitude. 

Further reduction of JD may appear to be cost-

ineffective as costs progress at a far quicker rate and an 

insignificant reduction of JD results in price hikes. At a 

price of 1,97 Rub./kW∙h the limit value of JD ~ 6, 3∙10
-5

, 

is reached, in practice it is insensitive to price increase. 

The range of installed capacity variation upon got 

solutions was within 14,95 GW – 22,15 GW that is in 

line with the margin capacity value from 16,2% to 

72,1% of EPS maximum load. For the solution marked 

on Fig. 1 which is in conformity with regulated CAI, the 

capacity margin was 19,7%. For the solution with the 

JD 

C
,  
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price of 1,81 Rub./kW and JD = 0,00016 the capacity 

margin is equal to 29,8%. 

In Fig. 2 shows the results of optimization of the 

structure of generating capacities of EPS with the same 

initial conditions according to four criteria: 
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where WF is the share of electricity generated at thermal 

power plants, PMAX is the maximum share of the type of 

generating capacity in the structure of installed capacity. 

Fig. 2. Results of optimization of the structure of generating 

capacities according to four criteria. 

On Fig. 2, along the abscissa axis is shown the cost 

value, the ordinate axis is shown the probability of a 

power shortage (black marker), and the additional 

ordinate axis are shown the WF and PMAX values (green 

and red markers, respectively). 

From the presented results, it can be seen that the 

minimum level of the probability of a power shortage is 

achieved at a cost of 2 Rubles / kWh. This corresponds 

to the obtained solution (2). At the same time, decisions 

with a cost level within 2 Rubles / kWh are characterized 

by a conflict of two other criteria. The so-called “green” 

solutions (with a WF value of less than 0.2) have high 

PMAX values, namely, a high share of nuclear power 

plants in the structure of generating capacities. On the 

contrary, solutions with relatively low PMAX values are 

characterized by high WF values (at the level of 0.3 - 

0.5). To obtain a more favorable combination of the 

values of these criteria, it is necessary to consider 

solutions with a higher level of costs, which provide for 

the construction of hydroelectric and power plants on 

renewable sources. This means that if the last two 

criteria are set in problem (3) as constraints, depending 

on the choice of their values, solutions in the low-cost 

area can be cut off and excluded from consideration. 

Conclusion 

The growing requirements for the technological and 

economic efficiency of EPS, the technological 

development of the electric power industry requires an 

increase in the accuracy and efficiency of planning and 

justification of EPS development. Taking into account 

the general formulation of the problem of justifying the 

development of EPS, a promising method for its solution 

is the use of multicriteria optimization using modern 

evolutionary algorithms. 

As the calculations show, the translation of a number 

of restrictions into criteria expands the search area for 

solutions for development EPS. This makes it possible 

not only to take into account the regulatory requirements 

for the values of certain criteria but also to choose the 

optimal combination of the considered criteria, taking 

into account the structure of a specific EPS and possible 

measures for its development. 
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Abstract. Improving the energy efficiency of the power grid complex is an urgent problem. The need to 
solve this problem is due to various technical and economic reasons. First of all, this is due to high power 
losses in distribution electrical networks, caused by a significant load of its elements by reactive power 
flows. In this regard, the development of mechanisms for active-adaptive control of reactive power is 
becoming increasingly important. Currently, the Smart Grid concept has become widespread in the global 
electric power industry. The use of these technologies allows not only to optimize power losses in 
distribution networks, but also to improve the efficiency of the electric grid complex. The article proposes 
an algorithm for optimizing the placement of compensating devices in the distribution network on the 
example of one of the territorial network organizations of the Kuzbass. This algorithm is based on the 
theory of multilevel systems using the method of indefinite Lagrange multipliers. The results of applying 
this algorithm based on the developed simulation model are presented. 

1 Introduction 

Currently, there are over 3,000 power grid companies 
operating in the power grid complex of the Russia. At 
the same time, a significant part of these companies is 
characterized by relatively low energy efficiency 
indicators. This is due to significant power losses in 
distribution networks, as well as high depreciation of 
power grid equipment. 

In the general case, technological power losses s 
consist of: technical losses due to physical processes 
occurring during transmission of power through the 
network elements, power consumption for the auxiliary 
needs of substations, as well as losses due to permissible 
errors of the power metering system.  

Analysis of the structure of technological power 
losses shows that they are largely determined by the 
excess reactive power transmitted through the network 
[1]. It follows from the diagram (Fig. 1) that the share of 
losses due to the transfer of reactive power accounts for 
47%. These include no-load losses of transformers and 
load losses from the flow of reactive power through the 
network elements. Technological power losses due to 
active power transmission account for 31% and include 
other conditionally constant losses, as well as load losses 
from active power flow. Another 22% falls on the share 
of losses caused by permissible errors of the accounting 
system.  

The presence of excessive reactive loads in networks 
leads not only to an increase in losses, but also causes a 
decrease in the throughput of distribution networks, and 
also negatively affects the voltage mode. 

 

Fig. 1. Generalized structure of technological power losses in 
distribution networks of power grid companies 

 
In Fig. 2 shows the dynamics of power losses 

changes in the distribution networks of power grid 
companies [2]. It shows that for the period 2015–2019, 
losses increased from 104.9 to 107 billion kWh. At the 
same time, there is a tendency for a further increase in 
power losses. 

The depreciation of power grid equipment also has a 
significant impact on the energy efficiency of 
distribution networks. To date, the share of distribution 
networks that have reached their standard term is 50%. 
At the same time, 8% of power grids have worked out 
two standard terms. The total wear of distribution 
networks is 70% [3]. In addition, there is an irrational 
configuration of distribution networks.  

Thus, an urgent problem is to reduce the reactive 
power transmitted through the distribution networks of 
power grid companies. The need to solve this problem is 
due to various technical and economic reasons.  
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Fig. 2. Dynamics of power losses changes in the distribution 
networks of power grid companies 

2 Study Objects and Methods  

There are different approaches to improving the power 
efficiency of distribution networks. The most 
algorithmically developed and software-tested approach 
is the reduced gradient apparatus [4, 5] with stochastic 
consideration of the variety of modes [6]. 

At the present stage of development, an important 
role is assigned to the active-adaptive control of the of 
technological processes parameters.  

The development of mechanisms for active-adaptive 
control of reactive power is becoming increasingly 
important. These mechanisms should be based on the 
regulation of reactive power when changing voltage, 
load, structure and other parameters of the network.  

This is also in line with the general policy of the 
Russian Federation's transition to the digital economy. 
The essence of digital energy as a part of the digital 
economy, in addition to technological equipment, is the 
formation of new mechanisms of economic interaction. 
This gives its subjects an increased potential for 
efficiency gains. The greatest effect of digitalization can 
be achieved when the scale and nature of such 
interaction changes qualitatively. 

An active-adaptive network assumes the 
development of elements aimed at improving the 
efficiency of control over the generation, transmission 
and distribution of electricity and interaction with 
consumers.  

At present, the concept (technology) of intelligent 
electrical networks (Smart Grid) has become widespread 
in the world power industry [7]. In the Energy Strategy 
of the Russian Federation for the period up to 2035, 
intelligent electrical networks are defined as “key areas 
and technologies that should ensure the effective 
economic and social development of Russia” [8]. 

Despite the fact that research in the field of smart 
electrical grids has been conducted since the 1970s, in 
world practice, a unified approach to their definition and 
principles of construction has not yet been formulated. 
The most complete definition of this approach is 
formulated by the IEEE as the concept of a “fully 
integrated, self-regulating and self-healing electric power 
system, having a network topology and including all 
generating sources, transmission and distribution 

networks and all types of power consumers controlled by 
a single network of information control devices and 
systems in real time " [9]. 

An active-adaptive network is built using advanced 
intelligent systems for monitoring and controlling the 
main parameters in real time, as well as using the multi-
agent principle of organizing the control system. These 
solutions are based on next-generation ICT and power 
electronics. 

The Russian power grid complex is characterized by 
high moral and physical depreciation of equipment. 
Therefore, the introduction of smart power grid 
technologies, obviously, should be carried out in parallel 
with the comprehensive technical re-equipment of the 
power grid complex. 

At the same time, today there are the following 
scientific and technical prerequisites for the development 
and implementation of this concept in Russia: the use of 
emergency control systems; the presence of automated 
control of the operation modes of the united power 
systems; the use of intelligent technologies elements in 
power grids (devices for regulating reactive power, 
voltage), etc. [9]. 

The following main factors stimulating the 
introduction of smart grid technologies can be identified:  

− demand response and reduction of power losses; 
− monitoring and regulation of power consumption 

and power distribution modes;  
− increasing the capacity of power grid facilities; 
− adaptive control of the power system and its 

elements;  
− reduction of the land allocated for power grid 

facilities [10]. 
Distribution networks built using Smart Grid 

technologies are a multi-level system. It includes 
measuring systems, automation equipment, and voltage 
and load control devices. Based on the measurement 
results, both short-term and long-term power 
consumption forecasts can be built. Also, active-adaptive 
control of modes can be realized by regulating the 
voltage and load in the network nodes, carrying out 
switching operations, introducing additional sources of 
reactive power, etc. 

Each distribution network is characterized by its own 
optimization efficiency in accordance with 
predetermined criteria, which is the difference between 
their values at the optimal reactive power compensation 
mode and the initial state of the network. Therefore, the 
choice of compensating devices for controlling reactive 
power is an optimization problem. Its purpose is to 
determine the best location, capacity and load of 
compensating devices and the organization of such 
control of their mode of operation, which provides the 
maximum economic effect, subject to all technical 
conditions for the normal operation of power grids [11]. 
 The choice of levels (models) with which the system 
is described depends on the objectives of the study. The 
hierarchical approach consists in a certain set of subtasks 
that should be solved iteratively. The solution to each of 
them determines some parameters in the subsequent 
problem, making it more definite. The concept of 
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organizational hierarchy implies that the system consists 
of a set of strictly defined interacting subsystems, which 
are decision-making elements. In this case, the 
subsystems are arranged hierarchically, that is, some of 
them are under the control of other subsystems. 
 The existing methods for optimizing the placement of 
compensating devices differ in the initial formulation of 
the problem and its subsequent implementation, but they 
are united by the fact that they refer to direct methods of 
solution based on iterative processes of calculating and 
comparing the values of the optimized functions. In this 
case, the original problem is, as a rule, an unconstrained 
optimization problem. 
 At the same time, this optimization problem should 
be considered as a conditional optimization problem, 
formed in the form of a classical mathematical 
programming problem [5, 12, 13]. They define the 
relative extremum of the objective function, that is, the 
extremum of the objective function in the presence of 
connecting constraints on its variables, which allows 
obtaining solutions that best meet the conditions of the 
real problem. 
 It is obvious that solving problems of conditional 
optimization is much more difficult than solving 
problems of unconstrained optimization. Therefore, it is 
natural to strive to reduce the problem of conditional 
optimization (search for a relative extremum) to a 
simpler problem of unconditional optimization (search 
for an absolute extremum) [14]. One of the most general 
approaches in which this procedure is implemented is the 
method of indefinite Lagrange multipliers. This method 
belongs to indirect methods of solution and is widely 
used to solve nonlinear optimization problems [15]. The 
method of indefinite Lagrange multipliers is used to 
solve problems of the same complexity class as when 
using direct methods of solving, but with restrictions on 
independent variables. In addition to the requirement of 
the possibility of obtaining analytical expressions for 
derivatives of the optimization criterion, a similar 
requirement is added regarding the analytical form of the 
equations of constraints [16]. 

The analysis shows [1] that among the considered 
optimization methods, the method of indefinite Lagrange 
multipliers most closely meets the requirements of 
accuracy, completeness and ease of implementation for 
solving the problem. A certain complication in this case 
arises only from the introduction of additional variables, 
as a result of which the order of the system of equations 
solved to find the extrema of the optimization criterion 
increases by the number of restrictions. Otherwise, the 
procedure for finding solutions and testing them for 
optimality fully corresponds to the procedure for solving 
problems without restrictions. 

In this case, a multilevel hierarchical decision-
making system will include: 

− determination of Lagrange multipliers according to 
the main optimization criteria and search for an optimal 
solution; 

− taking into account factors that are difficult to 
formalize (determining the optimal dimension of the 
system); 

− taking into account the uncertainty of the initial 
data (interval estimates); 

− multivariate development of distribution networks 
(planning methods). 

3 Results and Discussion 

As a result of the research, an algorithm was developed 
to optimize the placement of compensating devices in 
the distribution network on the example of one of the 
territorial grid organizations of Kuzbass, based on the 
theory of multilevel systems using the method of 
indefinite Lagrange multipliers [1]. 
 In this algorithm, the process of reactive power flow 
control is implemented on the basis of a set of complex 
and mutually influencing subsystems. The presented 
algorithm allows to achieve the optimal value of reactive 
power in distribution networks and provides a significant 
reduction in power losses. In addition, using this 
algorithm, it is possible to implement reactive power 
control based on compensating devices, taking into 
account the load of installed transformers. This allows to 
optimize the operating mode of distribution networks of 
power grid companies. 

The algorithm assumes an input assessment of the 
actual reactive power factor tgφ in the distribution 
network in relation to the economically justified 
normalized value equal to 0.4. 

If tgφ ≤ 0.4, then the distribution of reactive power in 
the electrical network is optimal, or close to optimal. If 
tgφ > 0.4, then this indicates an increased consumption 
of reactive power. And, hence, about increased losses of 
electricity. Then it is necessary to take measures to 
reduce the reactive power in the electrical network. 

First of all, it is necessary to assess the load factor of 
power transformers β installed in the distribution 
network of the territorial grid organization, and 
determine the feasibility of replacing them. If β ≤ 0.2, 
then low-loaded power transformers should be replaced 
and other organizational measures to compensate for 
reactive power with the obligatory determination of the 
economic effect from their implementation. After 
carrying out these measures, a re-assessment of the load 
factor of transformers in the electrical network should be 
performed. 

If, after normalization of β, the reactive power factor 
tgφ exceeds the normalized value, then it is necessary to 
proceed to technical measures to compensate for reactive 
power with the optimization of the placement of 
compensating devices in the distribution network based 
on the method of indefinite Lagrange multipliers. The 
characteristic modes of operation of the electrical 
network should be selected, the objective function 
should be formulated, the optimization criteria and the 
corresponding restrictions should be determined. For 
these conditions, the Lagrange function must be 
compiled, and then its partial derivatives are determined 
and equated to zero. The solution of the obtained system 
of equations gives the optimal solution for the placement 
of compensating devices in the distribution network 
based on the criterion of minimum active power losses: 
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where Qi – reactive load of the i-consumer, kvar; n – the 
number of consumers; Qкi - power of the i-compensating 
device, kvar; Ri – active resistance of the i-element of 
the network, Ohm; U – mains voltage, kV. 

If the obtained value deviates from the optimal one, 
the objective function and task constraints must be 
refined, then the optimization process is repeated until 
condition (1) is satisfied. 

When this condition is met, a control comparison of 
the actual tgφ value with the normalized value must be 
made. If tgφ ≤ 0.4, then the reactive powers are 
optimally distributed, and the results of optimizing the 
placement of compensating devices and controlling 
reactive power in the distribution network are achieved. 
If tgφ exceeds the normalized value, the algorithm must 
be repeated until the reactive power factor is within the 
range of tgφ ≤ 0.4. 

The constant development of electrical networks 
makes the decision-making process for the selection and 
placement of compensating devices multi-stage, 
continuous in conditions of constant updating of 
information, which is characteristic of open systems. At 
each stage one should not limit oneself to a single 
inflexible solution, but one should focus on a certain set 
of solutions that are close to optimal according to the 
adopted criteria. It should be such a decision-making 
system that would adapt the selection and placement of 
compensating devices in relation to the changing 
conditions of the development of the electrical network 
with minimal costs.. 

In this respect, adaptive reactive power control is 
important. It is a process of changing the value of 
reactive power flowing through the network, with a 
change in its load, composition and configuration. 

The solution of the considered optimization problem 
should begin at the design stage of electrical networks. It 
is a solution to the dynamic problem of short-term and 
medium-term development planning, when calculations 
of flow distribution in perspective development schemes 
are made. In this case, the choice of places and capacity 
of compensating devices is performed without 
restrictions on their total capacity. At this stage, the 
problem of optimization criteria for each specific 
network should be resolved. It depends primarily on the 
voltage levels in the network nodes in normal operating 
modes. The next stage of the problem of optimal 
compensation of reactive loads is the operational stage as 
a solution to the static problem of optimal network 
functioning. 

The choice of capacity and location of compensating 
devices is made taking into account the restrictions, 
based on the given total reactive power available from 
these networks. The solution of both problems can be 
carried out in parallel and does not exclude one another. 
This assumes the application of the principles of the 
adaptive approach (sliding planning) [17] and the direct 
implementation of adaptive control mechanisms [18]. 
Thus, the definition of the rules for regulating reactive 

power is assumed taking into account the entire set of 
modes [5, 6] according to the adopted optimization 
criteria in accordance with the needs of the power grid 
complex. 

According to the principles of adaptive reactive 
power control in distribution networks of power grid 
companies, smart grid technologies are of considerable 
interest. In this case, the proposed algorithm can be 
represented as a hardware and software complex, which 
includes several basic subsystems, such as: intelligent 
information and measuring systems (Smart Metering), 
Dynamic Grid Management and Load Regulation 
(Demand Response). Intelligent information and 
measurement systems allow technical metering of power 
consumption in real time and with high accuracy. Based 
on information about the actual operating mode of the 
network, it is possible to predict the active and reactive 
load, as well as to carry out operational control of the 
electrical network modes by automatic load regulation, 
control of compensating devices, etc. To reduce power 
losses, an increase in operating voltages, optimization of 
the distribution of power flows, and the use of 
transformers with low ohmic losses are used. 

Thus, the use of the developed algorithm makes it 
possible to optimize the placement of compensating 
devices in distribution networks, helping to reduce 
power losses and increase their energy efficiency. 

In order to evaluate the efficiency of the proposed 
algorithm, a simulation model of a real grid of a 
territorial network organization was developed using the 
MATLAB Simulink package [1]. 

For this model, based on the method of indefinite 
Lagrange multipliers, the power of compensating 
devices was optimized according to the criterion of 
minimum active power losses (1), taking into account 
the corresponding restrictions. The normalized value of 
the reactive power factor in the distribution network was 
taken equal to tgφ = 0.4. 

For this purpose, a model was built from MATLAB 
Simulink blocks to optimize the objective function. 
Next, using Simulink Design Optimization, variables 
were defined that will change during the optimization 
process. The initial average load factor of transformers 
in the distribution network was β = 0.15. 

As a result of the iterative optimization process, the 
optimal values of the capacities of the compensating 
devices installed in the network nodes were determined. 

Further, the load factors of transformers in the 
distribution network of the territorial grid organization 
were changed. As a result, their average load factor 
increased to β = 0.502. At the same time, the optimal 
values of the powers of the compensating devices were 
recalculated using the developed model. 
 As a result of optimization, the reactive power factor 
decreased to tgφ = 0.4 and began to be within the 
economically justified standardized value. At the same 
time, losses in the distribution network with an average 
load factor of transformers β = 0.15 and optimal 
placement of compensating devices decreased by 15.7%, 
with β = 0.502 - by 3.3% (Table 1).  
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Table 1. Parameters of distribution network 6 kV before and 
after optimization of the placement of compensating devices  

Parameter Network without 
compensating devices 

Network with 
compensating 

devices β = 0,15 β = 0,502 
Reactive power 
factor tgφ 0,697 0,479 0,4 

Active power losses 
ΔP, kW 386,8 336,9 325,7 

Power losses ΔW,  
thousand kWh 1547,2 1347,5 1302,8 

  
 Due to the fact that it is recommended to install 
compensating devices in a low voltage network, the 
placement of compensating devices in a 0.38 kV 
distribution network was similarly optimized using the 
resulting model, all other initial conditions being equal. 
 As a result of optimization, the reactive power factor 
decreased to tgφ = 0.4 and is within the economically 
justified standardized value. At the same time, зщцук 
losses in the distribution network with an average load 
factor of transformers β = 0.15 and optimal placement of 
compensating devices decreased by 16.7%, with β = 
0.502 - by 4.3% (Table 2). 

Table 2. Parameters of distribution network 0.38 kV before 
and after optimization of the placement of compensating 
devices  

Parameter Network without 
compensating devices 

Network with 
compensating 

devices β = 0,15 β = 0,502 
Reactive power 
factor tgφ 0,697 0,479 0,4 

Active power 
losses ΔP, kW 386,8 336,9 322,3 

Active power 
losses ΔP, kW 1547,2 1347,5 1289,2 

 
 The economic effect from the implementation of 
these measures amounted to about 2 million rubles with 
a payback period of less than 1.5 years. 
 Thus, the developed simulation model of the 
distribution network showed a sufficiently high 
efficiency of optimization of the placement of 
compensating devices, ensuring the optimal distribution 
of reactive power and a significant reduction in 
electricity losses in the electrical network. In addition, 
with the help of this model, it is possible to control 
reactive power in the network depending on the load 
factors of power transformers, which allows you to 
obtain the most optimal operating mode of the network.  

4  Conclusion 

The widest and most promising group of methods 
and tools for improving energy efficiency is currently the 
use of Smart Grid technologies. The relevance of the 
innovative development of the Russian power grid 
complex based on this concept is due to the low potential 
for increasing the efficiency of the use of power grid 
assets (the possibilities for increasing the productivity of 

equipment are practically exhausted) and the limited 
investment resources. 
 The need to implement solutions based on Smart 
Grids is due to the following factors: 

− changes in the conditions for the functioning of the 
electricity and capacity markets; 

− decrease in the reliability of power supply; 
− the emergence of new technologies that have not 

found their application in the power grid complex; 
− a pronounced trend of constant growth of tariffs for 

power; 
− the presence of an objective need to increase both 

the energy and environmental efficiency of the power 
grid complex; 

− implementation of a systematic approach in terms 
of building a digital economy. 
 In this regard, the use of intelligent electrical 
networks technologies pursues the main goal of ensuring 
the reliability and improving the energy efficiency of the 
power grid complex. 

The implementation of the proposed algorithm for 
optimizing the placement of compensating devices based 
on the method of indefinite Lagrange multipliers using 
the developed simulation model of the distribution 
network has shown its efficiency. As a result of 
optimization, power losses have significantly decreased, 
and the technical and economic indicators of the network 
have increased.  

Thus, the use of Smart Grid technologies allows not 
only to reduce power losses in distribution networks. 
Using active-adaptive elements, the main directions of 
modernization of power grid assets can be determined, 
studies of the efficiency of implemented innovations can 
be carried out to make decisions about the possibility of 
their further distribution, etc., which ultimately should 
ensure an increase in the efficiency of the power grid 
complex as a whole. 
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Abstract. Integrated hybrid power systems have become more and more important in recent years. The 
functioning of medium-temperature proton-conducting solid oxide fuel cell (pSOFC) hybrid system is 
proposed in this work. The combined system consists of a pSOFC stack, steam methane reformer, 
compressors, burners, heat exchangers and methanol synthesizing reactor. The excess waste heat of the burner 
is recovered using heat exchangers. Also, the unutilized hydrogen from SOFC is used for carbon reduction 
by methanol production. The functioning of configured system is explored by using 
Matlab/Simulink/Thermolib software. In pSOFC operation, stoichiometric ratio (Sto) of air is maintained 3 
and Sto of hydrogen is varied between 1.4 to1.7. Results show that the benefit of carbon reduction depends 
on methanol production. By using water separator, the methanol production efficiency increases dramatically. 
In addition, hydrogen transfer membrane is used to increase stack efficiency and control the temperature of 
stack chamber and reformer. This further improves benefit of carbon reduction. The proposed hybrid system 
in this work can be used to power huge residential buildings and some factories. 

1 Introduction  

Fuel cell is an efficient device to convert molecular 
energy straight away into electricity. High-temperature 
solid oxide fuel cell (HT-SOFC) functions in the 
temperature range of 800-1000 °C. HT-SOFC operation 
temperature allows its use in a hybrid system with a gas 
turbine (GT) or micro gas turbine (MGT), or a combined 
heat and power system. Integration of residual biogas 
generation system as a source of hydrogen generation by 
steam methane reforming (SMR) could effectively reduce 
the cost of hydrogen fuel generation for SOFC. The as-
generated hydrogen can be fed to HT-SOFC for industrial 
power generation as mentioned by Gandiglio et al [1]. The 
unutilized hydrogen from SOFC can be effectively used 
for methanol production. Methanol is widely used as raw 
material for producing formaldehyde, synthetic resins, 
pharmaceuticals, and pesticides in organic factories. So, 
the SOFC hybrid systems can be used as a source of power 
and raw material generation in organic chemical factories. 
The carbon imprint in power generation and raw material 
production for the mentioned organic factories can be 
stockpiled. Such hybrid systems also avoid the mitigation 
of currency outflow in a factory. But in HT-SOFC, high 
heat resistant alloys and ceramics are only feasible for 
balance-of-plant (BOP) components in the HT-SOFC 
operation range. Therefore, it is significant to reduce the 
operating temperature to the range of 550-650 °C 
(intermediate-temperature, IT). Reducing operation 
temperature favors the usage of low-cost materials for 

BOP, quick start and off, lowered corrosion rate of 
metallic components with enhanced endurance. 

 

Fig. 1. Schematic of a proton-conducting SOFC. 

Proton-conducting SOFC (pSOFC) favors reducing 
the operation temperature [2]. The mechanism of pSOFC 
is shown in Fig. 1. The smaller size of proton aids better 
conductivity compared to an oxide ion in the electrolyte 
with lower activation energy. Thus, the high fuel 
utilization at anode with higher hydrogen partial pressure 
caused higher efficiency of the pSOFC. Based on the 
comparative thermodynamic analysis of pSOFC and 
oxygen-ion electrolyte SOFC (oSOFC) investigated by 
Demin et al. [3, 4], methane and hydrogen fed pSOFC 
show high chemical to electrical energy conversion 
compared to oSOFC. Ni et al. [5, 6] notice that the 
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concentration losses in pSOFC and oSOFC are different. 
pSOFC has low anode concentration and high cathode 
concentration losses. Water vapor generation at the 
cathode influences the cathode concentration losses in 
pSOFC. Moreover, the difference in the performance of 
oSOFC and pSOFC is observed with larger fuel utilization 
in ammonia fed SOFCs. The lower steam and higher 
hydrogen partial pressures of pSOFC compared to oSOFC 
favors better efficacy of pSOFC than oSOFC. 
Patcharavorachot et al. [7] has developed and validate a 
design for j-V curve of pSOFC based on SrCeO3 
electrolyte. They also investigated the cell performance 
with variation in thickness of electrolyte and electrodes in 
the cell. Results suggest that, the major voltage loss is 
attributed to the ohmic losses and low proton conductivity 
of the electrolyte. The anode-supported pSOFCs exhibits 
superior performance.  

The high temperature waste flue gas from SOFC can 
be used for excess power generation by Rankine/Brayton 
cycles for heating and cooling purpose (cogeneration/ 
trigeneration) [8]. In general, a contradictory tendency is 
observed in the electric and cogeneration efficiency in a 
co-generation system. However, electric efficiency 
should be prioritized in the designing and selection of a 
system, as electric energy is of superior quality compared 
with thermal energy [9]. Yi et al. simulate 25 kW SOFC 
integrated reformer system with a CHP and GT/MGT. In 
SOFC-GT-CHP combined system. A significant decrease 
in the exhaust heat loss of coal syngas is expected for 
higher system efficiency. Whereas in replacement of GT 
with MGT in combined system, electrical efficiency 
decreases with increase in turbine inlet temperature but 
the CHP efficiency enhances [10]. In accordance with 
required energy outcome of the system, the operating 
conditions of all the components in the hybrid system 
should be modulated to achieve optimum operating 
condition [11]. The high temperature operation of SOFC 
paves way for designing different combinations of 
systems. Braun et al. discussed the feasibility of SOFC 
micro combined heat and power generators for daily 
usage in house hold applications by proper recycling of 
exhaust gas heat for heating water to 60 oC along with 
preheating of input fuel and air [12]. The CO2 capture and 
storage units can be attached to the SOFC integrated 
gasification combined cycles or fuel cells to reduce 
carbon emission [13-16]. 

Earlier studies on pSOFC are focused on developing 
materials or thermodynamic performance of fuel cell 
system. oSOFC is considered for developing hybrid 
systems. But, pSOFCs possess high efficiencies 
compared to oSOFCs. So, there is substantial scope to 
setup IT-pSOFC hybrid systems for low temperature 
operation advantages [3, 4]. The low temperature (60 oC) 
hot water generation from waste heat can be utilized in 
residential buildings/complex. The power and cost for hot 
water generation in huge buildings or complex can be 
decreased. Thus, IT-pSOFC can be used as power source 
for buildings. Also, such hybrid systems promise 
continuous and distributed power supply by avoiding 
power fluctuations in peak demand. 

In this study analysis of IT-pSOFC hybrid systems 
will be discussed in detail. Activation, concentration and 
ohmic losses in pSOFC system will be investigated by an 
electrochemical model. The activation and ohmic losses 
are evaluated by Butler-Volmer equation and ionic 
conductivity of electrolyte. Whereas, the concentration 
losses can be determined by the Fick’s diffusion through 
porous electrode. Experimental results from literature are 
used for validation of simulation data. The proposed study 
includes a 20 kW pSOFC, MGT, methanol production, 
HTM and heat exchangers to heat water upto 60 oC by 
waste heat recovery. The proposed hybrid IT-SOFC 
designs of this study can be used for huge residential 
buildings/complex and organic chemical factories. 

2 Theoretical model  

2.1 Proton-conducting solid oxide fuel cell (pSOFC) 

A pSOFC consists of two electrodes separated by an 
electrolyte. The electrochemical reactions in pSOFC are: 

                         Anode: 2H2  4H+ + 4e-  (1) 

                 Cathode: O2 + 4H+ + 4e- 2H2O  (2) 

                    Overall: 2H2 + O2  2H2O  (3) 

Standard reversible cell potential is considered to evaluate 
ideal open-circuit voltage: 

𝑉𝑉𝑟𝑟0 = −∆𝑔𝑔0

𝑛𝑛𝑛𝑛
                                 (4) 

where Δg0, n and F are the Gibbs free energy change at 
the standard pressure and temperature, the number of 
moles of electrons transferred and Faraday constant, 
respectively. 

Effects of temperature and pressure on reversible cell 
potential can be described as: 

𝑉𝑉𝑟𝑟 = 𝑉𝑉𝑟𝑟0 −
∆𝑠𝑠
𝑛𝑛𝑛𝑛

(𝑇𝑇 − 𝑇𝑇0) − ∆𝑁𝑁𝑁𝑁𝑁𝑁
𝑛𝑛𝑛𝑛

𝑙𝑙𝑙𝑙 � 𝑃𝑃
𝑃𝑃0
�        (5) 

where Δs is the change in entropy. ΔN is the change in the 
number of mole of gaseous species in the reaction per 
mole of fuel. 

The operation voltage (Vcell) is always less than the 
reversible potential due to irreversible losses and can be 
expressed as:   

      𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑉𝑉𝑟𝑟 − 𝑉𝑉𝑎𝑎𝑐𝑐𝑎𝑎 − 𝑉𝑉𝑜𝑜ℎ𝑚𝑚 − 𝑉𝑉𝑐𝑐𝑜𝑜𝑛𝑛𝑐𝑐        (6) 

where Vact, Vohm, Vconc, represent the activation, ohmic, and 
concentration polarizations, respectively. 

The sluggish charge transfer reaction across the interface 
of electrode-electrolyte leads to activation polarization. It 
is directly related to the rate of electrochemical reaction, 
which can be determined from the Butler-Volmer 
Equation: 

𝑗𝑗 = 𝑗𝑗0 �𝑒𝑒𝑒𝑒𝑒𝑒 �
𝛼𝛼𝑛𝑛𝑛𝑛𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎

𝑁𝑁𝑁𝑁
� − 𝑒𝑒𝑒𝑒𝑒𝑒 �− 𝛼𝛼𝑛𝑛𝑛𝑛𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎

𝑁𝑁𝑁𝑁
��     (7)      
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where j0 is the exchange current density, α the transfer 
coefficient (=0.5). 

Ohmic polarization arises due to electrical resistance in 
the cell. Ionic losses within electrolyte leads to ohmic 
losses, which obeys Ohm’s law: 

𝑉𝑉𝑜𝑜ℎ𝑚𝑚 = 𝑗𝑗 𝛿𝛿𝑒𝑒𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑎𝑎𝑒𝑒
𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑎𝑎𝑒𝑒

                               (8) 

where δelectrolyte and σelectrolyte are the thickness and ionic 
conductivity, respectively. 

The instantaneous consumption of reactants at 
electrodes for electrical current output in electrochemical 
reaction leads to concentration polarization. Also, the 
reactant availability at the site of reaction due to the 
limitations in mass transfer influences losses in outcome. 
𝑉𝑉𝑐𝑐𝑜𝑜𝑛𝑛𝑐𝑐  is estimated with reference to the concentration of 
reactant and products at the interface of electrolyte-
electrode. In pSOFC Vconc can be expressed as: 

 𝑉𝑉𝑐𝑐𝑜𝑜𝑛𝑛𝑐𝑐,𝑎𝑎𝑛𝑛𝑜𝑜𝑎𝑎𝑐𝑐 = 𝑁𝑁𝑁𝑁
2𝑛𝑛

ln �𝑝𝑝𝐻𝐻2
𝑝𝑝𝐻𝐻2
∗ �                       (9) 

     𝑉𝑉𝑐𝑐𝑜𝑜𝑛𝑛𝑐𝑐 ,𝑐𝑐𝑎𝑎𝑎𝑎ℎ𝑜𝑜𝑎𝑎𝑐𝑐 = 𝑁𝑁𝑁𝑁
2𝑛𝑛

ln ��𝑝𝑝𝑂𝑂2
𝑝𝑝𝑂𝑂2
∗ �

0.5
�
𝑝𝑝𝐻𝐻2𝑂𝑂
∗

𝑝𝑝𝐻𝐻2𝑂𝑂
��       (10) 

where pH2
*  𝑒𝑒𝑂𝑂2

∗ , and 𝑒𝑒𝐻𝐻2𝑂𝑂
∗ represent the partial pressure of 

hydrogen at the anode-electrolyte interface and the partial 
pressures of oxygen and water vapor at the cathode-
electrolyte interface, respectively. They can be 
determined as: 

𝑒𝑒𝐻𝐻2
∗ = 𝑒𝑒𝐻𝐻2(𝑎𝑎) −

𝑗𝑗𝛿𝛿𝑎𝑎𝑁𝑁𝑁𝑁
2𝑛𝑛𝑝𝑝𝑎𝑎𝐷𝐷𝑎𝑎,𝑒𝑒𝑒𝑒𝑒𝑒

               (11) 

𝑒𝑒𝑂𝑂2
∗ = 𝑒𝑒𝑂𝑂2(𝑐𝑐) −

𝑗𝑗𝛿𝛿𝑎𝑎𝑁𝑁𝑁𝑁
2𝑛𝑛𝑝𝑝𝑎𝑎𝐷𝐷𝑎𝑎,𝑒𝑒𝑒𝑒𝑒𝑒

                (12) 

𝑒𝑒𝐻𝐻2𝑂𝑂
∗ = 𝑒𝑒𝐻𝐻2𝑂𝑂(𝑐𝑐) + 𝑗𝑗𝛿𝛿𝑎𝑎𝑁𝑁𝑁𝑁

4𝑛𝑛𝑝𝑝𝑎𝑎𝐷𝐷𝑎𝑎,𝑒𝑒𝑒𝑒𝑒𝑒
               (13) 

where δa and δc are anode and cathode thickness 
respectively. pa and pc represent the pressure of anode and 
cathode, respectively. Da,eff and Dc,eff are the effective mass 
diffusion coefficients at anode and cathode. 

2.1 j-V curve validation 

The pSOFC experimental data of Iwahara is used for 
validation of j-V curve [17]. The thickness of electrodes 
and electrolyte are 50 μm and 500 μm respectively. The 
proton conductivity is acquired from Potter and Baker 
[18]. Fig. 2 depicts good estimation of the j-V 
characteristics of pSOFC operated under normal 
atmospheric conditions at 800 °C, 900 °C, and 1000 °C. 

 

 

Fig. 2. Comparison between theoretical modeling results 
and experimental data. 

 

Fig. 3. The IT-pSOFC hybrid system model on (a) initial 
design (system A), (b) with water separator (system B), 
and (c) with HTM (system C). 

2.2 System simulation model  

The IT-pSOFC hybrid system efficacy is simulated 
by using Matlab/Simulink/Thermolib. Thermolib is a 
simulation toolbox to design and evaluate thermodynamic 
systems using Matlab/Simulink software. Fig. 3 shows the 
schematic of the hybrid system configurations (system A, 
B and C) designed for this study. In this systems, the 
reactants are compressed to 2 atm and preheated prior 
supply to pSOFC stack. The unreacted fuel and air from 
exhaust of pSOFC stack flows into an afterburner 
followed by a methanol synthesis reactor for reduction of 
excess gas. Thereafter, the gas flows around pSOFC to 
control the stack temperature between 550-650 oC. 
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Further, water is heated using hot gas for the heat recovery 
and enhancement of efficiency of the system. The system 
parameters of this study are shown in Table 1. The 
following conditions are assumed to simplify the analysis 
of system: 

1. Steady state system 

2. Gases are ideal gases 

3. Uniform stack temperature 

The modeling of each component is described in the 
further sections. 

Table 1. Operating and system parameters for 20 kW IT-
pSOFC hybrid system. 

System parameter value 

Fuel stoichiometric ratio 
(Stofuel) 1.4 - 1.7 

Air stoichiometric ratio 
(Stoair) 3 

Operating pressure (atm) 2 

Number of fuel cells 100 

Fuel cell active area (m2/cell) 0.01 

Cell voltage (V/cell) 0.68-0.72 

pSOFC fuel utilization (%) 90 

Compressor isentropic 
efficiency (%) 70 

Heat recover efficiency (%) 90 

Inverter efficiency (%) 92 

2.3 Compressor 

The compressor delivers the required outlet pressure 
with low-pressure inlet flow. It estimates the 
thermodynamic state of outlet flow along with the 
necessary mechanical power consumption of a 
compressor at a given isentropic efficiency. The enthalpy 
difference in isentropic change of states to actual enthalpy 
difference is isentropic efficiency. 

ηisentropic =  Δḣisentropic
Δḣ

                  (14) 

2.4 Methanol synthesis reactor 

Methanol is one of the most common organic 
chemicals. Its main uses include the production of 

formaldehyde, synthetic resins, pharmaceuticals, and 
pesticides. In this study, residual hydrogen from a fuel cell 
reaction is reformed with residual methane, producing 
carbon monoxide and carbon dioxide. The methanol 
synthesis reactor uses carbon oxide, carbon dioxide, and 
hydrogen to produce methanol. This reaction improves 
system efficiency and reduces carbon: 

𝐶𝐶𝐶𝐶2 + 3𝐻𝐻2 ↔ 𝐶𝐶𝐻𝐻3𝐶𝐶𝐻𝐻 + 𝐻𝐻2𝐶𝐶 
(15) 

∆ℎ�𝑟𝑟𝑟𝑟𝑛𝑛0 =  −49.5 𝑘𝑘𝑘𝑘/𝑚𝑚𝑚𝑚𝑙𝑙 

𝐶𝐶𝐶𝐶 + 2𝐻𝐻2 ↔ 𝐶𝐶𝐻𝐻3𝐶𝐶𝐻𝐻 
(16) 

∆ℎ�𝑟𝑟𝑟𝑟𝑛𝑛0 =  −90.5 𝑘𝑘𝑘𝑘/𝑚𝑚𝑚𝑚𝑙𝑙 

2.5 Afterburner 

An afterburner combusts the fuel that remains from 
the pSOFC. The enthalpy of combustion for hydrogen is 
based on the following reaction: 

         𝐻𝐻2 + 1
2
𝐶𝐶2 →  𝐻𝐻2𝐶𝐶      ∆ℎ = −241.2 𝑘𝑘𝑘𝑘/𝑚𝑚𝑚𝑚𝑙𝑙     (17) 

2.6 Hydrogen transfer membrane (HTM) 

The hydrogen transfer membrane (HTM) uses 
proton-conducting electrolyte and transfers hydrogen ions 
to the other side of the membrane. When the HTM 
separates the hydrogen, the main driving force is the 
concentration difference between the two sides of the 
membrane. This element is not assumed to be represented 
by ideal components of energy; its gas pressure loss is 
ignored. 

2.7 Water separator 

The water separator condenses water vapor from the 
gas collected; when the tank is full of water, a solenoid 
switch drains the tank. This element is not assumed to be 
represented by ideal components of energy; its gas 
pressure drop and the power required for the solenoid 
valve switch are ignored. 

2.8 Efficiency definitions 

𝜂𝜂𝑝𝑝𝑝𝑝𝑂𝑂𝑛𝑛𝑝𝑝 =  𝑃𝑃𝐷𝐷𝐷𝐷,𝑝𝑝𝑝𝑝𝑂𝑂𝐹𝐹𝐷𝐷

�̇�𝑛×𝐿𝐿𝐻𝐻𝑉𝑉
                       (18) 

𝜂𝜂𝑠𝑠𝑠𝑠𝑠𝑠 =  𝑃𝑃𝐴𝐴𝐷𝐷,𝑁𝑁𝑒𝑒𝑎𝑎
�̇�𝑛×𝐿𝐿𝐻𝐻𝑉𝑉

                        (19) 

𝜂𝜂MeOH =  𝑛𝑛MeOH + 𝐿𝐿𝐻𝐻𝑉𝑉MeOH
�̇�𝑛×𝐿𝐿𝐻𝐻𝑉𝑉

          (20) 

where �̇�𝑙 denotes the input molar flow rate of fuel in a 
system; 𝑃𝑃𝐷𝐷𝑝𝑝 ,𝑝𝑝𝑝𝑝𝑂𝑂𝑛𝑛𝑝𝑝  denotes the output power of the stack 
calculated from direct current of pSOFC; 𝑃𝑃𝐴𝐴𝑝𝑝 ,𝑁𝑁𝑐𝑐𝑎𝑎  denotes 
the overall system power, which is the summation of AC 
output of pSOFC AC, the low heat value of the methanol 
product, and the power consumption of compressor;  
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3 Results and discussion  

In this study, three systems with a same SOFC stack 
is used for simulation. The performance of SOFC in all 
the systems is proportional to the stack temperature as the 
conductivity of electrolyte increases with rise in 
temperature. The three proposed hybrid systems A, B, and 
C in this study are shown in Fig. 3. In system A, the H2O 
present in outlet gases of SOFC anode might decrease the 
methanol reactor efficiency with a reverse reaction as 
shown in the equation (15). So, a H2O separator is used 
between the SOFC and the input of methanol reactor in 
system B. The H2O separator obstructs H2O entering the 
methanol reactor, thereby favors in higher methanol 
forming. The higher temperature of inlet gases in SOFC 
and methanol reformer favors the maintenance of higher 
temperature of systems. This might favor in higher 
efficiency of the system. So in system C, a hydrogen 
transport membrane (HTM) is used at the inlet of SOFC. 
The outlet gases of reformer after separation from HTM 
are passed through cathode side of SOFC as a cooling 
media for maintenance of SOFC temperature. Also, the 
temperature of gas increases before it is fed into methanol 
reactor. The H2O in the high temperature gaseous passed 
through SOFC for heat exchange is separated by H2O 
separator before fed into methanol reactor. The effects of 
H2O separator, HTM and temperature of inlet gases on the 
performance of SOFC and methanol reactor will be 
explained further.  

3.1 SOFC stack efficiency 

In this study for SOFC operation, the stoichiometry 
of fuel (Stofuel) is varied from 1.4 to 1.7 with a constant 
stoichiometry of air (Stoair) as 3. In general, Stoair of 3 is 
usually preferred in the operation of SOFC stack. The 
stack efficiency of SOFC is seen in Fig. 4(a) is calculated 
using the equation (18). It can be clearly seen from Fig. 
4(a) that the stack efficiency decreases with increase in 
Stofuel. The unconsumed fuel with higher Stofuel decreases 
the efficiency of SOFC. From Fig. 4(a), it can be seen that, 
the stack efficiency of system C is little higher at 1.4 and 
1.5 Stofuel compared to system A and B. The fuel inlet for 
SOFC in system C is pure H2 as it passes through the 
HTM.  

3.2 Methanol reactor efficiency 

The excess gases from SOFC anode are fed to the 
methanol reactor. The unconsumed H2 from the SOFC is 
used for methanol production. So, the efficiency of 
methanol production increases with increase in the Stofuel 
as seen in Fig. 4(b). But, the system B and C shows higher 
methanol production compared to system A. Whereas, 
system C shows higher production compared to system B. 
System B shows higher production compared to system A 
as the reverse mechanism mentioned in equation (15) is 
obstructed with presence of H2O separator as shown in Fig. 
3. Whereas, in system C, the temperature of the gases fed 
to methanol reactor is higher compared to system B. Also, 
pure H2 gas is fed to the methanol reactor in system C 

compared to the hydrocarbon gas system A and B. So, the 
methanol production in higher in system C compared to 
system A and B. 

 

Fig. 4. Effects of Stofuel on (a) stack efficiency, (b) 
methanol reactor efficiency, and (c) system efficiency. 
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3.3 System efficiency 

The overall system efficiency comprises of pSOFC 
output power and the methanol production. The system 
efficiency of A, B, and C is shown in Fig. 4(c). In system 
A, the efficiency of system is approximately 36.5-39%, 
which is lower than the stack efficiency (shown in Fig. 4 
(a)), because of the lower methanol production. The 
methanol production efficiency for system A is 
approximately 6% (Fig. 4(b)). When the efficiency of 
methanol production cannot offset the energy losses of 
other components, the system efficiency declines (Fig. 
4(c)). However, in system B, the system efficiency 
increases by 38% compared to system A with increase in 
the methanol production efficiency from 6% to 22%. The 
system efficiency of system B increases with rise in the 
methanol production and Stofuel compared to system A. 
This system efficiency with rise in Stofuel is in accordance 
with the equation (20). The system efficiency of system C 
is 14.8% higher compared to system B. Also seen in Fig. 
4(b), the highest methanol production of 31 % is observed 
for system C in comparison to system A and system B. 
Thus, the large yield of methanol and net output of system 
compensates the losses and increases the efficiency of 
system C. 

3.4 Methanol reactor input gases 

3.4.1 H2O mole fraction 

H2O separator is used in system B and D for 
obstructing the reverse reaction hindering the methanol 
production as mentioned in equation (15). Thus the 
increase in methanol production is observed in Fig. 4(b) 
and as explained in the previous section. The decrease in 
mole fraction of H2O with the presence of H2O separator 
at the input of methanol reaction can also be observed 
from Fig. 5(a). 

3.4.2 H2 mole fraction  

The production of H2 depends on the efficiency of 
steam methane reformer (SMR). The efficiency of SMR 
depends on the temperature of reforming. The 
temperature of the reformer also depends on the 
waste/recycled heat fed to the SMR in the system. The 
excess gases from the methanol reactor are fed to the 
burner for generation of heat. The heat generated in burner 
is fed to the SMR for temperature maintenance. The 
obstruction of water vapor into the methane reactor has 
increased the production of methanol and the temperature 
of outlet gases from methanol reactor. The higher 
temperature of methane reactor outlet gas with low 
amount of water vapor fed the burner increases the 
temperature of the outlet gas of burner. Thus the high 
temperature is maintained in burner. Further using the 
burner outlet gas for SMR temperature maintenance 
increases the efficiency of SMR in system B compared to 
system A. The excess fuel fed to SOFC stack is the input 
for methanol reformer. Thus, the H2 mole fraction for 

system B is higher compared to system A. Whereas in 
system C, the passing outlet gases of SMR (except H2) 
favors the higher temperature maintenance of methanol 
reformer compared to system B. So, the efficiency of 
SMR in system C > system B > system A. Also, the higher 
mole fraction of unused H2 from SOFC stack is available 
for methanol reactor as seen in Fig. 5(b).    

 

Fig. 5. Effects of Stofuel on methanol reactor inlet 
parameters (a) H2O mole fraction, and (b) H2 mole 
fraction. 

3.5 Carbon reduction 

In this study, the behavior of intermediate-
temperature pSOFC hybrid systems is investigated. Low 
carbon emission is one of the advantages of a fuel cell. 
The extra H2 is recovered and combined with carbon to 
prepare methanol, which further reduces the carbon 
emission from integrated systems. In this study, the 
proportion of carbon reduction depends on the system 
parameters. The amounts of carbon reduction in system 
A, B and C are 2.6%-7.3%, 17.1%-28.8%, and 25.9%-
39.6%, respectively, as shown in Fig. 6. The methanol 
production tends to increase when extra unconsumed fuel 
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enters the methanol reactor. To find the reason of lower 
methanol production efficiency in system A, the mole 
fraction of H2O is analyzed in the methanol reactor inlet. 
As seen in Fig. 5(b), the mole fraction of H2O is 
approximately 51%-60%. According to equation (15), 
excessive H2O is unfavorable for the chemical reaction, 
and results in poor methanol production efficiency.  

 

Fig. 6. Effects of Stofuel on carbon reduction property of 
systems.  

Table 1. The comparison of carbon reduce proportion. 

Power plant CO2 emission (kg/kWh) 

System A 0.571 

System B 0.402 

System C 0.358 

However, the H2O separator is used to raise the 
methanol production efficiency in system B. As shown in 
Fig. 5(a), the mole fraction of H2O is only approximately 
1.5% in system B and C; As a result of using H2O 
separator, the methanol production efficiency and carbon 
reduction is increased in system B and C. The carbon 
reduction in system C is 25.9%-39.6%, which is 
approximately 8.8%-10.8% higher than that of system B. 
Hence, system C performs excellent carbon reduction 
with higher methanol production (Table 2). System C has 
the largest carbon reduction, and the highest economic 
benefits; therefore, system C is preferable compared to the 
other systems.  

4 Conclusions  

The behavior of IT-pSOFC hybrid system is studied 
in this work. The hybrid system comprises of a pSOFC 
stack, a methanol production reactor, and heat exchangers. 
Heat exchangers are used for waste heat recovery from the 

burner. The system performance is explored using 
Matlab/Simulink/Thermolib. Different Sto values are 
used to control the flow rates of air and hydrogen. Sto 
values for hydrogen in this study varies between 1.4-1.7. 
The benefit of carbon reduction is dependent on methanol 
production. Avoiding the presence of water vapor with H2 
dramatically increases the methanol production efficiency. 
In addition, HTM, which was used to increase stack 
efficiency and control the temperature of stack chamber 
and reformer, further improves the benefit of carbon 
reduction. 
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Abstract. Investigations of the application of classical methods of dynamic state estimation on the data of a 
real power system for the purposes of optimal control have been carried out. A modern feature of state 
estimation for a large power system is that data from the SCADA system are fed to the calculation subsystem 
with a fairly small frequency. It is shown that the use of classical methods of dynamic state estimation for 
such problems is limited. The study was carried out using the ergodic theory of a dynamical system. 

1 Introduction  

The diversification of the energy sector in the Russian 
Federation and the subsequent forced digitalization were 
the catalyst for the creation of an intelligent energy system 
in Russia. Such an electric power system (EPS) contains 
a significant number of elements, the mode of which is 
stochastic in time. This is due to the large number of local 
control devices, the algorithm of which is not defined at 
the power system level. Along with this, in distribution 
networks, the problem of optimal control is become even 
more complicated due to the small number of measuring 
devices and significant uncertainty of measurements. To 
solve the problems of operational and emergency control, 
a mathematical model of the current state of electric grid 
is used. 

At the same time, for the problem of optimal control, 
and especially for the problem of automatic optimal 
control, a reliably functioning state estimation algorithm 
[1] is required that works without human intervention. 

In static state estimation, one uses the relationships 
between physical parameters of the single steady state, but 
there is additional information about the change in these 
parameters over time. This information ca n be used 
by applying dynamic state estimation algorithms. At the 
same time, the practical application of dynamic state 
estimation algorithms for optimal control purposes 
encounters computational difficulties. In this paper, an 
attempt is made to investigate the possibility of using 
existing dynamic state estimation. This information can 
be used by applying dynamic state estimation algorithms 
on a model of a sufficiently large power system using real 
telemetry received from a SCADA system. 

2 State estimation problem statement  

In a static formulation, the assessment of the EPS state is 
the calculation of the parameters of the state, carried out 
on the base of  SCADA measurements 𝑦𝑦�.  

𝑦𝑦� = �𝑃𝑃𝑖𝑖 ,𝑄𝑄𝑖𝑖 ,𝑃𝑃𝑖𝑖𝑖𝑖 ,𝑄𝑄𝑖𝑖𝑖𝑖 ,𝑈𝑈𝑖𝑖 , 𝐼𝐼𝑖𝑖 , 𝐼𝐼𝑖𝑖𝑖𝑖� 
The measurements vector includes: modules of nodal 

voltages Ui, generation of active Pi and reactive power Qi 
in nodes, power flows of active Pij and reactive power Qij 
through overhead lines and transformers, less often 
currents at the ends of overhead lines Iij and nodal 
currents Ii, some integral characteristics of the mode. To 
obtain nodal injections, in addition to measurements of 
loads and generation power, pseudo-measurements are 
used. 

The task of state estimation is to find such estimates 
of the measured parameters y(x) that are closest to the 
measured values y�. The sum of the weighted squares of 
the deviations of estimates from measurements is most 
often used as a criterion for proximity [2]. 

𝐽𝐽 = [𝑦𝑦� − 𝑦𝑦(𝑥𝑥)]𝑇𝑇𝑅𝑅𝑣𝑣−1[𝑦𝑦� − 𝑦𝑦(𝑥𝑥)] 
where 𝑅𝑅𝑣𝑣−1 is a diagonal matrix of weight coefficients 
whose elements are inverse to the variances of 
measurements characterizing their accuracy. 

Estimates must satisfy the electrical circuit equations: 
𝑤𝑤(𝑦𝑦(𝑥𝑥), 𝑥𝑥)  = 0 

The result of state estimation is the state vector 
𝑥𝑥� = �𝑈𝑈�1,𝑈𝑈�2, … ,𝑈𝑈�𝑛𝑛, �̂�𝛿1, �̂�𝛿2, … , �̂�𝛿𝑛𝑛�

𝑇𝑇 (1) 
This vector contains the estimated voltages and its 

angles for each node. n – the total number of nodes in the 
model of the electrical grid. 

Within the framework of the problem of dynamic state 
estimation, the system is usually considered to be Markov. 
The change in the state vector of system (1) is considered 
in the form of the following Markov process: 
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𝑥𝑥𝑖𝑖 = 𝐹𝐹(𝑥𝑥𝑖𝑖−1)+�𝑈𝑈�1,𝑈𝑈�2, … ,𝑈𝑈�𝑛𝑛 , �̂�𝛿1, �̂�𝛿2, … , �̂�𝛿𝑛𝑛�
𝑇𝑇
 

To predict weakly variable components of the system 
state vector 𝑥𝑥 for a short period of time, a dynamic state 
estimation is used based on a modification of the Kalman 
filter. 

The Kalman filter is a classic dynamic state estimation 
method. The essence of the Kalman filter is as follows. 
Suppose there is a time-varying parameter. The law of its 
change is known only with a certain error, so that: 

𝑥𝑥𝑖𝑖+1 = 𝑥𝑥𝑖𝑖 + 𝑢𝑢(𝑥𝑥𝑖𝑖) + 𝜉𝜉𝑖𝑖 , 
where 𝑢𝑢(. ) is the assumed law of variation of 𝑥𝑥, 𝜉𝜉𝑖𝑖 is an 
uncertain value. Also, at each time step (starting from the 
first), there are actual measurements of the predicted 
parameter 𝑧𝑧𝑖𝑖+1 = 𝑥𝑥𝑖𝑖+1 + 𝜂𝜂𝑖𝑖+1, containing the 
measurement error. 

The idea behind the Kalman filter is that to get the best 
approximation to the proper value of 𝑥𝑥𝑖𝑖+1, one need to 
choose a compromise between measuring 𝑧𝑧𝑖𝑖+1 and 
inaccurate prediction 𝑥𝑥𝑖𝑖 + 𝑢𝑢(𝑥𝑥𝑖𝑖). The measurement is 
assigned a weight of 𝐾𝐾𝑖𝑖, and the predicted value is 
assigned 1 − 𝐾𝐾𝑖𝑖 , respectively. The Kalman coefficient 
changes at each iteration and is found by iteratively 
minimizing the squared prediction error 

𝐸𝐸(𝑒𝑒𝑖𝑖+12 ) =
𝜎𝜎𝜂𝜂2�𝐸𝐸(𝑒𝑒𝑖𝑖2) + 𝜎𝜎𝜉𝜉2�
𝐸𝐸(𝑒𝑒𝑖𝑖2) + 𝜎𝜎𝜉𝜉2 + 𝜎𝜎𝜂𝜂2

 

and the error-minimizing value of the Kalman coefficient 
on the next iteration 

𝐾𝐾𝑖𝑖+1 =
𝐸𝐸(𝑒𝑒𝑖𝑖+12 )
𝜎𝜎𝜂𝜂2

, 

where 𝜎𝜎𝜂𝜂2 is the variance of the measurement error, and 𝜎𝜎𝜉𝜉2 
is the variance of the model error. 

For the nonlinear model 𝑢𝑢(𝑥𝑥𝑖𝑖), an extended Kalman 
filter is used [3, 4] or faster methods that approximate 
nonlinearity, such as the Sigma-point Kalman filter 
(Unscented Kalman Filter), based on the same-name 
Unscented transformation. 

A modern feature of state estimation for a large power 
system is that data from the SCADA system is fed to the 
calculation subsystem with a fairly small frequency. In the 
power system under consideration, the snapshots of 
measurements is formed at the 30-minute boundary. If 
there is WAMS, you can get consistent data much more 
often. In this case, the status evaluation period can be 
shortened to 10 seconds. However, for the purposes of 
automatic optimal control, when the problems of 
emergency management are not considered, the formation 
of a snapshots at the 30-minute boundary and, 
accordingly, the state estimation may be quite sufficient. 

The use of classical methods of dynamic state 
estimation [5] on 30-minute snapshots of measurements 
obtained from SCADA, as shown by calculations, was not 
effective. Indeed, the change in load showed a chaotic 
nature. Fig. 1 shows the change over two days of the 
measured active load power and its estimates using a 
static state estimation algorithm. On the ordinate axis, the 
sequential number of the snapshot (half-hour) is deferred. 
Changes in values are given for a single node, but the 
nature of changes is similar for most load nodes in the 
network. 

 

Fig. 1. Measured and estimated load in one of the grid nodes. 
 
Similar chaotic behavior is observed in voltage and 

power flow measurements (Fig. 2, Fig. 3). 
As a result of applying the Kalman filter with a linear 

or moving average model, we get a mode with a greater 
error than with static state estimation. In this case, there is 
either a delay and a roughen of the state (Fig. 4), or in 
some cases there is a outage of the computational stability 
of the algorithm. This behavior is explained by the fact 
that the error of the model 𝜉𝜉𝑖𝑖 significantly exceeds the 
measurement error 𝜂𝜂𝑖𝑖+1. 

 

 
Fig. 2. Measured voltage. 

 

 
Fig. 3. Measured power flow. 

 
In order to understand the possibility of creating an 

adequate model for predicting the process of changing 
sates parameters over time, the ergodic theory [6, 7] of 
dynamic chaos was applied. The process of changing 
states was considered as a dynamic system with an 
unknown control law. 
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Fig. 4. Lag of the value filtered by Sigma-point Kalman filter. 
X – measured value, Xkf – filtered value. 

 
To study the behavior of a system in the vicinity of an 

arbitrary trajectory, we use Lyapunov exponents that 
characterize the degree of stretching and compression in 
the phase space of the system's motion (changes in its 
parameters) along stable and unstable directions (5). 

 

Fig. 5. The trajectory of the system is 𝛾𝛾. 𝑊𝑊𝑆𝑆 is a stable 
manifold, 𝑊𝑊𝑈𝑈 is an unstable manifold of the system's 
trajectories (the figure is taken from [7]). 

 
Let the dynamics of the system be given by a system 

of differential equations: 
�̇�𝑥 = 𝑓𝑓(𝑥𝑥(𝑡𝑡), 𝑐𝑐), (2) 

where 𝑥𝑥 is a vector of dynamic variables that depend on 
time 𝑡𝑡, and 𝑐𝑐 is a set of non-changing parameters. 
Consider the typical phase trajectory 𝑥𝑥(𝑡𝑡) of the system 
(2) and the trajectory close to it: 

𝑥𝑥1(𝑡𝑡) = 𝑥𝑥(𝑡𝑡) + 𝜉𝜉(𝑡𝑡). 
The function that defines Lyapunov exponents is 

written as: 

Λ(𝜉𝜉) = lim
𝑡𝑡→∞

1
𝑡𝑡
𝑙𝑙𝑙𝑙

|𝜉𝜉(𝑡𝑡)|
|𝜉𝜉(0)| 

(3) 

For 𝜉𝜉(0) → 0, the values of function (3) are a vector 
with a dimension equal to the dimension of the phase 
space 𝑙𝑙: 

Λ(𝜉𝜉) = {𝜆𝜆1, 𝜆𝜆2, … , 𝜆𝜆𝑛𝑛}. 
If Λ(𝜉𝜉) does not contain positive values, then there is 

no chaotic component and the evolution of the system is 
completely predictable. 

Obtaining the law of changing of the state parameters 
in time in the form (2) is impossible due to the complexity 

of the system under consideration. Therefore, it is 
necessary to apply the method of reconstructing a 
dynamic system from the available measurements using 
Takens' theorem. This theorem substantiates the 
possibility of reconstructing a strange attractor of a 
chaotic dynamical system from a sequence of 
measurements of one of its parameters taken at equal time 
intervals 𝜏𝜏: 

Z = {𝑧𝑧(𝑡𝑡0), 𝑧𝑧(𝑡𝑡0 + 𝜏𝜏), … , 𝑧𝑧(𝑡𝑡0 + (𝑚𝑚 − 1) ∙ 𝜏𝜏)}. (4) 
This approach to the analysis of time series was 

mathematically substantiated in the work of F. Takens [8, 
9]. Reconstruction of the entire d-dimensional phase 
space (embedded space) from measurements of one 
variable is possible due to the fact that all variables of the 
state vector of the system are tied up in a general nonlinear 
process. 

The maximum Lyapunov exponent is defined as: 

λ𝑚𝑚𝑚𝑚𝑚𝑚 = lim
𝑡𝑡→∞

lim
𝜀𝜀→0

1
𝑡𝑡

ln�
|𝑧𝑧(𝑡𝑡) − 𝑧𝑧𝜀𝜀(𝑡𝑡)|

𝜀𝜀
�. 

To determine the maximum Lyapunov exponent based 
on a finite series of measurements (4), we use the 
algorithm proposed by Rosentein [10]. Consider the 
representation of time series data as a trajectory in a 
reconstructed nested space. Individual trajectories of the 
system movement in the reconstructed space fluctuate 
along the main trend determined by the Lyapunov 
exponent spectrum. Then we can consider the distance 
Δ0 = |𝑧𝑧(𝑡𝑡0) − 𝑧𝑧𝜀𝜀(𝑡𝑡0)|, as a deviation that should grow 
exponentially over time such that Δ𝑡𝑡 ≈ Δ0𝜀𝜀𝜆𝜆𝑡𝑡. In this case, 
𝜆𝜆 will be equal to the maximum Lyapunov exponent. The 
spectrum of Lyapunov exponents is calculated as: 

λ𝜏𝜏(𝑡𝑡) = lim
𝜀𝜀→0

1
𝜏𝜏

ln�
|𝑧𝑧(𝑡𝑡 + 𝜏𝜏) − 𝑧𝑧𝜀𝜀(𝑡𝑡 + 𝜏𝜏)|

𝜀𝜀
�. 

If the spectrum λ𝜏𝜏(𝑡𝑡) shows a linear increase with the 
same slope for most of the trajectories, then this slope can 
be taken as an estimate of the maximum Lyapunov 
exponent λ𝑚𝑚𝑚𝑚𝑚𝑚 (Fig. 6). 

 

 
Fig. 6. Determination of the maximum Lyapunov exponent. 

 
As the measurements by which the maximum 

Lyapunov exponent is determined, it is necessary to take 
the variable from the state vector of the system that is most 
influenced by other variables of the system. This will be 
the voltage value on the high-voltage buses remote from 
the buses, on which the voltage is maintained by the 
regulators. 
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To determine the Lyapunov exponents, the TISEAN 
library of nonlinear time series analysis was used [11]. 

The maximum Lyapunov exponent for the power 
system under consideration, determined from the power 
system state vector, is λ𝑚𝑚𝑚𝑚𝑚𝑚 = 2,238. Thus, the chaotic 
behavior of the dynamic system is confirmed. 

Given the chaotic behavior of the system, it is 
important to understand whether it is possible to predict 
the behavior of a chaotic system and what data set is 
needed to perform an adequate prediction. The rate of 
generation of new information in a number of 
measurements can be related to the rate of growth of 
distances in the space of measurements according to the 
work of Pesin [12]. The rate of information generation can 
be estimated by the value of the average mutual 
information: 

𝐼𝐼𝐴𝐴𝐴𝐴 = �𝑃𝑃𝐴𝐴𝐴𝐴(𝑎𝑎𝑖𝑖 , 𝑏𝑏𝑖𝑖) log2 �
𝑃𝑃𝐴𝐴𝐴𝐴(𝑎𝑎𝑖𝑖 , 𝑏𝑏𝑖𝑖)
𝑃𝑃𝐴𝐴(𝑎𝑎𝑖𝑖)𝑃𝑃𝐴𝐴(𝑏𝑏𝑖𝑖)

�
𝑚𝑚𝑖𝑖,𝑏𝑏𝑖𝑖

, 

where 𝑎𝑎𝑖𝑖 is an event from set 𝐴𝐴, 𝑏𝑏𝑖𝑖 is an event from set 𝐵𝐵, 
𝑃𝑃𝐴𝐴(𝑎𝑎𝑖𝑖) is the probability of an event from the set 𝐴𝐴, 𝑃𝑃𝐴𝐴(𝑏𝑏𝑖𝑖) 
is the probability of an event from the set 𝐵𝐵, 𝑃𝑃𝐴𝐴𝐴𝐴(𝑎𝑎𝑖𝑖 , 𝑏𝑏𝑖𝑖) is 
the mutual probability of events. 

If we take measurements 𝑧𝑧(𝑡𝑡) observed at times 𝑡𝑡 as 
the set of events 𝐴𝐴, and measurements 𝑧𝑧(𝑡𝑡 + 𝜏𝜏) as events 
of the set 𝐵𝐵, then from the function of the average mutual 
information, we can determine the parameters of the 
series that are optimal for predictions measurements. So, 
to select the optimal discretization of measurements in 
[13], the first minimum of the function is found: 

С(𝜏𝜏) = �|𝑧𝑧(𝑡𝑡) − 𝑧𝑧|̅|𝑧𝑧(𝑡𝑡 + 𝜏𝜏) − 𝑧𝑧|̅
𝑡𝑡

, 

𝑧𝑧̅ =
1
𝑙𝑙
�𝑧𝑧(𝑡𝑡)
𝑛𝑛

𝑡𝑡=1

 

With a predetermined measurement discreteness (as it 
is in the system under study), the size of the measurement 
vector 𝑙𝑙 used for forecasting can be varied: 

min
𝑛𝑛

 С(𝑙𝑙) =

⎩
⎪
⎨

⎪
⎧�|𝑧𝑧(𝑡𝑡) − 𝑧𝑧̅||𝑧𝑧(𝑡𝑡 + 𝜏𝜏) − 𝑧𝑧̅|

𝑡𝑡

𝑧𝑧̅ =
1
𝑙𝑙
�𝑧𝑧(𝑡𝑡)
𝑛𝑛

𝑡𝑡=1

 

From the above calculations (Fig. 7), it can be seen 
that the first clear minimum appears after the 30th 
measurement snapshot, which, with a measurement 
frequency of 30 minutes, approaches the archive depth of 
one day. Thus, to obtain an adequate forecast in the model 
function, it is necessary to use more complex models than 
linear or moving average, which are often used in the 
Kalman filter. 

As rightly noted in [14], the application of dynamic 
state estimation using the Kalman filter is limited by a 
slow change in the mode parameters and a forecasting 
horizon of up to 1 min. Thus, the field of application of 
the dynamic state estimation proposed in [14] and similar 
works is limited to the automatic control of power plants, 
including for the purpose of emergency control. 

 

 

Fig. 7. Determination of the maximum Lyapunov exponent. 
 
For the purposes of optimal control, a model is 

required that provides a forecast for a time of the order of 
a day. Such a model can be models based on artificial 
neural networks. Moreover, there are two options for 
using such models: 

• direct use to obtain a forecast; 
• use as a model of system behavior in 

dynamic state estimation using the Kalman 
filter. 

The second variant of ANN application involves the 
use of a nonlinear Kalman filter, in particular, a sigma-
point filter. 
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Abstract. A stochastic approach has been implemented to account for multimodality to optimize the 
operating conditions of electrical systems. On the basis of the algorithm for optimization of the instantaneous 
mode and the stochastic model of the load graphs, a mathematical model of the generalized reduced 
gradient was obtained. The practical implementation of the algorithm was carried out due to its low labor 
intensity. 
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1. Introduction  

Optimal reactive load compensation (RLC) in the grids of 
electrical systems (ES) can significantly increase the 
efficiency of their functioning. The problem solving here 
requires taking into account the aggregate of steady-state 
modes (multimoding), obtaining and analyzing the integral 
parameters of this aggregate, such as energy loss in the 
system, ranges and diagrams of voltages and reactive 
power changes in its nodes. Direct optimization of each 
mode separately, generalization and analysis of economic 
and mode characteristics of the aggregate of modes 
dramatically complicates the problem at hand, making it 
excessively cumbersome and time-consuming. Against 
this background, the most productive is the gradient 
methods, proved themselves in operational problems, 
using the probabilistic-statistical (stochastic) approach, 
which allows solving problems more strictly than 
deterministic approaches [1]. A statistical model for 
accounting the set of steady-state modes [2, 3] combined 
with a generalized reduced gradient (GRG) method [4, 5] 
are the basis of the developed optimization method. The 
basic principles for solving the problem of optimal RLC in 
terms of the minimum loss of electric energy (EE) is given 
below. 

2. Statistical Model of Electrical Loads 

The optimal RLC is formulated as a nonlinear 
mathematical programming problem [4]; it belongs to the 
stochastic optimization since loads of the ES nodes are 
random variables. The stochastic approach of 
taking into account multimoding [2, 3], caused by the 
change in electric loads, is implemented based on an 
analytical model of load changes which is obtained 
through factor (component) analysis [6, 7]. Electrical loads 

modelling on the basis of factor analysis allows identifying 
common and most stable patterns of changing the 
configuration of load curves, compressing the information 
regarding the multimoding through a small number of 
generalizing factors with their subsequent application of 
them when calculating the EE losses and other integral 
parameters.   

The load diagrams modelling using the principal 
component analysis is as follows. Based on a 
representative sample N of initial load diagrams, we 
determine a moment correlation matrix (MCM) and select 
М of maximum eigenvalues iλ and their corresponding 

eigenvectors iυ . These values determine the main factors 
– generalized (orthogonal) load diagrams (GLD): 

1 1
G

N N

kj ki ij ki ij
i i

P Qυ υ
= =

′ ′′= ∆ + ∆∑ ∑  dj ,1= , Mk ,1= ,           (1)  

where: kiυ′ , kiυ′′  are the components of  eigenvector kυ  

of MCM; ijP∆ , ijQ∆  are  components  j of the centered 

diagrams of active iP  and reactive iQ   of the loads of 
node  i   with d intervals of constancy. 

The modelling GLDs are a set of statistically 
independent basis vectors oriented so that each of them 
reflects most of the connection of the initial aggregate of 
load diagrams and contributes most to the variance of the 
initial variables. Like eigenvectors, GLDs are orthogonal 
(statistically independent), uncorrelated (unrelated) 
quantities. They attribute the properties of linearity and 
additivity to the models, the statistical method, and the 
whole process of multimoding modelling. Analysis of the 
GLD configurations for various realizations of the random 
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process of changing the loads showed the presence of 
statistical stability of these factor models, i.e. proximity of 
the numerical characteristics of the corresponding GLDs 
of various samples of the original diagrams. 

This statistical transformation of MCM helps simulate 
fairly accurately the original curves of electrical loads ijP  

and ijQ   using known mathematical expectations iMP  

and iMQ  and simulated deviations of loads from 
mathematical expectations in the form of M-linear 
combinations of statistically stable GLD:  

1
G

M

ij i ki kj
k

P MP υ
=

′= +∑ ;    
1

G
M

ij i ki kj
k

Q MQ υ
=

′′= +∑ ,                            

Ni ,1= ,     dj ,1= .                          (2) 
Such a representation of the loads turned out to be 

effective since obtaining model (2) of acceptable accuracy 
needs only to take into account up to the first three or four 
GLDs (М << N), which reflect up to 85–95% of the total 
variance of the initial loads. The modelling error for the 
interval values of unknown load curves by models (2), 
being in the range of ± (2–15) %, is not a crucial factor for 
determining the integral characteristics since its influence 
decreases as a result of stepwise (iterative) refinement of 
pseudo-average loads and, accordingly, load diagrams 
models in the combined algorithm for determining these 
parameters. 

The solution for optimal RLC is based on taking into 
account the entire set of modes in the form of their integral 
characteristics, primarily EE losses, which are a target 
criterion for solving the operational problem with 
determining the optimal load of existing reactive power 
sources. 

  

3. Statistical modelling of the set of 
steady-state modes [2, 3]  

The general expression of the EE load losses in the ES 
with m-branches is basically determined by accurate 
summing (integrating) of power losses Р∆  at all time 

intervals t∆  (in all modes) of calculated period  Т  
according to the classical expressions: 

       𝜟𝜟Еll = 𝟑𝟑∑ 𝑹𝑹𝒋𝒋 ∫ 𝑰𝑰𝒋𝒋𝟐𝟐(𝒕𝒕)𝒅𝒅𝒕𝒕𝑻𝑻
𝟎𝟎

𝒎𝒎
𝒋𝒋=𝟏𝟏 =

                   ∑ ∫ 𝜟𝜟Р𝒋𝒋(𝒕𝒕)𝒅𝒅𝒕𝒕
𝑻𝑻
𝟎𝟎

𝒎𝒎
𝒋𝒋=𝟏𝟏 = ∑ ∫ 𝜟𝜟𝑷𝑷𝒊𝒊𝒋𝒋(𝒕𝒕)

𝑻𝑻
𝟎𝟎 𝒅𝒅𝒕𝒕𝑵𝑵+𝟏𝟏

𝒊𝒊,𝒋𝒋 ≈
                   ∑𝑵𝑵+𝟏𝟏

𝒊𝒊,𝒋𝒋 ∑ 𝜟𝜟𝑷𝑷𝒊𝒊𝒋𝒋𝒊𝒊𝒅𝒅
𝒊𝒊=𝟏𝟏 𝜟𝜟𝒕𝒕𝒊𝒊.                                          (3) 

The EE load losses are the sum of the main component 
М𝜟𝜟𝜟𝜟 determined for the average loads mode, and the 
variance component 𝝈𝝈𝜟𝜟𝜟𝜟 which takes into account the 
deviation of the loads from the average values: 

2

1 1
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where  )δ,( MVMP∆ , )( jiVVk , )δ( jiVk , )δδ( jik  are 
power losses, correlation moments calculated for moduli 
MV and phases Mδ of the voltages at the point 
corresponding to the mathematical expectations of the 

loads; 
ji VV

P
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, 
jiV

P
δ
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ji

P
δδ

2

∂∂
∆∂  – second derivatives of 

the expression of power losses with respect to the 
corresponding variables, they have been calculated 
relevantly to the same point; N – the number of nods in the 
circuit without a slack bus. 

The main component of EE losses is determined by 
calculating the steady-state mode (SSM) for average loads 
with high reliability. The greatest difficulty is a complete 
and simple calculation of the multimoding when 
calculating the variance component, which is a critical 
factor in the EE loss analysis in general. 

   The EE loss expression (4) is featured by the 
correlation moments of moduli V and phases δ of the 
voltages, which form the MCM of the voltages, which are 
obtained on the basis of a system of equations written 
similarly to the linearized equations of nodal voltages 
(NVEs):                              
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where ΔР i, ΔQi, ΔVi, Δδ i – deviations of active, reactive 
powers, moduli, phases of nodal voltages from their 
mathematical expectations. 

         Since the deviations of the voltages and wattages 
from their mathematical expectations are approximately 
related by the NVE system (5), the centered random 
parameters (variations of the voltage phases and moduli)

iδ∆ , iV∆ , same as iP∆ , iQ∆ , similarly to (2) are 
formulated by linear combinations of GLD: 

1
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=
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G
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ij i ki kj
k

Mδ δ γ
=

′= +∑ Ni ,1= , dj ,1= .  (6) 

 After substituting deviation of the mode parameters 
from expressions (2) and (6) into the system (5), 
coefficients kiki γ,γ ′′′ , modeling the deviations of the 
phases and voltage moduli from the average values are 
calculated from equations equivalent to the system of 
linearized NVEs: 

[ ] kiki

kiki

J
γ υ

γ υ

   ′ ′
   × =
   ′′ ′′  

, Mk ,1= , Ni ,1= ,      (7) 

where ki kiυ γ′ ′ , ,ki kiυ υ′ ′′  are determined with initial 
(reconstructed) load diagrams and GLD according to (2) as: 
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The stochastic model of load diagrams (1)-(2), (6)-(8) 
allows expressing the MCM elements of voltages and 
wattages with modeling coefficients 

1
(δ δ ) γ γ
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i j ki kj
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Similar to (9) for the elements, MCMs of wattages are: 
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Considering the correlation moments for moduli and 
phases of voltages (9), the EE load losses (4) are: 
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Analysis of the accuracy of calculating the EE losses 
by the statistical testing with  2-4 GLD made for samples 
of test circuits of power grids with 35, 110, 220 kV, a small 
number of nods (up to 10), and real-world 6–220 kV 
circuits of power grids within the Krasnoyarsk energy 
system with up to 25 nods, resulted in finding that these 
expressions allow to compute load losses with acceptable 
accuracy: considering significance level of 0.95 for the 
samples, the average error in calculating EE losses for test 
circuits was 𝜹𝜹𝒂𝒂𝒂𝒂 = –(1,2÷1,7) % with σ2 scattering up to 
0.70, and 𝜹𝜹𝒂𝒂𝒂𝒂 ±(0,25÷0,45) % with σ2 scattering up to 0.64 
for real-world circuits. 

EE losses of idle running   TN  of transformers with 
T
ig  conduction are specified in the initial and optimal 

modes in accordance with the obtained voltage diagrams  
(6): 
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∆ = ≈ ≈∑ ∑∑ ∑∫ . (12)           

Linear system of equations in SSM (5), factor 
transforming (1), load model (2) and relations (6) – (12), 
expressing deviations of dependent variables (δ, V) and 
their second moments through the corresponding 
characteristics of independent variables (P, Q), 
collectively form a statistical model for the SSM analysis 
and ES multimolding analysis.  

Finding the integral characteristics through the 
stochastic method (7) - (12) does not require interval 
calculations of the modes; it comes down to one 
calculation of the SSM of the electrical system for average 
loads and an additional solution of three to four systems of 

linear equations (7) with the implacable Jacobian matrix, 
which drastically simplifies calculations of multimoding 
and EE losses in general, in comparison with direct d-
calculations of the SSM (3) over the intervals for averaging 
the electrical load diagrams. The method allows to 
calculate electric power losses and other integral 
characteristics with accuracy and reliability sufficient for 
practice. Moreover, in comparison with the deterministic 
methods, the tolerance to random errors increases. EE load 
losses can be calculated via any algorithm computing the 
SSM which can be supplemented by blocks for 
determining (7), (8) of the modulating coefficients

, ,ki kiυ υ′ ′′  and kiki γ,γ ′′′  , which usually make the analysis 
only,

 
20 – 40 %  more laborious. 

4. Mathematical model for stochastic 
optimization of modes 

The basis of the model is the multimode-based GRG 
constructing apparatus with the statistical accounting of 
multimoding [8, 9]. While solving the operational 
problem, we define the minimum of the objective function 
of the total EE losses (11), (12) under the balance nonlinear 
equality constraints (NVEs) for the mathematical 
expectation of mode parameters, and simple inequality 
constraints  

maxmin
iii QQQ ≤≤ , Gi ,1= ;  maxmin

iii VVV ≤≤ , Ni ,1= ,  (13) 

where G is a number of nods with sources of reactive 
power (RP).    

Еру constraints (13) all be applied to the entire time 
interval, i.e. for each mode, which should be controlled in 
two ways:  

1) modelling with GLD for RP (2) and voltages (6) at 
each optimization step and checking compliance with the 
constraints (13);  

2) calculating of design ranges for variation of the 
considered parameters, which, considering variances (9), 
(10), are determined by Chebyshev's inequalities: 
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Considering antisymmetric (biased) function of 
distribution density of Vi, Qi , the values of kβ, ensuring 
the minimum error of the interval analysis on average up 
to 5–10 %, is justified for the range: 

55,145,1min −=βk ,  65,155,1max −=βk  with a 

significance level of β= 0,90. 
 Dependent (basic) X  and independent regulated)

Y  variables that make up the general vector are the key 
parameters for forming array expression for determining 
the reduced gradient, and the expectations of mode 
parameters and active constraints (13) are as 
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follows:

 �
(𝑽𝑽𝟏𝟏𝒊𝒊,𝑸𝑸𝟐𝟐𝒋𝒋) ∈ 𝒀𝒀 → 𝑽𝑽𝟏𝟏𝒊𝒊 ∈ 𝑽𝑽marg,𝑸𝑸𝟐𝟐𝒋𝒋 ∈ 𝑸𝑸perm; 𝒊𝒊 = 𝟏𝟏,𝒑𝒑; 𝒋𝒋 = 𝟏𝟏,𝒒𝒒;𝒑𝒑 + 𝒒𝒒 = 𝑮𝑮; 𝒊𝒊 ≠ 𝒋𝒋;
(𝑽𝑽𝟐𝟐𝒊𝒊,𝜹𝜹𝒋𝒋,𝑸𝑸𝟏𝟏𝒍𝒍) ∈ 𝑿𝑿 → 𝒊𝒊 = 𝟏𝟏,𝑵𝑵−𝒑𝒑; 𝒋𝒋 = 𝟏𝟏,𝑵𝑵; 𝒍𝒍 = 𝟏𝟏,𝒑𝒑,

�

                                                                                      (15) 
where 𝑽𝑽marg,𝑸𝑸perm  are a set of marginal voltages and 
admitted values of RM sources respectively; 1 and 2 are 
the indices of dependent and independent variables; p, q 
are the number of independent variables within V, Q. 

If simple constraints (13) are violated, the basic set 
changes. This means exchanging corresponding 
components between vectors 𝑿𝑿 and 𝒀𝒀.  

The following separation of variables is proposed for 
the components of eigenvectors and modeling coefficients: 
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  (16) 

In this case, a basic set change is provided only for           
the variables reflecting multimoding with the first GLD    
(М = 1). 

Using the matrixed linearized system (5), provided the 
mode is balanced for the active power (ΔР i = 0), following 
the illustrated separation of variables (16), with the 
subsequent grouping of the vectors of the dependent and 
independent variables, we obtain the system of equations 
reflecting the parameters of SSM corresponding to the 
loads expectations: 
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When constraints are inactive in (13), equations (17) 
are reduced to equations with identity matrix 
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In systems (17), (18), the following matrices are used 
to relate the dependent and independent mode parameters 
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Following the separation of variables (16), on the basis 
of expressions (2) and (5) – (7), considering pairwise 
equivalence of variables γ′  and δ, γ ′′  and V, υ′′  and Q, 
equality constraints (NVEs) taking into account 
multimolding are the most completely simulated by the 
system of equations (17) representing mathematical 
expectations of the parameters being optimized, and the 

following systems of equations considering deviations of 
parameters from mathematical expectations: 
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When inserting dependent variables (Δδ, ΔQ1, ΔV2 and 
𝜸𝜸′, 𝝊𝝊𝟏𝟏″, 𝜸𝜸𝟐𝟐″) into (17), (20) through independent variables 
(ΔV1, ΔQ2 and 𝜸𝜸𝟏𝟏″, 𝝊𝝊𝟐𝟐″) considering objective function F 
(11) and component (12) upon transition to infinitesimal 
increments of the variables, the expression of reduced 
gradient simulating loads only with the first actively 
constrained GLD (13), will be: 
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 where 𝜵𝜵п

𝒕𝒕
 is a G(1 + M)-dimensional reduced gradient 

vector with components; 𝜵𝜵𝑽𝑽𝟏𝟏
𝒕𝒕
𝑭𝑭𝜵𝜵𝑸𝑸𝟐𝟐

𝒕𝒕
𝑭𝑭 and 𝜵𝜵𝜸𝜸𝟏𝟏″

𝒕𝒕
𝑭𝑭𝜵𝜵𝝊𝝊𝟐𝟐″

𝒕𝒕
𝑭𝑭 are 

vector-rows [𝝏𝝏𝑭𝑭/𝝏𝝏𝒀𝒀], each being of total size G; 𝜵𝜵𝜹𝜹
𝒕𝒕
𝑭𝑭 and 

𝜵𝜵𝜸𝜸′
𝒕𝒕
𝑭𝑭 are N-dimensional vector-rows [𝝏𝝏𝑭𝑭/𝝏𝝏𝑿𝑿]; 

𝜵𝜵𝑸𝑸𝟏𝟏
𝒕𝒕
𝑭𝑭𝜵𝜵𝑽𝑽𝟐𝟐

𝒕𝒕
𝑭𝑭 and 𝜵𝜵𝝊𝝊𝟏𝟏″

𝒕𝒕
𝑭𝑭𝜵𝜵𝜸𝜸𝟐𝟐″

𝒕𝒕
𝑭𝑭 are vector-rows [𝝏𝝏𝑭𝑭/𝝏𝝏𝑿𝑿], each 

of total size N. In expression (22), 2N(1 + M)-dimensional 
square matrix [𝝏𝝏𝑾𝑾/𝝏𝝏𝑿𝑿]−𝟏𝟏 and 2N(1 + M)×G(1 + M)- 
dimensional matrix [𝝏𝝏𝑾𝑾/𝝏𝝏𝒀𝒀] are used. 

The modified model based on GRG method (22) allows 
stochastic optimization of the objective function F in the 
space of expectations of the modes parameters, 
eigenvectors of wattage MCM and modeling coefficients 

( , , , , , )i i i ki ki kif Q VF δ υ γ γ′′ ′ ′′=  , taking into account the ES 
multimoding in a concise form. 

   

5. Multimode-based optimal choice of 
loading RP sources  

An objective function of the total EE losses (11), (12) is 
determined by the mathematical expectations of the mode 
parameters, the components of the eigenvectors and 
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modeling coefficients: ( , , , , , )i i i ki ki kiF f Q Vδ υ γ γ′′ ′ ′′= . It 
can be minimized by means of modifying GRG method 
(13) – (22) based on the stochastic model of loads and the 
set of modes (1), (2), (6) – (10) specifying the active 
resistance of overhead and cable lines in (11) by the 
average values of current loads and ambient temperatures 
for the period under consideration. An optimization step is 
calculated as a minimum of the values determined from the 
condition for observing the constraints in the form of 
simple inequalities for the mode parameters O and V and 
by the parabolic interpolation method, provided that the EE 
loss function passes through its minimum inside the 
constraints. The mode dependent parameters enter the 
possible domain of mathematical expectations (obtaining a 
possible point of the optimization trajectory) by means of 
solving the SSM nonlinear equations through Newton's 
method. Corrections of dependent variables for average 
loads are determined from solving the systems of (17), 
(18), and variables γ′ , 1υ′′ , 2γ ′′ , which model the 
deviations of the optimized variables from the average can 
be found from the solution of linear systems (20), (21). 

The variables found during the optimization allow 
obtaining: 

1.  A criterion (objective) function of total EE losses 
and its components (the value of EE load losses (11) and 
idle running (12) in the initial and optimal states). 

2. Ranges of alteration of the optimized mode 
parameters (14) taking into account expressions (9) and 
(10) for variances. 

3. Diagrams (curves) of loading of the RP sources (2) 
and voltages (6) in the system nodes in the given time 
interval. 

 
6. The main stages of the algorithm for 
optimal compensation of reactive loads 
are as follows   

The initial data in the optimization problem are simulated 
(or initial) curves of the active and reactive powers of the 
nodes (2), presented through average loads using GLD (1). 
Reactive powers for G set of RP sources (including 
compensating devices) are the main independent variables, 
determined during the solution process and written in the 
same form in which the initial diagrams are given (2): 

       ∑
=

′′+=
K

k
kjklllj MQQ

1
Гυ ,   Gl ,1= ,  dj ,1= .          (23) 

Expressions (23) differ from similar expressions (2) in 
the fact that the diagrams (curves) ljQ  of RP generation and, 

accordingly, expectations lMQ  and coefficients klυ ′′  are 
not specified, but they are determined in the process of 
solving the optimization problem.  

The greatest optimal power of compensation at node i 
of G taking into account (14) shall be  

        iii QkMQQ σβ
maxnc += .                       (24) 

GRG-based algorithm for optimal compensation of 
reactive loads starts to work and performs each subsequent 

optimization step from a possible point ),( XYZ =  in 
accordance with the following steps: 

1. Determines a possible vector of the parameters of 
the basic electric mode corresponding to the load 
expectations for the initial (starting) point of the 
optimization search.  

2. Computes the objective function and a number of 
derivatives of the objective function and imbalance 
functions of ZФ/∂∂ , γ∂∂Ф/ , ZW/∂∂  to model the 
constraints and form the expression of the reduced gradient 
and other calculated expressions.  

3. Determines the vectors: of the reduced gradient

r∇ , the permissible directions of the optimization descent 

),( XY ∆∆=∆  with respect to the independent and 
dependent variables, and the step size λ  of external 
iterations in the selected optimization direction.  

4. Calculates a new vector of the variables as 

),(~ )1()()1()()1( +++ ∆+∆+=
k

X
kk

Y
kk XYZ λλ  at (k + 1) 

external step, which in  general is infeasible since it is 
determined by linear translation along ∆λ  vector 
relatively to nonlinear constraints of the form of SSM 
equations.  

5. Adjusts the dependent parameters V , δ , γ  to 

obtain a valid vector of variables )1( +kZ . The main part of 
this procedure is the solution of the equations of balance 
constraints as in (17) for fixed values of the RP sources and 
the further analysis of the parameters of the basic steady-
state mode with subsequent verification of interval 
constraints (13). If the resulting voltages do not satisfy the 
controlled constraints (13), it is necessary to obtain new 
values of the controlled variables (RP sources) by 
decreasing λ  step or by means of fixing the violated 
limits on the limit values (change of basis), and then re-
determine the dependent variables.  

 6. Controls of the decline of the objective function at 
(k + 1) iterative step and the fulfillment of the criteria for 
the termination of the optimization search.  

The calculation cycles for 2–6 are iterated until the 
optimum condition is satisfied i.e. the minimum of the 
objective function of the total EE losses. 

Software for optimization algorithms. These 
algorithms form the basis of ORESА stochastic 
optimization software [10] based on algorithms and 
OPRES instant mode optimization software [11].  ORESА 
is intended for optimal distributing of reactive loads of 
existing RP sources over a time interval according to the 
criterion of minimum EE losses and aims to solve the 
problems of ES optimal functioning in various mode 
planning cycles. 

 

Conclusions 

We implemented the proposed modification of the 
generalized reduced gradient method for stochastic 

85



modeling of multimode-based electrical systems. The 
program provides ranges and diagrams of loadings for RP 
and voltages changes of RP sources and other ES nodes, 
EE losses in the initial and optimal states avoiding 
analyzing and optimizing of the modes at each load 
stationarity interval. The accuracy of ORESA was assessed 
via statistical tests as a result of direct reproduction of the 
totality of typical optimal modes on a variety of circuits of 
35–220 kV electrical grids and systems: the accuracy 
achieved for solving this particular operational problem 
was sufficient for actual practices. 
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Development of Methods for Research of Electric Power System 

Flexibility  

Anna Glazunova, Elena Aksaeva 
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Abstract. This paper presents deterministic methods developed to study the flexibility of an electric power 

system. They rely on the proposition that an electric power system is flexible if power balance is maintained 

at a considered time. These methods are aimed at determining the combination of the largest loads, which, 

when exceeded a little, disturb power balance at studied nodes. The paper presents two methods: brute-force 

optimization and nonlinear optimization. Results obtained using the first method are taken to be a reference 

for verification of nonlinear optimization output. 

 

1 Introduction 

In terms of control of an electric power system (EPS), the 

flexibility of the EPS that has generating equipment with 

specific maneuverability characteristics is closely related to 

its ability to maintain frequency and voltage in the system 

under uncertainty and variability [1]. Thermal and 

hydroelectric power plants, which can quickly ramp up and 

ramp down the load, provide the flexibility of the EPS on 

the generation side. A variety of load management 

techniques that have emerged owing to the development of 

new technologies solve the flexibility problem on the 

demand side. With the adoption of wind and solar farms, 

energy storage is becoming an important tool for ensuring 

flexibility. 

A prerequisite for ensuring the EPS flexibility is 

operating reserves available in the system. The considered 

reserves or sources of flexibility are:  

1. Operating reserves [2], [3], [4]. 

2. Demand management [5]. 

3. Energy storage systems [6]. 

Reserve is used in the case of an unplanned increase or 

decrease in load. A large number of sources of variable 

generation (wind, solar) in the EPS require the placement of 

upward and downward reserves [2]. Authors of [3] provide 

an overview of the operating reserves used in the USA and 

Europe. In [4], a methodology for determining the minimum 

required reserves of Russia’s EPSs is given. 

Demand-side management is applied to adjust 

residential load [5], service sector load [6], and industrial 

load [7].  

Energy storage devices are used to store and deliver 

power during a certain time. Energy storage technologies 

are based on different physical principles. The following 

classification of energy storage devices is given in [8]:  

 Mechanical: flywheels, hydraulic accumulators, 

pneumatic accumulators. 

 Electric: capacitors and supercapacitors. 

 Electrochemical: storage batteries, hydrogen fuel cells, 

nano-ion cells. 

Author of [9] describes Superconducting Magnetic 

Energy Storage (SMES), which stores energy in a magnetic 

field created by direct current in a coil with zero electrical 

resistance, cooled below a characteristic critical 

temperature.  

Researchers in many countries are studying the issues of 

the flexibility margin, presence, and absence in the power 

system. There are currently probabilistic and deterministic 

methods for determining flexibility. 

In [11], a deterministic method was proposed to 

determine the largest variation range of uncertainties at 

which the power system remains flexible for a specified 

time within acceptable cost. The flexibility metric is 

calculated by comparing the obtained range with the target 

range. In [10], the flexibility residual, which is the 

difference between the available flexibility and the expected 

load ramps is calculated for each observation and horizon. 

Then, the probability that the residual flexibility will be less 

than zero is determined, which means the probability of 

insufficient resources in the system. In [11], the flexibility 

of thermostatically controlled loads (TCLs) when integrated 

into system-level operation and control is calculated. The 

authors propose a geometric approach to modeling the 

aggregate flexibility of TCLs. The set of valid power 

profiles of individual TCLs is represented by a polyhedron. 

Aggregated flexibility is calculated as the Minkowski sum. 

The authors developed an optimization algorithm for 

approximating polynomial by homotheties of a given 

convex set represented by a virtual battery model. 

87



The insufficient ramping resource expectation (IRRE) 

metric to estimate flexibility is calculated in [12]. For each 

direction and time horizon, a probability distribution of 

IRRE is formed. 

This paper presents deterministic methods developed to 

study the EPS flexibility. The structure of the paper is as 

follows. The second section discusses modeling the 

flexibility of EPS facilities and modeling the archive of 

loads. The third section presents the ideas of methods, the 

objective function of calculating the maximum loads and 

constraints. The fourth section provides a detailed 

description of the methods for calculating flexibility. The 

fifth section presents the research results. The sixth section 

is the conclusion.  

2 Modeling the flexibility of EPS elements 
and load archive 

Model of generator flexibility of a conventional station 

The flexibility available from each generator is determined 

by the power that can be generated over the considered time 

horizon and is calculated by the formula [12] 

)*)1((*
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Sbt
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 ,   (1) 

where 
i

V is load ramp time (MW/min), t is the 

considered time horizon, 
i

S is the start-up time 

(hour), b is the binary on-line variable when a generator is 

on 1b .  

Model of battery flexibility 

The flexibility available from the battery is determined by 

its state of charge. If the battery is charged within the 

specified limits 

max
)(

min
SOCtSOCSOC  ,  (2) 

then the power output is calculated by the formula: 

𝐹𝐵 = 𝑃𝑚𝑎𝑥 ,    (3) 

otherwise: 

𝐹𝐵 = 0 .    (4) 

Model of system flexibility 

System flexibility is determined as total flexibility available 

from all units of flexibility 
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where m is the number of generators at conventional 

stations, n is the number of batteries. 

Modeling of load archive 

The load at each given node i is calculated by the formula 

[13]: 

𝑃𝑖(𝑧𝑖) = 𝑧𝑖𝑃𝑖
𝑚𝑖𝑛 + (1 − 𝑧𝑖)𝑃𝑖

𝑚𝑎𝑥  ,  (6) 

where 10  iz , 𝑃𝑖
𝑚𝑎𝑥is the upper limit of load at node i, 

𝑃𝑖
𝑚𝑖𝑛 is the lower limit of load at node i. 

The archive of loads is formed according to the following 

algorithm: 

1. Set the minimum and maximum values of the active 

load. Form vectors 𝑃𝑚𝑖𝑛 and 𝑃𝑚𝑎𝑥 , 𝑃𝑚𝑖𝑛 =

(𝑃1
𝑚𝑖𝑛 , 𝑃2

𝑚𝑖𝑛 … 𝑃𝑙
𝑚𝑖𝑛 … 𝑃𝑅

𝑚𝑖𝑛),  𝑃𝑚𝑎𝑥 =
(𝑃1

𝑚𝑎𝑥 , 𝑃2
𝑚𝑎𝑥 … 𝑃𝑙

𝑚𝑎𝑥 … 𝑃𝑅
𝑚𝑎𝑥), where R is the number of 

given load nodes.  

2. Set vector z ),...,...,( 21 Ri zzzzz  . Specify the number 

of steps N, which determines the size of the archive. 

Calculate the step of changing the load by the formula 

Nstep /1 .    (7) 

Initial condition:  z= (0) is the zero vector, k =1 is the step 

number. 

3. Calculate the value of load by (6). 

4. If 𝑘 = 𝑁 ∗ 𝑅 , go to item 7, otherwise 1 kk , go to 

item 5. 

5.  Calculate 
1kz  by 

stepzz kk 1 .   (8) 

6. Go to item 3. 

7. Determine all possible load values. 

8.  The end. The result is a modeled archive of loads
LOADP , the dimension of the archive is ][ RL  where 

R
NCL   . 

3 The idea of the methods. Objective 
function and constraints 

This paper presents deterministic methods based on the 

proposition that an EPS is flexible if a power balance is 

maintained at the considered time. An increase in the load 

leads to a decrease in the flexibility of the system, this is 

why one of the key points in the analysis of the EPS 

flexibility is the availability of information about the 

maximum possible loads. The developed methods are aimed 

at determining the combination of maximum loads which, 

when exceeded a little, disturb the power balance at the 

studied nodes.  

The objective function is the maximum sum of the 

differences between the predicted and simulated loads at 

nodes with uncertainty over a given time. It is written as 

follows:  

∑ (�̄�𝑖 − 𝑃𝑖(𝑧𝑖))𝑟
𝑖=1 = ∑ ∆𝑃𝑖(𝑧𝑖)

𝑟
𝑖=1 → 𝑚𝑎𝑥    (9) 

where r is the number of nodes with uncertainty.  

88



For clarity of presentation of the constraints used to solve 

this problem, all nodes are divided into three types: 

 Uncontrolled nodes. Generator nodes where control 

actions are not performed or load nodes at which there is no 

uncertainty 𝑃𝐶𝑂𝑁𝑆𝑇; 

 Controlled nodes. Generator nodes where the control 

actions 𝑃𝐶𝐴 are performed; 

 Nodes with uncertainty. Load nodes at which power 

changes. 

The constraints are as follows: 

0 jP ,   (10) 

𝑃𝑖−𝑗 < 𝑃𝑖−𝑗
𝑚𝑎𝑥 ,   (11) 

𝑃𝑖
𝑚𝑖𝑛 < 𝑃𝑖

𝐶𝐴 < 𝑃𝑖
𝑚𝑎𝑥  ,  (12) 

10  iz ,   (13) 

where in (9) iP  is the forecast (pseudo measurement) of 

active power at node i, which has uncertainty; )( ii zP  is 

the relationship between active power and value z, which is 

responsible for a change in the value of power at node i. 

Constraint (10) is the power balance at node j (any type of 

node), or the power balance at EPS, (11)  is the constraint 

on line transfer capability; 𝑃𝑖−𝑗
𝑚𝑎𝑥  is the capability limit of 

transmission line i-j, (12) limits the range of control actions 

at the controlled node, (13) is a constraint on the parameters 

of optimization. 

4 A detailed description of the developed 
methods 

The paper presents two methods for determining flexibility:  

1. Brute-force optimization. 

2. Nonlinear optimization. 

4.1 The brute-force optimization 

The brute force optimization is used to process all 

combinations of possible loads in EPS to determine load 

combinations that, when slightly exceeded, make the 

system inflexible. 

The brute force optimization algorithm is described below. 

1. Start. The vector of injections is  𝑃 =

(𝑃𝐶𝑂𝑁𝑆𝑇 ,  𝑃𝐶𝐴 ,  𝑃𝐿 ). Calculate a load flow solution (LFS). 
Lref PP   , where 

LP is a load at the nodes with 

uncertainty at a given time. Initial conditions are 
refrab PP  ; 1i . 

2. Perform the control action  𝑃𝐶𝐴 according to )(iPLOAD
 

3. Form the vector of injection 𝑃 =

(𝑃𝐶𝑂𝑁𝑆𝑇 ,  𝑃𝐶𝐴 ,  𝑃𝐿𝑂𝐴𝐷(𝑖)). 

4. Calculate a load flow solution. 

5. If the process has converged, go to the next step. 

Otherwise, go to step 9. 

6. Check the constraints (formulas 10-13). 

7. If the constraints have been satisfied, go to the next step. 

Otherwise, go to step 9. 

8. Compare the vectors 

))(()(
refLOADrefrab PiPPP  . When the condition is 

met, save the vector )(iPLOAD
, )(iPP LOADrab  . Use 

Euclidean distance and distance of Chebyshev to compare 

the two vectors.  

9. If 1 ii . i L , go to step 10, otherwise, go to step 

2. 

10. The end. The result: 𝑃𝐿𝑂𝐴𝐷(𝑖) is a combination of the 

largest loads in EPS, which are possible under the given 

conditions.  

4.2 Nonlinear optimization 

Nonlinear minimization refers to the problem of nonlinear 

programming and is performed in Matlab. As a result, the 

values of optimization parameters used for the calculation 

of active power 𝑃𝑖
𝑐𝑎𝑙𝑐  at the nodes with uncertainty are 

determined. In this study, the optimization parameter is z 

(formula (6)). Therefore, the objective function (9) and 

constraints (10), (11) should be written using the parameter 

z. Constraint (12) is taken into account by the objective 

function. 

The objective function. 

Each element of (9), taking into account (6), can be written 

as: 

𝛥𝑃𝑖(𝑧𝑖) = 𝑃𝑖 − 𝑃𝑖 (𝑧𝑖) = �̄�𝑖 − 𝑃𝑖
𝑚𝑎𝑥 + 𝑧𝑖(𝑃𝑖

𝑚𝑎𝑥−𝑃𝑖
𝑚𝑖𝑛) =

𝐷𝑖 + 𝐹𝑖𝑧𝑖    (14) 

iii DPP  max  ,   (15) 

 iii FPP  minmax .   (16) 

𝐷𝑖 ,  𝐹𝑖 remain the constant values during the optimization 

process. 

The objective function can be written as follows   

𝐷𝑖 + 𝑧𝑖𝐹𝑖+. . . 𝐷𝑅 + 𝑧𝑅𝐹𝑅 + 𝑧𝑟𝐹𝑟 → 𝑚𝑎𝑥  (17) 

and after excluding all constant values it has a compact 

form: 

∑ (−𝐹𝑖𝑧𝑖)
𝑅
𝑖=1 − 𝐹𝐴𝑧𝐴 → 𝑚𝑎𝑥.   (18) 

Constraints 

After some transformation, power balance in EPS 

∑ 𝑃𝑖
𝑢𝑛
𝑖=1 + ∑ 𝑃𝑗

𝑛−𝑢𝑛
𝑗=1 (𝑧𝑗) = 0   (19) 

can be written as follows  

∑ 𝐹𝑗 𝑍𝑗
𝑛−𝑢𝑛
1 = ∑ 𝑃𝑗

𝑚𝑎𝑥  + ∑ 𝑃𝑖
𝑢𝑛
1   𝑢−𝑢𝑛

1  , (20) 

where n is the number of nodes in EPS, un is the number 

of uncontrolled nodes.  
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Building the balance and transmission constraints, 

which are needed to ensure that all state variables be within 

their limits, requires the values of power flows in the lines. 

In this study, power flows in the lines are calculated using 

the PTDF (power transfer distribution factor) method [15].  

PTDFs describe how active power flows in lines are 

changed if power injection at the node is increased or 

decreased.  

The power transfer distribution factor in the line limited 

by nodes i, j is calculated in advance as follows  

𝑘𝑖−𝑗 = 𝛥𝑃𝑖−𝑗/𝛥𝑃𝐴(𝑧𝐴),    (21) 

𝛥𝑃𝐴(𝑧𝐴) = ∑ 𝛥𝑃𝑖
𝑅
𝑖=1 (𝑧𝑖) ,   (22) 

where AP  is an increase (decrease) of the active power at 

the node, where the control action is performed jiP is an 

increase (decrease) of the active power flow in line i-j, iP  

is an increase (decrease) of active power at the node with 

uncertainty. 

For the problem of nonlinear optimization, the coefficients

jik   are the initial data. 

The power balance at nodes with uncertainty is 

compiled as a balance of power increments 

𝛥𝑃𝑖 + ∑ 𝛥𝑃𝑖−𝑗
𝐺
𝑗=1 = 𝑏,  (23) 

𝛥𝑃𝑖−𝑗 = 𝛥𝑃𝐴(𝑧𝐴)𝑘𝑖−𝑗.  (24) 

where AP is an increase (decrease) of active power at node 

A,  jiP  is power flow increments, G is the number of 

adjacent nodes, b is convergence tolerance. Given (14), 

(24), the constraint at node i is written as: 

𝐹𝐴𝑍𝐴 ∑ 𝑘𝑖−𝑗 +
𝑔
𝑗=1 𝐹𝑖𝑍𝑖 + (𝑃𝑖 − 𝑃𝑖

𝑚𝑎𝑥) ∑ 𝑘𝑖−𝑗 = 𝑏𝐺
𝑗=1   .(25) 

Active power flows in lines are monitored according to (11) 

𝑃𝑖−𝑗 + 𝑘𝑖−𝑗∆𝑃𝐴(𝑧𝐴) < 𝑃𝑖−𝑗
𝑚𝑎𝑥    (26) 

when transferring constant values to the right-hand side 

(taking into account (14) for i = A), constraint (26) has the 

form 

𝐹𝐴𝑘𝑖−𝑗𝑧𝐴, < 𝑃𝑖−𝑗
𝑚𝑎𝑥 − 𝑃𝑖−𝑗 − 𝑘𝑖−𝑗(𝑃𝐴 − 𝑃𝐴

𝑚𝑎𝑥) . (27) 

4.3 Determination of EPS flexibility  

The flexibility of EPS is determined as follows: 

 

𝐹𝑆 = ∑ (𝑃𝑖
𝑐𝑎𝑙𝑐𝑅

𝑖=1 − 𝑃𝑖
𝑓𝑜𝑟𝑒𝑐

).   (28) 

where 𝑃𝑖
𝑐𝑎𝑙𝑐 is a calculated (simulated) value of the active 

load at node i; 𝑃𝑖
𝑓𝑜𝑟𝑒𝑐

 is a forecast of active load at node i. 

If  

𝐹𝑠 > 0, 

 then EPS is flexible. 

5 Case study 

5.1 Describing a test scheme and scenario 

1 2

3 4

5

 

Fig.1. Test scheme 

Calculations are performed using a scheme consisting of 

5 nodes and 5 lines (figure 1). Nodes 3 and 4 are the nodes 

with uncertainty. Node 1 stands for a wind farm. Node 5 is 

a battery. Node 2 (conventional plant) is a controlled node 

where control actions are power generation required to 

ensure balance in the EPS, given the forecast of generation 

from the wind farm and the power supplied by the battery. 

Nodes 1 and 5 are considered to be uncontrolled. 

The calculations are performed according to the scenario: it 

is necessary to determine a combination of the largest loads 

at nodes 3, 4 four minutes ahead with known: 

 forecasts of load values at nodes 3 and 4 (𝑃𝑓𝑜𝑟𝑒𝑐), which 

are assumed to be the lower load limits; 

 forecast of active power output at the wind farm; 

 forecast of active power output at the battery; 

 maximum load values, which are the upper load limits; 

 maximum value of active power generation at node 2; 

 capacity limits of transmission lines. 

It is assumed that it takes 4 minutes for the entire available 

reserve at the conventional plant to be switched on and that 

the battery produces maximum power. 

Table 1. Initial data (MW). 

Number 

of nodes 

𝑷𝒎𝒂𝒙 𝑷𝒎𝒊𝒏 𝑷𝒇𝒐𝒓𝒆𝒄 

1    

2 32 20 20 

3 37 23 23 

4 23 13 13 

5    

The flexibility of a 5-node EPS is calculated by two 

methods: the brute-force optimization and non-linear 

optimization. The results of the first method are taken to be 

a reference. 

5.2 The brute-force optimization applying 

Using this method, the vector of active loads is determined 

among 900 pre-created vectors that differs as much as 

possible from the forecasted loads when the following 

constraints are met: iteration convergence tolerance is 0.05 

MW (0.05 MVAr), the upper limit of power generation at 
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node 2 is 32 MW, active power flows in all lines should be 

within transfer capability. The difference between the two 

vectors is measured by the Euclidean distance and the 

Chebyshev distance. As a result of applying this method, the 

load flow solution with the maximum possible loads at 

nodes 3 and 4 is calculated. Figure 2 shows the values of 

active power injection which are the results of the 

calculation of three load flow solutions:  the obtained loads 

at nodes 3 and 4 are equal to the forecast loads (Steady 

state); the obtained loads at nodes 3 and 4 are the maximum 

loads according to Euclidean distance (SSeuclidean) and  

Chebyshev distance (SSchebyshev), respectively. 

 

Fig. 2. The active power injections 

5.3 Nonlinear optimization applying 

Solving the problem which applies the nonlinear 

optimization, developed in Matlab, can be divided into 

several steps. 

Step 1. Calculate coefficients (𝑘𝑖−𝑗) according to (21). 

Step 2. Describe the objective function and constraints in 

the equivalent forms which are suitable for the programs, 

developed in Matlab.  

The objective function 

(�̄�2 − 𝑃2(𝑧2)) + (�̄�3 − 𝑃3(𝑧3)) + (�̄�4 − 𝑃4(𝑧4)) → 𝑚𝑎𝑥 

(29) 

in an equivalent form is written as follows: 

−𝑧2𝐹2 − 𝑧3𝐹3 − 𝑧4𝐹4 → 𝑚𝑎𝑥.  (30) 

Similar transformations are performed for constraints. 

EPS active power balance: 

𝑃1 + 𝑃2(𝑧2) + 𝑃5 − 𝑃3(𝑧3) − 𝑃4(𝑧4) = 0   (31) 

is: 

𝐹2𝑍2 + 𝐹3𝑍3 + 𝐹4𝑍4 = 𝑃3
𝑚𝑎𝑥 + 𝑃4

𝑚𝑎𝑥 − 𝑃2
𝑚𝑎𝑥 − 𝑃1 − 𝑃5  

(32) 

Active power balance at nodes 3,4  

𝛥𝑃3 + 𝛥𝑃3−1 + 𝛥𝑃3−4 = 0,  (33) 

𝛥𝑃4 + 𝛥𝑃4−2 + 𝛥𝑃4−3 = 0,  (34) 

are transformed into the equations:   

𝐹2𝑍2(𝑘3−1+𝑘3−4) + 𝐹3𝑍3 = (𝑃3 − 𝑃3
𝑚𝑎𝑥) + (𝑃2 −

𝑃2
𝑚𝑎𝑥)(𝑘3−1+𝑘3−4) + 𝑏  .  (35) 

𝐹2𝑍2(𝑘4−2+𝑘3−4) + 𝐹4𝑍4 = (𝑃4 − 𝑃4
𝑚𝑎𝑥) + (𝑃2 −

𝑃2
𝑚𝑎𝑥)(𝑘4−2+𝑘3−4) + 𝑏  .  (36) 

Transmission constraints 

𝑃𝑖−𝑗 + 𝑘𝑖−𝑗∆𝑃2(𝑧2) < 𝑃𝑖−𝑗
𝑚𝑎𝑥     (37) 

are transformed into the following inequalities:  

𝐹2𝑘1−2𝑧2, < 𝑃1−2
𝑚𝑎𝑥 − 𝑃1−2 − 𝑘1−2(𝑃2 − 𝑃2

𝑚𝑎𝑥) , (38) 

𝐹2𝑘1−3𝑧2, < 𝑃1−3
𝑚𝑎𝑥 − 𝑃1−3 − 𝑘1−3(𝑃2 − 𝑃2

𝑚𝑎𝑥) , (39) 

𝐹2𝑘1−5𝑧2, < 𝑃1−5
𝑚𝑎𝑥 − 𝑃1−5 − 𝑘1−5(𝑃2 − 𝑃2

𝑚𝑎𝑥) , (40) 

𝐹2𝑘2−4𝑧2, < 𝑃2−4
𝑚𝑎𝑥 − 𝑃2−4 − 𝑘2−4(𝑃2 − 𝑃2

𝑚𝑎𝑥) , (41) 

𝐹2𝑘3−4𝑧2, < 𝑃3−4
𝑚𝑎𝑥 − 𝑃3−4 − 𝑘3−4(𝑃2 − 𝑃2

𝑚𝑎𝑥) . (42) 

Optimization parameters constraints are: 

0 ≤ 𝑧2 ≤ 1,   (43) 

0 ≤ 𝑧3 ≤ 1,   (44) 

0 ≤ 𝑧4 ≤ 1.   (45) 

The objective function in the Matlab codes is: 

[z,fval]=fmincon(@funn,z0,ineq_l,ineq_r,A,B,zmin,zmax)

; 

Function f= funn;  𝑓 = −𝐹2𝑧2 − 𝐹3𝑧3 − 𝐹4𝑧4; initial 

approximation of  optimization parameters is :𝑧0 = [0 0 0]. 
A compact matrix formulation is used for representing 

constraints.  

Equality constraints (A, B) are: 

                A                                                    B 

 
𝐹2𝑘1−5 0 0 (𝑃2 − 𝑃2

𝑚𝑎𝑥)𝑘1−5

𝐹2(𝑘1−3 + 𝑘3−4) 𝐹3 0 �̄�3 − 𝑃3
𝑚𝑎𝑥 + (𝑃2 − 𝑃2

𝑚𝑎𝑥)(∑ 𝑘𝑖𝑗
𝐺
𝑗=1 )

𝐹2(𝑘4−2 + 𝑘3−4) 0 𝐹4  �̄�4 − 𝑃4
𝑚𝑎𝑥 + (𝑃2 − 𝑃2

𝑚𝑎𝑥)(∑ 𝑘𝑖𝑗
𝐺
𝑗=1 )

𝐹2 𝐹3 𝐹4 ∑ 𝑃𝑗
𝑚𝑎𝑥  + ∑ 𝑃𝑖

𝑢𝑛
1   𝑢−𝑢𝑛

1

  

 

Inequality constraints (L, R,) are: 

                 L                                     R 

𝐹2𝑘1−2       0
𝐹2𝑘1−3       0
𝐹2𝑘1−5      0

     0 𝑃1−2
𝑚𝑎𝑥 − 𝑃1−2 − 𝑘1−2(𝑃2 − 𝑃2

𝑚𝑎𝑥

      0  𝑃1−3
𝑚𝑎𝑥 − 𝑃1−3 − 𝑘1−3(𝑃2 − 𝑃2

𝑚𝑎𝑥) 

      0   𝑃1−5
𝑚𝑎𝑥 − 𝑃1−5 − 𝑘1−5(𝑃2 − 𝑃2

𝑚𝑎𝑥)
 

𝐹2𝑘2−4       0     
𝐹2𝑘3−4       0    

0 𝑃2−4
𝑚𝑎𝑥 − 𝑃2−4 − 𝑘2−4(𝑃2 − 𝑃2

𝑚𝑎𝑥)

0 𝑃3−4
𝑚𝑎𝑥 − 𝑃3−4 − 𝑘3−4(𝑃2 − 𝑃2

𝑚𝑎𝑥) 

Step 3. Perform optimization. The result is a vector of 

optimization parameters (z) with given constraints. 

Step 4. Interpret the results. Calculate the load values at 

nodes 3, 4, and the generation at node 2, according to 

formula (6). Figure 3 shows the active power values at 

nodes 2, 3, 4 before (SS), and after (SS max) optimization.  

Step 5. Check if the obtained state variables meet the given 

limits. If the result is negative, invalid state variables are 

assumed to be corrected. 
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Fig. 3 Active power at nodes 2, 3, 4 before (SS) and after (SS max) 

optimization 

5.4 Analysis of results 

The results obtained by the two methods are summarized in 

Table 2. The last line shows the flexibility calculated by (28) 

using different methods. Table 3 presents the values 

calculated by the formula: 

∆𝐹𝑑𝑖𝑠𝑡 = |𝐹𝑛𝑜𝑛𝑙 − 𝐹𝑑𝑖𝑠𝑡|      ,  (46) 

where 𝐹𝑑𝑖𝑠𝑡 is the EPS flexibility (𝐹𝑠 Table 2) calculated by 

the brute-force method using Euclidean distance (8.8MW) 

or Chebyshev distance (9.3MW), 𝐹𝑛𝑜𝑛𝑙  is EPS flexibility 

(12.9 MW, Table 2) calculated by nonlinear optimization. 

Table 2. Result of calculations (MW). 

 Initial data Calculated data 

Number 

of 

nodes 

Forecast 

𝑃𝑖
𝑓𝑜𝑟𝑒𝑐

 

Max 

𝑃𝑖
𝑚𝑎𝑥 

Brute force  

Pi
calc 

Nonlinear  

𝑃𝑖
𝑐𝑎𝑙𝑐 

euclid cheb 

1 13.9    

2 21 30 31 30 

3 -23 37 -23.4  -25.5 -26.9 

4 -13 25 -21.4  -19.8 -22 

5 6.2 6.2 6.2  

𝐹𝑠   8.8 9.3 12.9 

 

Table 3. Absolute difference between two values of flexibility. 

 

Difference 
∆𝑭𝒅𝒊𝒔𝒕(𝒊) (MW) ∑ ∆𝑭𝒅𝒊𝒔𝒕  (MW) 

Number of nodes  

3 4  

𝐹𝑛𝑜𝑛𝑙 − 𝐹𝑒𝑢𝑐𝑙  3.5 0.6 4.1 

𝐹𝑛𝑜𝑛𝑙 − 𝐹𝑐ℎ𝑒𝑏 1.4 2.2 3.6 

 

The active powers, which are the result of three load flow 

solution problems and the result of the nonlinear 

optimization, are shown in Figure 4. 

 

 

Fig. 4. Diagram of active power  

Analysis of the results presented in Table 2 and Figure 4 

shows that 

• Comparison of the given maximum loads (italics) with the 

maximum possible loads calculated by different methods 

(bold) shows that the loads calculated using nonlinear 

optimization are closer to the given maximum loads; 

• The flexibility of the considered EPS is 12.9 MW (formula 

28) according to nonlinear optimization, 8.8 MW and 9.3 

MW according to the brute-force method when using the 

Euclidean distance and Chebyshev distance, respectively, as 

a metric. 

Table 3 shows that the nonlinear optimization results are 

closer to the results obtained by the brute-force method in 

the case of the Chebyshev distance used as a metric (4.1> 

3.6). 

Findings have revealed that the calculation of load flow 

solution in the case where the result of nonlinear 

optimization is used as the initial data, requires that reactive 

power be added at node 3 for all variables to be within given 

limits.  

6 Conclusion 

The paper describes the methods for determining the 

flexibility of the electric power system: the brute-force and 

nonlinear optimization. In the brute-force method, the 

Euclidean distance and the Chebyshev distance are used as 

a metric for comparing the two vectors. For nonlinear 

optimization, a function developed in Matlab is used.  

The nonlinear optimization results are analyzed. The 

analysis shows that the loads calculated using nonlinear 

optimization are closer to the given maximum loads.  The 

study indicates that to ensure the reactive power balance in 

the EPS at the obtained load values, it is necessary to 

increase the reactive power at node 3. 

A comparative analysis of the results has shown that the 

reference for the verification of the nonlinear optimization 

output should be the results calculated by the brute-force 

algorithm based on the Chebyshev distance as a metric. 

An algorithm was developed to create an archive of 

loads required for the brute-force method. 
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REFORMING THE ELECTRIC POWER INDUSTRY OF 
RUSSIA: MATTERS OF CONCERN, CHALLENGES, AND 
SOLUTIONS 
 
 
Valerj Stennikov1, and Vladimir Golovshchikov1, * 
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Abstract. The results of reforms in the Russian electric power industry and the main problems facing 
the industry that hinder not only its development, but also reduce the efficiency of its operation are 
presented. The analysis of the current regulatory framework in the electric power industry is 
provided.It is shown that the ongoing process of digitalization and intellectualization of the electric 
power industry will fail to attain its full potential unless large-scale technological modernization of 
the industry is implemented, and both directions should be pursued simultaneously. The wholesale 
and retail electricity and capacity markets created, as a result of the electricity reform are of low 
efficiency and call for introducing significant changes. In order to carry out the necessary 
transformations, some priority measures are proposed to improve the state of affairs in the Russian 
electric power industry and ensure its prospective development. 
 
 
 

 
Introduction 

The problems accumulated over time in the electric 
power industry of the Russian Federation (RF), caused 
by the ongoing reform of the industry, for many years 
keep going the discussion among the academic and 
engineering community and representatives of 
authorities at various levels, from federal to municipal 
[1-10]. 

At that, both issues of conceptual nature (ways and 
methods of development of the industry, competition, 
market relations) and current issues, including 
equipment health and modernization, informatization, 
tariff formation, etc. are covered.  

At present, the process of digitalization of the 
country's economy in general and the electric power 
industry in particular is growing in intensity at the 
initiative of Russia's top leadership. Various rationales 
are given to substantiate this direction of development, 
the most common of which is that "digitalization is a 
driver of electric power industry development and a step 
towards introducing artificial intelligence into the 
industry". In recent years, almost all major events in 
Russia on the electric power industry have included in 
their agenda digitalization issues ranging from 
standardization, to cyber security, to plans for the future.  
[11, 12]. The importance of the "digitalization of the 
electric power industry" is beyond any doubt, as it can 
have a synergistic effect. With its introduction the 
possibility of moving away from predictive and 
preventive maintenance (PPM) to repairs based on the 
analysis of equipment health, which is enabled by the 

mature digital fault detection system [12], is considered. 
This will make it possible to extend the operation of a 
significant number of power facilities, whose official 
service life has already expired, by applying "risk-
oriented management". The national leader in the 
Russian Federation with respect to digitalization in the 
power industry is PJSC Rosseti that has developed and 
has been implementing "The vision statement of 
digitalization of grids for 2018-2030" with the required 
amount of investment of 1.3 trillion rubles. 

While supporting the digitalization of the electric 
power industry as a promising direction, it is necessary 
to pay attention to the existing numerous problems in the 
industry, many of which should have been solved by 
now [13]. In order to successfully implement the process 
of digitalization of the electric power industry and obtain 
the greatest effect from its results, it is necessary to solve 
a set of technical, organizational, economic, regulatory, 
and other issues. First of all, it is required to analyze the 
goals and objectives of the reform of the industry, assess 
its results, and identify the most negative aspects. On the 
basis of this analysis one is to formulate (or notably 
adjust the existing approaches) the Vision statement of 
the electric power industry operation and development, 
establish an appropriate model, and, on their basis, 
develop an appropriate strategy and specific plans for its 
implementation, which will organically incorporate the 
digitalization of the industry. 

The prime movers behind the reform of the electric 
power industry, who were part of the Russian leadership 
in the late 1990s and early 2000s, were known to rely on 
poorly studied international experience of similar 
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reforms and believed that the establishment of 
competitive relations in the industry will ensure its 
efficient development. Conceptual and legislative 
support for the electric power industry reform process at 
the first stage was provided by the following documents: 
1) Vision statement "Strategies of RAO UES of Russia" 
(Vision statement "5+5" (1998-2003 and 2003-2008). 
The main goals of the "5+5" vision statement were 
aimed at improving the financial condition of the then 
unified electric power holding company RAO UES of 
Russia. These objectives had largely been met by 2008. 
Technological development issues were unfortunately 
sidelined. Perhaps this was due to the fact that their 
urgency was significantly reduced as a result of a 
decrease in consumer demand caused by the slump in 
industrial production. However, this only pushed back 
the need for technical re-equipment of the electric power 
system and aggravated the situation under growing 
demand for electricity. The next stage of reforming the 
electric power industry was regulated by such documents 
as Resolution of the Government of the Russian 
Federation No. 526-p "On reforming the electric power 
industry" (July 2001); 3) Federal Law No. 35-FZ "On 
the electric power industry" (2003). They set the goals, 
objectives, and directions of the reform, while the 
assessment of the consequences of these objectives was 
again not carried out. As a result, despite certain 
advances, a number of anticipated results were not 
achieved.  
1. Efficient competitive markets for electricity and heat 
have been created on neither the production nor 
consumption sides. Major energy companies and 
shareholders have enjoyed significant preferential 
advantages in these markets.  
2. Cross-subsidization (between energy consumer groups 
and territories such as "Far East", "Crimea", etc.) has 
been retained. There are more and more examples of 
"the manual override" based on instructions from "the 
very top" in various areas of life in the country. 
3. The balance of interests of all players of energy 
markets is not ensured. The primary benefits were 
secured by generating and power supply companies. At 
the same time, CHP plants operating in two markets, 
those of electricity and heat, found themselves at a 
disadvantage. The peculiarities of their operation, as well 
as those of heat supply in general, were ignored during 
the reform.  
4. Efficient fuel markets for power plants have not been 
formed. Gazprom is in possession of an absolute 
monopoly in the gas market. The situation in the coal 
market is slightly better, but the monopolistic pressure is 
felt there as well. 
5. Tariffs for electricity and heat (capacity) for end 
consumers continue to grow, with rates generally 
exceeding the inflation rate. 
6. Proclaimed measures to reduce costs of generating, 
grid, and power supply companies fail to work as the 
basis for tariff reduction. 
7. The development of the electric power industry is due 
to the growth of tariffs for consumers, while market 
mechanisms (bonds, shares, etc.) are practically not 
employed. 

8. Coordination and efficient management of most of the 
country's power sector was lost after the reorganization 
of the RAO UES holding company. The fragmentation 
of the industry into many companies of different sizes 
and lack of competition has led to inefficient operation 
and development of the electric power industry. The 
energy industry is gradually losing its infrastructure 
functions, becoming a mere supplement of some 
industries and even that of some major consumers. 
9. The Ministry of Energy of the Russian Federation has 
failed to develop into a full-fledged hub of expertise and 
governance of the electric power industry (the oil and 
gas industry are at the top of the Ministry's agenda). 
10. The aging process of the main energy facilities (at 
least 60 percent on average) shows no signs of 
abatement and outpaces the ongoing efforts to modernize 
and develop the energy facilities, despite the introduction 
of such arrangements as Capacity Delivery Agreements 
(CDA) and CDA+ (for the modernization of heat power 
industry facilities), RAB regulation (Fair ROI), the 
current tariff policy, etc.  
11. The existing and constantly growing legal and 
regulatory framework governing relations in the electric 
power industry proves extremely complex and 
oftentimes inconsistent. 
12. The law enforcement practice of some important 
legal acts (e.g. Federal Law No. 261-FZ "On Increasing 
Energy Efficiency", Decree of the Government of the 
Russian Federation No. 511-r, etc.) is unsatisfactory.  
13. Constructive feedback given by the academic and 
engineering community on how to improve the situation 
in the electric power sector is received and heard by 
official authorities, but decisions are either not made or 
implemented too slowly. 

The negative results of the electric power industry 
reform (with some of them listed above) that continues 
in the sluggish fashion to this day, are due to the fact that 
the decisions made were not thought out well enough, 
with the specifics of the Russian electric power industry 
and many years of previous experience of successful 
operation of the electric power industry ignored. This 
could not but have a negative impact on results and the 
achievement of targets.  

Among the priority measures contributing to the 
overcoming of negative processes and the consistent 
transition of the electric power industry to a new 
innovative path of its development, the following should 
be highlighted: 

- Analysis and evaluation of the results of the electric 
power industry reform, including all issues discussed 
within the framework of the discussion held by the 
academic and engineering community [1, 2, 14-16]. 

- Creation of a working group to summarize the 
results of the reform and develop practical mandatory 
measures to eliminate its negative consequences [1, 2]. 

At the same time, it is necessary to start 
implementing priority measures: 
1. Ensuring that all power plants can enter the wholesale 
and retail energy and capacity markets. 
2. Consolidation of territorial (distribution) power grid 
companies on the basis of the most efficient of them, 
which is a mandatory requirement as per Decree of the 
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Government of the Russian Federation № 511-r (dated 
April 3, 2013). 
3. Providing power grid companies with an opportunity 
to carry out power sales activities based on economic 
feasibility, as there is no real competition among power 
supply companies for consumers. 
4. Consolidation of retail electricity and heat markets 
into the "Unified retail electricity and capacity market" 
that ensures a positive effect for all players of this 
market [17]. 
5. Gradual transformation of the wholesale electricity 
and capacity market into a balancing market. 
6. Formation of differentiated tariffs in the integrated 
power grid for services related to electric power 
transmission via the grids. Such tariffs should factor in 
the real costs of electricity transmission to specific 
consumers. 
7. Ensuring unconditional financial responsibility for 
quality and reliability of power supply. 
8. Embarking on the most up-to-date technological 
directions in the development of the electric power 
industry, including "digital technology", "smart power 
systems", "artificial intelligence", etc., the 
implementation of which is reasonable to launch in the 
form of pilot projects with the analysis of the results thus 
obtained and further development of the projects. 

Conclusion 

The main goals and tasks of reforming the Russian 
electric power industry, formulated more than two 
decades ago, have not been achieved. Efficient 
competitive electricity and capacity markets have been 
created on neither the production nor consumption sides. 
Hopes for attracting capital have not been fulfilled either 
as all development is carried out at the expense of 
consumers.   

For the efficient development of the industry, it is 
necessary to analyze thoroughly the results of the 
reform. Based on the analysis and taking into account the 
already available constructive feedback, one is to 
develop a new vision statement for the development of 
the Russian electric power industry, while factoring in 
both the internal situation and external trends, including 
challenges and threats. The new vision statement should 
provide guidelines for the development of the strategy of 
the Russian electric power industry and specific plans for 
its implementation. Some important and urgent 
directions can be implemented in the short term (a year 
or two) and medium term (three to five years).  
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Abstract. The article shows the relevance of hierarchical modeling in substantiating the optimal 

development of the gas industry in modern conditions. The questions of aggregation of calculation schemes 

of gas supply systems are considered. A set of mathematical models is proposed that allows us to consider it 

at three levels of the hierarchy, taking into account the improvement, refinement and detail of the information 

base being developed. Models are considered: 1) optimization of the structure of gas supply systems; 2) 

optimization of se-zone gas consumption, analysis and synthesis of reliability; 3) optimization of parameters 

of the main gas-wire taking into account reliability. 

The created information base on gas supply systems of the Russian Federation includes dynamics of 

development of demand for natural gas in the domestic and foreign markets, aggregated technical and 

technological, cost and reliability characteristics of system objects (main gas lines, fields, underground gas 

storage facilities) and forecasts of gas production. 

On the basis of mathematical models, studies of the development of multi-level gas supply systems in Russia 

for the period up to 2030 are performed: the rates and directions of development of the gas transport structure, 

commissioning of new fields and optimal gas flows through the Russian Federation are substantiated. A 

systematic assessment of the means of regulating seasonal unevenness of gas consumption and the means of 

ensuring the reliability of the North-Western district of the Russian Federation was carried out. 

1 Introduction  

The unified gas supply system (UGSS) of Russia is a 

unique system of large size, which is not equaled in the 

world. The problem of hierarchical modeling of its 

optimal development began to be studied at the end of the 

last century [1, 2], and continues to be studied now, 

including in the ISEM SB RAS [2-4]. Questions of 

multilevel modeling are also raised abroad [5-17]. 

Various tasks of forecasting the world and national 

development of gas supply systems (GSS) are solved (gas 

flow models are usually used), each at its own hierarchical 

level. There are world energy [5-7] and gas models[8-14], 

models of the European [15, 16] and national market [17]. 

Gas flows, demand, production, gas prices, and the 

necessary new capacities of gas transport corridors and 

gas liquefaction plants are projected for different 

perspectives. Information exchange of data can be carried 

out between individual models of different hierarchical 

levels. 

The size and complexity of the GSS, various aspects of 

their functioning and development make it necessary to 

consider them at different levels of the hierarchy, taking 

into account the improvement, refinement and detail of 

the information base being developed. Therefore, research 

in the field of multi-level modeling of development in the 

gas industry is an urgent task. 

The object of research is the gas industry, which includes 

gas supply systems that supply consumers with 

hydrocarbon gases – the most important raw material 

resource for obtaining chemical products and 

environmentally friendly types of energy. 

The article considers hierarchical modeling of optimal 

development of multi-level gas supply systems, including 

mathematical models of their development, models of 

reliability analysis and synthesis, and optimization of 

object parameters with regard to reliability. 

2 Aggregation of gas supply companies  

Aggregation of the calculation scheme is understood as 

modeling of the real gas supply scheme in an enlarged 

form [18]. Such a scheme should reflect the real scheme 

with a certain accuracy, preserving its required properties. 

The resulting aggregated scheme is characterized by a 

smaller number of nodes and connections, which makes it 

easier to analyze the results in order to develop the 

necessary solutions and use the information for 

calculations in mathematical models. 

The GSS is represented as a directed graph and is 

considered as a set of three sub-systems: gas sources, 

main transport networks, and consumers. 

The source objects are all enterprises that supply gas to 

the main transport network: integrated gas treatment 

plants, gas chemical complexes and underground gas 

storage facilities (UGS) that operate on gas extraction. A 
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gas producing enterprise is designated as an aggregated 

source unit, where gas production is determined by the 

total production of the fields. 

Gas main transport enterprises consist of sections of main 

gas pipelines (MG), including the linear part (LP) and 

compressor stations (CS) located on it. Aggregated multi-

line MG are represented as single-line arcs, which are 

characterized by the total capacity of gas pipelines and the 

total length of all MG going from one node to another. 

Consumer objects take gas from main gas pipelines, as 

well as UGS, if they are working for gas injection at the 

moment in question. Consumption nodes are aggregated 

on an administrative and geographical basis, with the 

Russian Federation's constituent entities serving as 

consumers. The demand for natural gas of the aggregated 

consumer is determined from the condition of equality of 

needs in the initial and aggregated schemes. 

If the CS does not match the aggregated consumer node, 

it is designated as a branch node in the diagram. This node 

is necessary to correctly reflect the main gas flows in the 

diagram. The need for gas in the branch node is not set. 

The entire need of the subject is concentrated in the 

consumer node. 

To determine the aggregated technical and economic  

characteristics of each arc and node of the aggregated 

calculation scheme, we use statistical data from PJSC 

Gazprom [19], and also take the original technical and 

economic information on existing gas production and gas 

transportation enterprises. 

The final operation for forming the design scheme is 

"gluing" all aggregated schemes into one, "gluing" is 

carried out along the boundaries of the gas transportation 

enterprises. For example, a complex multi-line UGSS 

(Fig. 1) is presented as an aggregated calculation scheme. 

Existing large-scale projects of gas transport systems are 

superimposed on the aggregated existing scheme of the 

UGSS by the years of the planned periods. Thus, a 

redundant aggregated calculation scheme is created that 

reflects the stages of development of the GSS for the 

studied perspective (Fig. 2). 

Based on the data [19], an information base is also being 

developed for multi-level modeling of the development of 

Russian gas supply systems for the period up to 2030 [4]. 

It shows the demand for gas in the nodes of the scheme, 

the upper limits on production and transport, as well as 

costs and coefficients showing the gas consumption for 

own needs and leaks. It also provides estimates of the 

dynamics of demand for natural gas in the Russian 

Federation and its export supplies (the state and prospects 

for the development of gas supply markets in the Russian 

Federation); technical and economic indicators for 

existing and new gas production enterprises and gas 

transportation systems. 

The completed methodological developments allow us to 

set and solve complex tasks for the optimal development 

of gas supply systems in the future. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Unified gas supply system. 
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Fig. 3. Models for solving problems of optimal development of gas supply systems. 

 

3 Aggregation Complex tasks of optimal 
development for the future 

Fig. 3 shows the models developed at ISEM SB RAS for 

solving problems of optimal development of gas supply 

systems and their interaction at three levels of 

consideration [4]. 

 

Model for optimizing the structure of the gas supply 

system. This network flow model allows you to find the 

optimal gas supply plan when there is a fixed demand for 

gas from consumers. It is solved at the first level of the 

hierarchy. 

The generalized flow simulation problem is written as 

follows: 

( ) min
ij ij ij ij

(i, j)

yc x k+ →  

0jiij ij
i i

ν,  j s

x , j s,tλ x

w, j t

− =
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Fig. 4. Optimal volumes of gas production and transportation for the average scenario of consumption in the Russian 

Federation and export in 2030, billion cubic meters m / year. 

 

As an optimality criterion, the minimum costs for the 

production, transport and delivery of gas to consumers are 

considered, the limitations are the production capacities 

of existing and new enterprises and the requirements to 

meet the minimum demand from consumers, provided 

that the balance of gas supply and withdrawal at the 

network nodes is maintained. This is the minimum cost 

flow problem, solved by the modified Basaker-Gowan 

algorithm [1]. 

Based on the data of the created information base, 

calculations were performed showing the optimal 

volumes of gas production and transportation for the 

average scenario of consumption in the Russian 

Federation and exports for 2020, 2025 and 2030. The 

calculation for 2030 is shown in Fig. 4, which shows the 

optimal volumes of gas production by gas producing 

enterprises and the volumes of gas flows through 

aggregated gas transmission enterprises. 

The dotted line in Fig. 4, the scheme of gas supply to the 

Northwestern Federal District was highlighted. Using this 

diagram as an example, the detailed solutions of models 

of problems of lower levels of consideration will be 

shown. 

 

A model for regulating the seasonal unevenness of gas 

consumption. Using this model, the solution obtained for 

the annual period at the top level of the hierarchy is 

detailed by seasons for summer and winter. 

 

 

 

The model is a system of linear equations and inequalities 

that consistently describe the processes of production, 

transport, storage and consumption of gas by seasons: 
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resources: fuel oil (
fd ), coal (

cd ), total capital 

investment (k) and metal (M). 
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The criterion is the minimized function of costs for 

production, transportation, storage and use of gas; the 

following expression shows the condition for equality of 

flows of production, transport, storage and consumption 

of gas; then there are restrictions on gas flows; for 

investment; on metallurgy. 

As a result of solving this problem by standard methods 

of linear programming by seasons of the year, the 

productivity of fields, gas transmission enterprises and 

underground gas storage facilities is determined. 

On the model of regulation of seasonal unevenness, a 

detailed scheme of gas supply to the North-Western 

Federal District in 2030 was calculated (Fig. 5). It shows 

rational volumes of transported gas and gas consumption 

for own needs in winter and summer periods, volumes of 

storage and use of gas in underground storage facilities 

and volumes of peak fuel use. 

 

Reliability synthesis model for a complex gas supply 

system. This detailed solution is the initial information for 

modeling the rational reliability of the GSS. For this, a 

two-stage methodological approach is proposed, in which 

the following tasks are solved [20]: 

Stage 1. Determination of equivalent reliability 

characteristics for main gas pipelines, fields and 

underground gas storages, as well as for structures storing 

gas and other fuel reserves at consumers, allowing them 

to replace gas. For this, the models for analyzing the 

reliability of GSS facilities are used. 

Stage 2. Optimization of gas supply system backup 

means. The problem of determining the optimal 

combination of redundancy methods that satisfy in each 

node of the design scheme the balances of incoming and 

outgoing mathematical expectations of the productivity of 

objects that provide consumers with volumes of gas and 

reserves of other fuel with a given reliability and given 

restrictions is formulated as follows: 
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The minimum of the objective cost function is considered 

as a criterion. Shows the balances of the arrival and 

departure of the capacities of objects with existing 

redundancy and with additional reserve funds for these 

objects, as well as taking into account reserves of reserve 

fuel. For each node, a balance of incoming and outgoing 

capacities must be observed (Kirchhoff's first law). The 

last line shows the two-way performance limits for 

objects. The problem is solved by standard linear 

programming methods. 
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Fig. 6. Optimal supply redundancy of the gas supply system of the Northwestern Federal District in the winter period of 2030. 

In fig. 6 shows the results of optimization of the system 

reliability of the Northwestern Federal District in the 

winter period for 2030, which detail the solution to the 

problem of seasonal unevenness. To ensure the actual gas 

demand in the subjects of the Northwestern Federal 

District with a supply ratio of 0.99, it is necessary to create 

additional reserve productivity in addition to the actual 

productivity of the elements, as well as reserves of reserve 

fuel for a number of consumers in the district, as shown 

in Fig. 6. 

Model for determining the optimal parameters of the main 

gas pipeline, taking into account reliability. The General 

process of selecting optimal MG parameters involves: 

1. Alternative consideration of ways of development for 

the future of the object under consideration. 

2. Analysis of its reliability. 

3. Optimal choice of a rational option based on the 

calculation of technical and economic characteristics and 

integrated reliability indicators. 

The problem of determining the rational parameters of the 

designed MG, taking into account reliability, is generally 

formulated as follows. 

Based on the average daily MG capacity (Q), its 

technical and process (T), reliability (N), and technical 

and economic performance indicators (E), the basic 

scheme of the MG and redundant final backup methods 

(r) to determine the diameters of a line for line pipes, the 

number of CSs and installed GPUs (gas pumping unit) 

that would maximize income Z from gas sales, provided 

that the specified reliability standard of P* of gas supply 

is to be complied with.   

( , , , ) max

( , , )

Z f T N E r

P y Q N r P

= →

= 
 

The average daily calculated capacity (Q) is 
determined based on the annual calculated capacity of the 
MGP taking into account the coefficient of non-
uniformity of gas consumption. For MGs without 
underground gas storage (UGS) facilities at the 
consumers' end, it is typically assumed to be 0.85, while 
for branch lines of the trunkline it is 0.75. 

Technical and process indicators (T) are as follows: 
the MG length, the list of the number of lines and 
corresponding diameters, the list of standard sizes of rated 
GPU capacity (the number of considered options for LPs 
and CSs). 

Reliability indicators (N) are understood as the rate 
of failure and recovery of LPs and GPUs. As a normative 
reliability indicator of gas pipeline P*, we take reliability 
factor Kn. Its current value (P) is the ratio of the 
mathematical expectation of performance to its rated 
value: 

[ ]
n

n

M Q
K

Q
= . 

Technical and economic indicators (e) are defined as: 

specific annual operating costs and capital investment in 

LP MG; specific annual operating costs and specific 

annual capital investment, proportional to the installed 

capacity of the compressor station; specific metal 

investment. 

As a result of solving this problem of synthesis 

(optimization) of the structural reliability of the designed 
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MG, the following parameters are determined: the number 

of pipeline threads; the corresponding optimal diameters; 

the number of CS; the number and length of linear 

sections; the number of working and reserve GPU on each 

CS; the optimal nominal capacity of the GPU; metal 

deposits in the LP. 

The number of all possible variants of the designed MG is 

equal to the product of the numbers of options LP MG and 

sizes of GPU for KS and the maximum number of backup 

units to cs, which should not exceed number of operating 

units. 

The formulated problem can be considered as a 

combinatorial optimization problem. Engineering 

research experience shows that the number of options for 

the development of the gas pipeline is relatively small, 

and all of them can be viewed by ordinary search. 

Table shows the results of parameter optimization taking 

into account the reliability of the Kovyktinskoye gas 

transmission system – Irkutsk – Beijing. 

Table. Optimization of gas transportation system parameters Kovykta GCF - Irkutsk - Beijing, with reliability factored in.  

 

Parameter Kovykta GCF - I rkutsk I rkutsk-Beijing 

Top 25 25 

Bottom 20 20 

Diameter and number of lines 
1220х2+1420 1420 

Pipeline length, km 
470 2170 

Number of CSs 
2 (3)* 16 

Number of installed GPUs 
9 6 

Number of backup GPUs 
3 3 

GPU type 
GPA-Ts-16 GPA-Ts-16 

Resulting reliability 
0.978 0.974 

Capacity of a single CS 
128.5 82.9 

Specific capital expenditures 
per 1 km, million doll. 2.35 2.32 

Net present value, mln. USD 
36,035 25,263 

Internal rate of return, % 
58.9 25.2 

Year of loan repayment 
7 7 

Metal inputs, thous. tons 
886 1634 

Conclusions 

1. Taking into account the General issues of aggregation 

of enterprises of gas supply systems, hierarchical 

modeling of optimal development is considered, namely: 

1) optimization of the GSS structure; 2) optimization of 

seasonal gas consumption, analysis and synthesis of 

reliability; 3) optimization of object parameters taking 

into account reliability. 

2. Based on the proposed method of multi-level modeling 

of the gas supply system development, optimization 

calculations were made: gas production and transport 

volumes for the average scenario of consumption in the 

Russian Federation, rational seasonal unevenness of gas 

consumption in the North-Western Federal district, gas 
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supply system reservation in the North-Western Federal 

district in winter, optimal parameters of the 

Kovyktinskoye GCM – Beijing mg. 
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Abstract. The properties of electric power systems (EPSs) are currently in the process of digital 
transformation, which should be taken into account when controlling them. Despite the numerous 
advantages of the digital transition, there are still problems with quality of the data used to control the EPS, 
and they are to a greater extent associated with the cybersecurity threats to the EPS information and 
communication infrastructure. The paper demonstrates the effect of changes in cybersecurity properties of 
the information and communication infrastructure on the quality of data streams coming from SCADA and 
WAMS, and reveals their complex interaction. The need has arisen to assess the quality of data during 
cyberattacks on systems for collecting, transmitting and processing the information. An algorithm is 
proposed to assess the quality of measurements based on the fuzzy logic. 
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1 Introduction  

The transition to the models of cyber-physical electric 
power systems (EPSs) is due to the digital 
transformation of the electric power industry, the 
interaction processes in which rest on new information 
and communication technologies, and digital models [1]. 
The cyber-physical system acquires new properties and 
distinctive features that must be taken into account to 
control it. In this context, such systems not only keep on 
facing the stability problems  in terms of cybersecurity, 
but these problems become even more pronounced in 
terms of reliability requirements because of the increased 
vulnerability to cyberattacks on the  information and 
communication subsystems [2,3]. The relevance of 
providing the EPS control with timely and reliable 
information is emphasized by the need to develop new 
methods and models for data representation  based on 
artificial intelligence technologies. 

Currently, the electric power system control is based 
on both SCADA measurements and  synchronized vector 
measurements coming from WAMS measuring devices. 
The quality of SCADA and WAMS measurements is 
crucial not only for the development of automated 
control systems but also for the smooth operation of 
EPSs. The quality of information data flows is 
understood as the degree of completeness and reliability 
of information providing the required accuracy in the 
EPS control. 

The paper proposes a method for processing 
measurement information based on the theory of fuzzy 
sets, given such cyber security requirements of the 
SCADA system and WAMS as timeliness, integrity, 
availability, and cyber resilience and confidentiality [4].  
The development of the approach involved an analysis of 

the cyber-physical system properties and the 
identification of possible cyberattacks that reduce the 
quality of information data flows. 

The paper shows that the incompleteness and 
inaccuracy of information increase due to cyberattacks 
on the SCADA system and WAMS, which can lead to 
the development and implementation of incorrect control 
actions and the adverse consequences for the EPS 
operation [4]. 

In the proposed method, an algorithm is developed to 
analyze the operating parameters based on fuzzy rules. 
This algorithm can also be used as a preliminary stage 
for data processing as a barrier to "bad" data in the state 
estimation of an EPS. 

In the proposed method, an algorithm is developed to 
analyze the operating parameters based on fuzzy rules. 
This algorithm can also be used as a preliminary stage 
for data processing as a barrier to "bad" data in the state 
estimation of an EPS. 

The use of artificial intelligence technologies in the 
analysis and processing of information flows will 
improve the efficiency of the EPS control and reliability. 

2 Digital transformation of the 
properties of cyber-physical electric 
power systems 

In Russia, as in other countries, the development of EPS 
is aimed at creating a cyber-physical system based on a 
single digital environment (CIM model), and introducing 
cybersecurity technologies and intelligent control 
methods in order to improve the reliability and 
transparency of EPS operation. 
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The CIM (Common Information Model) based on the 
ODM (Open Model for Exchanging Power System 
Simulation Data) data format allows building models of 
any complexity, which can then be converted to any 
known data format or any new data format using 
additional plug-ins. ODM is an open model for data 
exchange in the modeling of power systems. ODM is an 
international open standard for data exchange in 
modeling and calculation of EPS, which supports 
dynamic calculations [5]. Based on CIM models, the IT 
infrastructure integrating the intelligent information, 
computing, and telecommunication environments should 
provide two-way communication between the 
information-communication and process subsystems of 
the cyber-physical EPS. 

Transparency of the EPS operation requires the 
implementation of new systems for the collection, 
transmission and processing of information flows; the 
development of technologies and methods for modeling 
the studied processes and obtaining reliable real-time 
data on operating conditions for the control of EPSs. 

The transition to the intelligent control of EPSs and 
the growing needs to monitor and analyze data, call for 
digital data processing technologies based on artificial 
intelligence methods: 
- artificial neural networks and genetic algorithms; 
- logical programming; 
- ontological engineering; 
- fuzzy logic, etc. 

Despite all the obvious advantages of the 
digitalization of electric power systems, it makes them 
more vulnerable to cyberattacks, which is associated 
with a large scale (including spatial fragmentation) of the 
process part and the multicomponent nature (devices for 
collecting, transmitting and processing information at all 
levels of control) of the information and communication 
infrastructure of cyber-physical EPSs and their 
information interaction. At the level of hardware and 
software support of control, the risk of the occurrence of 
hidden threats is growing. The integration of IT 
infrastructure technologies contributes to the increase in 
the number of cyberattacks [4]. 

EPS control is based on data from the SCADA and 
WAMS. Cyberattacks aimed at the components of these 
systems or two-way data flows of information-
communication and process systems can disrupt not only 
the control functions but also cause failures in the EPS 
operation. 

The study in [4] demonstrates the effect of poor 
information quality, which results in false visualization 
of EPS operating conditions and generation of incorrect 
control actions due to cyberattacks on SCADA system 
and WAMS. Data quality analysis can determine the 
type of cyberattack and identify overlooked 
vulnerabilities. 

3 The quality of data flows of the 
SCADA system and WAMS 

The large-scale EPS monitoring  involves both SCADA 
system and WAMS, in which the measurements come 

from PMU devices. In these conditions, the EPS can be 
controlled based on 
- SCADA measurements; 
- WAMS measurements; 
- Mixed measurements. 
 Technologies of synchronized phasor measurements 
can increase the observability of the system and provide 
more accurate and timely information for control. 
 The quality of information data flows is understood 
as an extent to which the information is complete and 
reliable, which provides the required accuracy of 
solutions for control of EPS operating conditions. 
 In [6], the information for the EPS control is 
classified as follows: 
- deterministic; 
- probabilistic; 
- uncertain. 
 Deterministic information is based on the laws of 
cause and effect relationships and is conditioned by a 
numerically unambiguous specification of the types of 
equipment, its composition and rated parameters. 
 Probabilistic information describes the stochastic 
nature of a change in the operating condition, the totality 
of the electric network components, which corresponds 
to a given behavior of EPS. 
 Uncertain information is divided into four groups: 
- ambiguous; 
- unknown; 
- insufficient; 
- unreliable. 

The ambiguity of information refers to its 
multivariance due to various methods used to obtain and 
describe it. The lack of information about the 
components and operating parameters due to technical 
and physical factors leads to uncertainty. Various extents 
to which the information is unknown and insufficient 
reflect the incompleteness of information. Information 
unreliability arises when the model does not correspond 
to the modeled process, when there are measurement 
errors, data inaccuracy, etc. 

However, the joint use of SCADA and WAMS 
measurements requires that the following issues be 
solved: 
- high computational load; 
- big data; 
- weak conditionality of covariance matrices. 
 There arise serious data quality and cybersecurity 
problems that have complex interactions. A decrease in 
data quality, for example, can be a consequence of a 
successful cyberattack. At the same time, an analysis of 
data quality can determine the type of cyberattack and 
identify overlooked vulnerabilities [7]. To check the 
cybersecurity properties, it is necessary to develop 
methods for analyzing the data quality of SCADA and 
WAMS. 
 In this regard, the influence of cyberattacks on data 
quality was analyzed taking into account violations of 
cybersecurity properties [8] (Fig. 1). 
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Fig. 1. The impact of cyberattacks on data quality. 
 
 In [5], a criterion for the quality of information and a 
method for its determination on the basis of the theory of 
fuzzy sets were introduced. The authors of [9], 
depending on the level of SCADA and WAMS 
measurements completeness and reliability, propose the 
measurement models for EPS state estimation. 
Consideration of the impact of cyberattacks on the 
completeness and reliability of information required the 
extension of a list of factors to assess the data quality. 
The study in [10–14] examines possible cyberattacks on 
information collection, transmission, and processing 
systems, reveals their vulnerabilities, and shows how the 
violations of the cyber security properties of the SCADA 
systems and WAMS affect the EPS control functions [4]. 
These studies indicate the need to take into account the 
following factors of the impact the cyberattack on the 
SCADA system and WAMS has on data quality: 
- sequence; 
- timeliness of data; 
- data consistency. 
 The timeliness of data in real time reflects the 
uncertainty of information. Data consistency must be 
considered when SCADA and PMU measurements are 
used jointly. 

4 A fuzzy system for data flow 
processing considering the 
cybersecurity properties of the SCADA 
system and  WAMS 

The proposed algorithm for evaluating data quality is 
based on the following algorithm: 
1. Determine the level of  information reliability; 
2. Determine the level of information completeness; 
3. Assess the information quality. 

To determine the levels of reliability and 
completeness of information, we specify the linguistic 
variables (accuracy, sequence, consistency, timeliness, 
adequacy), determine the term sets and give their 
semantic definition. The developed fuzzy system for 

assessing the quality of measurement data is presented in 
Fig. 2. 

 

Fig. 2. Fuzzy system of data quality assessment. 

5 Case study 

A fuzzy system has been built to assess the quality of 
information, given the problems of EPS state estimation 
arising from cyberattacks on SCADA system and 
WAMS [15, 16]. 

The semantic description of input and output 
linguistic variables is presented in Tables 1-4. 

Table 1. Levels of factors affecting the reliability of 
information. 

Level Accuracy Sequence Consistency 

Low 
0-0,25 

The 
measurements 
contain errors 

due to 
cyberattacks, 

including those 
that cannot be 

detected 

The 
sequence is  

broken 

Data are not 
consistent 

Medium 
0,25-0,75 

The 
measurements 
contain errors 

due to 
cyberattacks, 
which can be 

detected by the  
bad data 
detection 
methods 

Sequence is 
broken but 
there is a 

possibility 
of 

elimination 
(duplication, 
comparison) 

Data are not 
consistent, but 

there is the 
possibility of 
duplication 

and 
restoration 

Sequence 

Consistency  

FIS 1 

Reliability 

Accuracy  FIS 2 

Correspondence  

Timeliness  

Adequacy  

FIS 3 Completeness  

FIS 4 

Data quality  

Cybersecurity 
properties 
Integrity 
Availability 
Timeliness 
Resilience 
Confidentiality 

Data quality  
Reliability 

 Completeness 

 
 

Accuracy (noise, 
outliers, surges) 

Desynchronization 
of measurements  
Out- of- sequence 

data 
Data delay 
Data loss 
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High 
0,75-1 

The 
measurements 
contain errors 
resulted from 
the errors of 
measuring 

devices, etc., 
which do not 

affect the 
accuracy of the 

EPS state 
estimation 

Sequence is 
not broken 

Data are 
consistent 

 

Table 2. Levels of factors affecting the completeness of 
information. 

Level Timeliness Adequacy 

Low 
0-0,25 Big delay No data 

Medium 
0,25-0,75 

Delay with the 
possibility of 
considering in 
measurement 

models 

Data loss is not 
significant for 

solving the 
problem 

High 
0,75-1 

Measurements 
arrive without delay 

Sufficient  
number of 

measurements are 
received 

 

Table 3. Completeness and reliability of data. 

Level Completeness Reliability 

Low 
0-0,25 

The system is not 
observable Doubtful 

Medium 
0,25-0,75 

Ability to calculate 
missing 

measurement values 
Erroneous 

High 
0,75-1 

Excessive 
measurements Reliable 

 

Table 4. Data quality. 

Level Quality 

Low 
0-0,25 

Network is unobservable  and/or 
measurements are  unreliable 

Medium 
0,25-0,75 

The use of bad data detection methods, 
validation of measurements, filtering 

errors, restoration of measurement flows, 
consideration of information aging will 

allow EPS state estimation with required 
accuracy 

High 
0,75-1 Full reliable flow of information 

 

Figures 3-5 demonstrate the obtained three-
dimensional surfaces of completeness, reliability and 
quality of information. 

 
 

Fig. 3. Fuzzy system of data quality assessment. 
 

 
 
Fig. 4. The dependence of the information reliability on 
the data accuracy, sequence and consistency. 
 

 
 
Fig. 5. Quality of measurements. 
 

As can be seen from the graphs, the low level of any 
of the input factors caused by cyberattacks affects the 
quality of information (blue color), This especially 
affects the reliability of measurements. 

This justifies the need to analyze the data when 
solving the state estimation problem, taking into account 
additional factors as a preliminary stage of data 
processing. 

6 Conclusion 

The EPS properties associated with the creation of a 
cyber-physical system are analyzed. The studies have 
shown an increased vulnerability of such systems to 
cyber attacks on information and communication 
infrastructure. 
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The interdependence between the cybersecurity 
properties of the SCADA system and WAMS and the 
quality of measurements is shown. An algorithm is 
proposed for assessing the data quality given violations 
of cybersecurity properties as a preliminary stage in EPS 
state estimation. 
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Abstract. A model of power market with a simple market clearing price mechanism on microgrid is 
considered. Market participants are consumers, prosumers with energy storage systems (ESS), and the 
power company as a guaranteed supplier. Prosumers charge their ESS in the first off-peak period with low 
prices from the power company and can decrease their demand or sell energy in the market through 
discharging the ESS in the second peak period. The strategic behavior of participants and their influences on 
a system state are postulated as the goal of work. Some use cases and model elements are discussed. 

1 Introduction 

The microgrid idea allows us to think about creating a 
micro market – local electricity market at the lowest 
level, the household level. It arose in connection with the 
growing popularity and falling prices for renewable 
sources (solar, wind, etc.) and energy storage (chemical 
batteries, hydroelectric storage, etc.) - let us call all these 
elements "microenergetics". At the same time, the 
critical factor from which the desire to create a market 
arises is that a household can become an electricity 
producer rather than just a consumer, i.e., it can transfer 
the excess of its sources of energy to other households in 
the microgrid. Such a network participant is usually 
called a prosumer. 

The interest of large energy companies to research 
and create microgrid technologies and subsidizing 
purchases by households is related to the smoothing of 
temporary peaks in energy consumption connected with 
microenergetics. At the same time, when using only 
energy storage systems (ESS), the total consumption of 
the prosumer increases due to the inevitable loss of 
power in work processes of the ESS. For the energy 
company, there is a double interest: smoothing peaks + 
growth in total consumption of customers who use only 
energy storage devices. 

In [1], a hierarchy of models for analysing price 
mechanisms in energy markets was proposed from a 
strategic point of view – decomposition of complex 
control problem into a number of elementary, basic 
problems [2]. There are cases with fixed demand and 
active producers, with active demand, with active parties 
owning several producers and/or consumers, and various 
mechanisms of pricing and competition. Two-node 
models with electricity transfer between nodes are 
considered separately. The models are analysed using 

game theory, mechanism design, and business games 
with dedicated students. 

In this paper, we aim at a similar analysis with an 
emphasis on other aspects: microgrid and prosumer. We 
will try to outline the simplest model that will contain 
the required properties and based on the models in [3] 
and [4]. Basically our prosumers modelling similar to [4] 
and [5] but our goal and market modelling are slightly 
different. In [4], the market price is a linear function and 
a future price is a random variable, the power company 
choose a base market price as a leader in Stackelberg 
game. In [5] the market price is based on historical data, 
the ESS and a peer-to-peer market of prosumers are 
compared to basic interaction of prosumers with the 
power grid. 

2 Model 

Let us consider a consumers set C = {1, …, m+n}, a 
prosumers set P = {1, …, n} ⊂ C and one «big» 
guaranteed supplier M. Let us consider the local market 
model with the standard market mechanism for 
determining the Market Clearing Price (MCP) [6]. The 
supplier M can provide electricity for all needs of the 
local electricity market. 

Further, firstly, due to the presence of prosumers, 
both consuming and producing processes should be 
considered. We should not fix the overall demand. 
Secondly, since the prosumer separate consumption and 
production of energy in time, it is necessary to consider 
at least two periods of time, for example, the off-peak 
and the peak periods or, conventionally, the first and 
second periods t ∈ {1, 2}. Note that the temporal aspect 
was not considered earlier in [2]. The peak period is 
characterized by an increase in consumer energy demand 
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and price and an increase in the price of the single 
supplier M. According to [7], the use of the ESS in the 
wholesale market makes it possible to flat locational 
marginal prices. However, a microenergetics ESS can 
produce such an effect only with massive deployment. In 
our work, the prices of the single supplier remain 
different. 

Each consumer (including a prosumer) i ∈ C has a 
demand profile in each period: di(1) < di(2) and the 
maximum prices at which he is ready to buy energy: 
pi(1) ≤ pi(2). A prosumer can either reduce its demand 
during the period by discharging the ESS and increase it 
by charging the ESS . The prosumer i has ESS with a 
capacity Si. Then the prosumer can change its power 
demand from (di(t) – Si) to (di(t) + Si). The prosumer 
can also produce some electricity volume gi(t) ∈ [0, Si] 
by price pi

g(t) as a generator in the market. 
The goal function of the prosumer is the total of 

electricity sales revenue, the cost of purchasing 
electricity in the local market, and the fixed cost of 
maintaining microenergetic devices, while the devices 
can help both increase revenue and reduce costs: 

       
2

1
( , ) ( ( ) ( ) ( )) ( ) 2i i i i i i i

t
f s g d t s t g t P t сS

=

= − + − −∑ ,   (1) 

where P(t) is the price of energy in the micro market 
during the period t, si(t) ∈ [-Si, Si] is the volume of 
energy discharged from the ESS (if the value is negative) 
or the volume of energy charged from the power grid (if 
the value is positive) in the period t, gi(t) is energy of the 
ESS passed to the market as a generator, c is the unit 
cost of maintaining the ESS of volume Si for one period. 

Denote the initial stored energy as si(0) ∈ [0, Si]. 
Then the following physical restrictions can be 
introduced: 

                       0 ≤ si(0) + si(1) – gi(1) ≤ Si       (2) 

            0 ≤ si(0) + si(1) – gi(1) + si(2) – gi(2) ≤ Si      (3) 

Note, that charging and discharging ESS in the same 
period does not make sense. Suppose a consumer wants 
to get profit from the charge and the subsequent 
discharge from the ESS. Since energy buying/selling in 
this period will occur at the same price, the player will 
not gain anything from this operation in total. Moreover, 
taking unavoidable energy losses in ESS into account 
makes it completely unprofitable. Therefore, we don’t 
consider the case gi(t) si(t) > 0. 

The goal function of the energy company should, in 
addition to accounting for an income from sales of 
energy on microgrids, consider the reduction in 
consumption during the peak period, since even a small 
peak-consumption reduction in each microgrid will have 
a significant cumulative effect, which is not captured by 
the energy company goal function from [4], for example. 

3 Examples 

Let us consider the example in figure 1. 

 
Fig. 1. Example with 3 consumers 

In general, since consumption and prices are higher 
in the second period, then the market price in the second 
period is higher. The values of the goal functions of 
consumers 1 and 2 are equal to -23.5 and -18.5 
respectively (without considering fixed costs for the 
ESS). 

Suppose that consumers 1 and 2 bought the ESS and 
became prosumers. They charge them in period 1 
because of the low price of the supplier M, and in period 
2 they use it to reduce their demand or to sell a part of 
the ESS energy in the market as a generator. It seems 
reasonable that it is profitable for a prosumer to first 
fully meet his demand in period 2 and to give an ESS 
surplus to the market. Consider an example d1(2) = 3.5, 
S1 = 5.5, d2(2) = 2.5, S2 = 3.5, d3(2) = 2.5. Suppose that 
prosumers 1 and 2 fully cover their demand in period 2, 
and they sell the excess as producers: g1(2) = 2 and g2(2) 
= 1 in the market at a price of 3.5. Then the market price 
in the second period will be P(2) = 3.5. This situation is 
shown in figure 2a. 

 
Fig. 2. Situation change due to ESS in period 2 

In this situation, the goal functions of the prosumers 
are -15.5 and -14.75 taking into account the increased 
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consumption in period 1 for charging the ESS (but 
excluding fixed costs). From a game-theoretic point of 
view, this situation is unstable: prosumers can increase 
the value of the goal functions by raising the market 
price up to 5 by raising the price for their generation gi. 
In this case, it is more profitable for prosumer 2 to set a 
price lower than prosumer 1 - then he will be able to sell 
the entire volume g2(2). For example, the Nash 
equilibrium (one of) will be the situation shown in figure 
2b. In this situation, prosumer 2 sells the entire available 
volume of energy, while prosumer 1 does not. In order to 
sell it, the price for g1(2) must be lower than 3.5, which 
will not bring him an increase in the goal function. 

At the same time, we see that the market price has 
not become lower, but the goal functions of prosumers 
have improved, and overall demand has decreased, 
which is good for the energy company and the social 
welfare increases. Moreover, in the second peak period, 
this market does not need additional external energy at 
all since the total generation of the ESS exceeds the total 
demand. 

Let us consider situation when a prosumer can 
increase the market price through decreasing its capacity 
– so called "power withdrawal". Prosumer 2 in figure 3c 
decreases its capacity from 2 kW to 1 kW in figure 3d. 
As a result, the market price increased from 3.5 to 5. 

 
Fig. 3. Start situation (c) and power withdrawal (d) 

4 Conclusions 

We are constructing a basic model of a microgrid 
market to investigate game-theoretic behaviour of 
prosumers. There are many possibilities to expand the 
model for real-life cases: 
• to consider more periods, prosumers, 
• to take into account ESS physic: e.g., 3*charging speed 
≈ discharging speed, 
• to choose a subsidy model and other pricing 
mechanisms see [6, Section 3.3]. 

In each case, we should describe prosumers’ 
behaviour and equilibrium; therefore, understanding of 

the utility and goal function of active participants is 
crucial. 

For example, an increase in consumption cannot 
reduce the price in the market, and an increase in 
generation cannot increase the price. So, when we 
consider the model with several prosumers, only because 
of their number, a situation may arise when prices in the 
off-peak and peak periods converge so much that the use 
of storage would be economically impractical. Then 
perhaps a game-theoretic situation such as a game of 
entering the market [8] will arise, where prosumers will 
have to coordinate. 

 
We are grateful to the project team of https://energy.ipu.ru 

for their support. 
This work is partially supported by the Russian Scientific 

Foundation, project no. 16-19-10609. 

References 

1. V. Chirkin, M. Goldstein, A. Gorbunov, M. 
Goubko, V. Korepanov, N. Korgin, ... & T. 
Vaskovskaya et al., IFAC-PapersOnLine 49.32, 13-
18 (2016) 

2. V.N. Burkov et al. Mechanism Design and 
Management: Mathematical Methods for Smart 
Organizations:(for Managers, Academics and 
Students) (Nova Publishers, 2013) 

3. Z. Hu Energy Storage for Power System Planning 
and Operation. (John Wiley & Sons, 2020) 

4. G. El Rahi, S.R. Etesami, W. Saad, N. Mandayam, 
H. Vincent Poor, IEEE Transactions on Smart Grid 
10.1, 702-713 (2017) 

5. J.M. Zepter, A. Lüth, P.C. del Granado, R. Egging, 
Energy and Buildings 184, 163-176 (2019) 

6. A. Sumper (ed.). Micro and Local Power Markets. 
(John Wiley & Sons, Incorporated, 2019) 

7. T.A. Vaskovskaya, Energy System Research 2.2, 28-
40 (2019) 

8. R. Selten and W. Guth. Equilibrium Point Selection 
in a Class of Market Entry Games (In Games, 
Economic Dynamics, and Time Series Analysis; 
Diestler, M., Furst, E., Schwadiauer, G., Eds.; 
Physica-Verlag: Wien-Wurzburg, Austria-Germany, 
1982) 

113



* Corresponding author: luc_alex@mail.ru 

Development and evolution of methods for optimizing the 
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Abstract. Both in Russia and abroad, energy efficiency problems are relevant, while heat supply systems 
have significant energy saving reserves, which can be realized by organizing optimal operating modes. In 
practice, the task of planning modes of heat supply systems is solved by multivariate mode calculations, 
while the choice of methods for organizing the modes is assigned to the specialist performing the 
calculations, which does not guarantee the optimality of the obtained modes. Automation of solving these 
problems is complicated by a number of factors. For these reasons, there are no methods and software 
systems suitable for wide practical application. This determines the relevance of developing separate 
methods and programs for calculating optimal modes of heat supply systems. The subject of this article is 
the tasks and methods of optimizing operation modes of heat supply systems using several objective 
functions at the same time. The object of application is hydraulically inextricable heat supply systems. It is 
assumed that the temperature schedule on heat source is set, the heat losses in the networks are eliminated, 
and their residual value can be neglected. In this case, the task is to optimize the hydraulic mode. 

1 Introduction 

Both in Russia and abroad, energy efficiency problems 
are relevant, while heat supply systems (HSS) have 
significant energy saving reserves [1], which can be 
realized by organizing optimal operating modes. In 
practice, the task of planning HSS modes is solved by 
multivariate mode calculations [2], while the choice of 
methods for organizing the modes is assigned to the 
specialist performing the calculations, which does not 
guarantee the optimality of the obtained modes. 
Automation of solving these problems is complicated by 
a number of factors: high dimension HSS [3, 4], 
nonlinearity of the involved flow distribution models, the 
presence of several objective functions, etc. For these 
reasons, there are no methods and software systems 
suitable for wide practical application. This determines 
the relevance of developing separate methods and 
programs for calculating optimal HSS modes.  

Recently, attention has been paid to optimizing HSS 
modes, but the bulk of research in this area is not 
applicable in the general case. Some works (for example, 
[5]) are devoted to HSS of small dimension. Many works 
([6, 7] etc.) use an approximation of the dependence of 
the objective function value on the mode parameters 
selected as a basis, which greatly complicates the correct 
accounting of discrete variables related to the 
composition of the operating equipment. In other cases, 
to overcome the dimension problem, aggregation of HSS 
schemes is used, which prevents taking into account the 
whole set of constraints and does not guarantee the 
required accuracy of solutions. A common approach is to 

use ready-made solvers. The main disadvantage of this 
approach is the impossibility of adapting methods to the 
specifics of tasks, which leads to too high computational 
costs. For example, in [8, 9] the physical model of the 
network was created in the Simulink / Matlab 
environment, the CPLEX solver is used to calculate the 
mode, and the ReMIND software is used for 
optimization. The use of genetic and evolutionary 
algorithms requires even greater computational costs. 
For example, in [10] , a nested iterative cycle is used to 
minimize the cost of pumping the coolant. In the internal 
loop, the allowable mode is calculated using the 
SIMPLE algorithm. Using the genetic algorithm, the 
parameters determining the mode are changed on the 
external cycle. In a number of works, narrowly targeted 
objective functions are used, which does not allow 
applying the achieved results in the general case. For 
example, in [11] the total fuel consumption at heat 
sources (HS) is minimized. In [6, 7] , the problem of 
optimal control of pumps at pumping stations (PS) was 
solved in order to minimize the consumed electric 
power. Basically, tasks related to operational 
management are considered, for example, [11 – 13]. 
Note that, there are practically no works on the problem 
of planning HSS modes of real dimension that occurs 
during the preparation for the heating season.  

The subject of this article is the tasks and methods of 
optimizing HSS operation modes using several objective 
functions at the same time. The object of application is 
hydraulically inextricable HSS. It is assumed that the 
temperature schedule on HS are set, the heat losses in the 
networks are eliminated, and their residual value can be 
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neglected. In this case, the requirements for providing 
consumers with thermal energy is reduced to the need to 
maintain their required coolant flows, and the task is to 
optimize the hydraulic mode (HM). The case of parallel 
operation of the same type of pumps on PS is considered 
as usual for HSS. 

2 Problem statement 

In order to optimize the HM HSS, it is 
necessary to find control actions that implement the 
mode that meets the admissibility requirements and 
reaches the set optimization goals. Energy saving 
requirements can be reduced to minimize the economic 
objective function. Minimizing the complexity of 
network preparation and reducing possible coolant leaks 
and the risks of emergency situations can be reduced to 
minimizing additional places for flow control and 
minimizing the total pressure in the network. 

2.1 The mathematical formulation of the 
problem. 
The main elements of HSS are pipeline sections, PS, 
consumers, HS, and ramification units. In the 
technological scheme (single-line representation, Fig. 1), 
pipeline sections and PS are represented by branches, 
and HS, consumers and ramification units are 
represented by nodes. In the design scheme (two-line 
representation, Fig. 2), the pipeline sections are depicted 
as two branches (supply and return pipelines), PS - as a 
branch with PS, consumers - as branches between the 
supply and return pipelines. HS can be modeled on the 
design scheme as a branch between the supply and return 
pipelines with a PS and a heating unit installed on it, the 
optimization of the operation mode of which represents a 
separate independent task [14]. We denote the set 
branches of the design scheme that model PS as IPS, 
consumers – as IC and pipeline sections – as IPL. Then 

PL PS PL C PS CI I I I I I∩ = ∩ = ∩ =∅  and 

PL PS CI I I I∪ ∪ =  – the set of all branches, I n= . We 
also introduce J - the set of all nodes of the design 
scheme, J m= . 

 

 
Fig. 1. An example of a technological scheme. 1 - HS; 2 - 
ramification unit; 3.4 - consumers; 5, 7 - pipeline sections; 6 - 
PS. 
 
 

 
Fig. 2. An example of a design scheme. In circles, the numbers 
of nodes are indicated, in squares, the numbers of branches. 1 - 
node j, 2 - branch i, 3 - consumer, 4 - PS, 5 - bypass line, 6 - 
application point of the flow control means, 7 - heaters. 
 

2.1.1 Controlled flow distribution model. 

As the initial model, we will use the controlled flow 
distribution model [15], which consists of equations 
analogous to Kirchhoff’s laws and equations describing 
the laws of the coolant flow over individual network 
elements: 

( )
( )
( )
( )

,
, , 0

, , ( , , , )

T

A −   
   = = − =   

   −  

1

2

3

U x Q x Q
U R u U P y A P y

U y x u y h x z γ κ
. (1) 

The following notation is used here: A – incidence 
m n× -matrix of a connected oriented graph of the HSS 
design scheme; Q, P – m-dimensional vectors of nodal 
flow rates and pressures; x, y – n-dimensional vectors of 
flow rates and pressure drops on the branches; 

( , , , )h x z γ κ  – n-dimensional vector function with 

elements ( , , , )i i i i ih x z γ κ , 1,i n=  approximating the 
dependence of the pressure drop on the flow rate on the 
branch; γ - vector of relative frequencies of rotation of 
the impellers of the pumps (or their diameters), we call 
the change in this parameter frequency regulation; κ - 
vector of the number of pumps turned on at the PS; z - 
vector of relative hydraulic resistances (for example, 
increased by throttling).  R={P,Q,x,y} – set of variables 
corresponding to the mode parameters; { }, ,=u z γ κ  – 
set of variables corresponding to control actions.  

In the case of parallel operation of the pumps on the 
PS, as an approximation of the hydraulic characteristics 
of the i-th branch, we can take [15]: 

2 2( , , , ) /i i i i i i i i i i i ih x z z s x x Hγ κ κ γ= − .    (2) 
The following notation is used here: si – hydraulic 
resistance, Hi – pressure increment created by pumps on 
PS. In (2), for modeling the absent or forbidden to 
change the control action, one can equate the 
corresponding variable constant. In addition, (2) can be 
considered as a generalization of the hydraulic 
characteristics of a controlled pipeline section if: 1iκ = , 

0iH = , 1iγ = .  
In case any mode parameter depends on the external 

environment, the corresponding variable is fixed. We 
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call such parameters the boundary conditions. For HSS, 
such parameters are the pressure in the make-up nodes 
(nodes in which the coolant enters the HSS to 
compensate for the loss of coolant and withdrawals) and 
flow rates in all other nodes. 

The requirements of the admissibility of the HM and 
the feasibility of control actions can be written as [15] 

j j jP P P≤ ≤ , i i iy y y≤ ≤ , i i iz z z≤ ≤ , i i iγ γ γ≤ ≤ , 

i i i i i i ixκ γ χ κ γ χ≤ ≤ , i iκ ∈Κ , i I∈ , j J∈ , where 

,j jP P , ,i iy y , ,i iγ γ  and ,i iz z  - margins of change Pj, yi, 

γ i and zi; { }0,1,2,...,i iKΚ = , Ki - number of pumps 
installed on PS; ,i iχ χ  - margins of change х i with 

1iγ = , 1iκ = . We introduce a vector of Boolean 
variables δ, whose components δ i control the presence or 
absence of throttling on the i-th branch of the design 
scheme. We also replace the inequality i i iz z z≤ ≤  by 

( )i i i i i iz z z z z δ≤ ≤ + − . Then the system of constraints 
takes the form 

( ), , ,

, , , , .
j j j i i i i i i i i i

i i i i i i i i i i i i

P P P y y y z z z z z

x i I j J

δ

γ γ γ κ κ γ χ κ γ χ

≤ ≤ ≤ ≤ ≤ ≤ + −

≤ ≤ ∈Κ ≤ ≤ ∈ ∈
(3) 

2.1.2 Objective functions. 

The variable component of the maintenance costs is 
EP F

C C CF F F= + , where EP
CF  is the cost of electricity for 

pumping coolant to PS, F
CF  is the fuel costs for heating 

the coolant. We denote HS PSI I⊂  as the set of HS. Then 

PS

EP EP
C i i

i I
F с N

∈

= ∑ , 
HS

F C
C i i

i I
F с В

∈

= ∑ , where  EP
ic , iN  – 

the price of electricity and its consumption, F
ic , iB  – 

the price of fuel and its consumption. For a given 
temperature schedule of HS, fuel consumption can be 
represented as a known function of the coolant flow rate. 
We approximate it by a square trinomial: 

2
0, 1, 2,( )i i i i i i iB x x xα α α= + +  [16]. The electrical power 

consumption on a separate PS is 
( ) 3 2 2

0, 1, 2,, , /i i i i i i i i i i i i i iN x x xγ κ β κ γ β γ β γ κ= + + , PSi I∈  
[15]. Here 0,iβ , 1,iβ , 2,iβ  - approximation coefficients 
of the dependence of the electric power consumption by 
an individual pump on the coolant flow rate, provided 

1γ = . Then the economic objective function will take 
the form 

( ) ( )3 2 2
0, 1, 2,, , /

PS

EP
C i i i i i i i i i i i

i I
F с x xβ κ γ β γ β γ κ

∈

= + + +∑x γ κ

( )2
0, 1, 2,

HS

C
i i i i i i

i I
с x xα α α

∈

+ + +∑ . The objective function of 

the number of control actions is ( )
PL

z ii I
F δ

∈
= ∑δ  [17], 

and the indicator of the general pressure level 
is ( ) /P jj J

F P m
∈

= ∑P  [17]. 

2.1.3 Consideration of multiobjectiveness 

In preparation for the heating season, you need to find an 
HM that meets the requirements: 1) minimum 
maintenance costs; 2) the minimum complexity of 
adjustment activities; 3) the lowest level of pressure in 
HSS to minimize leaks, unproductive costs and risks of 
emergency situations. These requirements are listed in 
order of importance.  

The following are known: topology of the design 
scheme; border conditions; coefficients of hydraulic and 
power characteristics ( 0,iβ , 1,iβ , 2,iβ , si, Hi, i I∈ ); 
flow rate coefficients HS ( 0, 1, 2,, ,i i iα α α );permissible 
limits of change of continuous variables; sets of possible 
values of integer variables ( iΚ , δ i, i I∈ ); the cost of 
electricity for each PS ( EP

ic , PSi I∈ ) and the cost of fuel 
for each HS ( F

ic  , HSi I∈ ). It is required to determine the 
parameters of the optimal HM (P, Q, x, y) and the 
control actions necessary for its implementation (z, γ, κ, 
δ). 

The specific mathematical formulation of the 
problem depends on the approach taken to account for 
multiobjective. As the main approach, it is proposed to 
use the vector optimization method in accordance with 
ordering of the requirements for HM by degree of 
importance. 

Then the task is to find the parameters of the mode 
and the control actions that satisfy the following 
conditions: (1), (3), *

C CF F= , *
z zF F=  and *

P PF F= . 
Here: * minC CF F=  under constrains (1), (3); 

* minz zF F=  under constrains (1), (3) and *
C CF F= ; 

* minP PF F=  under constrains (1), (3), *
C CF F=  and 

*
z zF F= . We write this problem as: 

( )min , ,lex C z PF F F  under constrains (1), (3).   (4) 

3 Hierarchical approach to optimizing 
HSS hydraulic modes 

To solve the problem of dimensionality of problem 
(4), the authors proposed a hierarchical approach to 
optimizing HM HSS [18], which allows us to separate 
the various types of discrete variables (integer and 
Boolean) and objective functions for various problems. 
This approach includes the following steps: 1) 
decomposition of HSS into main (MHN) and distribution 
(DHN) networks; 2) the search for the limits of 
permissible changes in the mode parameters at the 
decomposition point; 3) optimization of the MHN mode, 
taking into account the restrictions obtained in the 
previous step; 4) optimization of DHN modes taking into 
account the parameters of the MHN mode at the 
decomposition point. 

The basic principles of HSS decomposition are as 
follows. MHN contains all HS, PS and multi-loop part of 
the network in a single-line representation. DHNs 
include tree-like passive networks to users. The 
decomposition point is the point where DHN joins the 
MHN in a single-line representation and two nodes in a 
bilinear representation, one of which is the connection 
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point of the MHN and DHN supply pipelines, and the 
second is the return (Fig. 3). For MHN, the 
decomposition point is a generalized consumer with 
bilateral restrictions on the pressures in the supply and 
return piping and on the difference in these pressures. 
For DHN, the decomposition point is a generalized heat 
source. 

 

 
Fig. 3. Illustration of the principles of decomposition of the 
HSS. a) a single-line representation of an HSS; b) MHN; c) 
DHN; d) nodes of the division of hierarchical levels in a two-
line representation; e) the result of decomposition on a 
fragment of a two-line representation. 1 - HS; 2 - PS; 3 - nodes 
of decomposition; 4 - consumers; 5 - generalized consumers; 6 
- generalized HS; 7 - a branch with an equivalent characteristic 
replacing DHN.  
 

Note that the economic objective function is related 
to the HM parameters and control actions that are 
relevant only to MHN. In practice, adjustment activities 
related to the installation of regulators, throttling 
washers, etc. occur only on DHN. This allows for the 
MHN to solve the following problem instead of problem 
(4): 

( )min ,lex C PF F  under constrains (1), (3).  (5) 
Due to the branched configuration, there is a fixed, 

easily computable flow distribution for DHN, as well as 
the ability to reduce the design scheme of DHN to one 
branch due to the equivalenting of serial and parallel 
branch connections. Therefore, instead of (1), we have:  

( ), 0
( , , , )

T −
= = 

− 

A P y
U R u

y h x z γ κ
            (6) 

and problem (4) takes the form [19]: 
( )min ,lex z PF F  under constrains (6), (3).  (7) 

The study of the Pareto set of the following problem 
is also of practical importance: 

( )min ,z PF F  under constrains (6), (3).   (8) 
The task of finding the limits of permissible changes 

in the mode parameters at the decomposition point is six 
optimization problems to be solved for each DHN: 

1min P , 1max P , min mP , max mP , ( )1min mP P− , 

( )1max mP P− . Here j = 1 is the connection node of the 
supply pipelines MHN and DHN, and j = m is the return. 
All problems are solved under constrains (6) and (3). 

4 Optimization methods used in the 
hierarchical approach 

Given the approach used to take into account 
multicriteria, the optimization problem HM MHN (5) is 
reduced to the sequential solution of two problems: 

min CF  under constrains (1), (3) and 0,i PLi Iδ = ∈   (9) 
min PF  with (1), (3), *

C CF F= and 0,i PLi Iδ = ∈   (10) 
To solve problem (9), the authors developed a 

method [15], the essence of which is as follows. A triple 
nested iteration loop is used. The allowable HM is 
calculated on the internal cycle using the internal points 
method developed at ESI SB RAS [20, 21]. On the 
middle cycle, the value of the objective function is 
minimized by the bisection method. On the external 
loop, iκ  values are searched by the continuous branch 
and bound method. Variables iκ  are considered 
continuous on two internal iterative cycles, and on the 
external, their discreteness is achieved. 

Problem (10) is solved similarly to problem (9) with 
the only difference being that an additional condition 

*
C CF F=  is imposed and FP is minimized. 

To optimize HM DHN (task (7)), the authors 
developed a loop reducing dynamic programming 
method [19]. The essence of this method is as follows: 1) 
for each branch, all permissible pressure drop trajectories 
are constructed, while trajectories that have the same 
pressure drop (yi) but different pressures in the end 
nodes are considered different; 2) using special 
techniques of equivalent serial and parallel connection of 
branches, the design scheme and these trajectories are 
minimized (with rejecting both unacceptable and non-
optimal pressure distribution options) to one branch with 
a single pressure drop trajectory corresponding to the 
optimal solution; 3) restoration of this solution to the 
original DHN scheme. 

Potentially, this method can solve the problem of 
finding the limits of permissible changes in the mode 
parameters at the decomposition point in one application 
of this method for each DHN. At the moment, work is 
underway to adapt it to solve this problem. Previously, 
this problem was solved as 6 separate optimization 
problems for each DHN [18]. Each of these problems 
was solved using a double nested iterative loop. The 
allowable HM was calculated on the internal cycle using 
the internal point method, and on the external, the 
parameter under study was minimized or maximized. 

5 Investigation of the properties of the 
Pareto set of the optimization problem 
of the hydraulic mode of distribution 
heating networks 

We show that the Pareto set of problem (8) is 
discrete. We associate with each value of the vector δ* 
the value of ( )PF *δ , equal to the minimum FP, 
attainable at (6), (3) and δ = δ*. If conditions (6), (3) and 
δ = δ* are incompatible, we set ( )PF = ∞*δ . For all δ 
giving the same value of Fz, we choose the best (smaller) 
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value of ( ) ( )( )min |P z P i zF F F Fδ= =∑δ


 . We discard all 

 
Table 1. PS pumping equipment’s coefficients of characteristics  

PS Number of pumps H s b0 b1 b2 b3 
1 3 120 0,0000375 160 0,0706 0,000135 -0,0000001 
2 5 80 0,00004 40 0,16 0 0 
3 3 120 0,000125 60 0,24 0 0 
4 2 60 0,0001 30 0,09 0 0 

 
( )P zF F


 satisfying at least one of the conditions: 1) 

( )P zF F = ∞


; 2) ( ) ( )P z P zF F F F k≥ −
 

, k>0. The 
resulting set of points will be the Pareto set of problem 
(8). Obviously, it is a set of points on the plane FP – Fz.  

In [17], problem (7) was considered. To minimize Fz, 
the discrete branch-and-bound method was used, and 
among all variants with the same Fz value, variants with 
a lower FP value are considered earlier than variants 
with a large FP value. Thus, the Pareto set of problem 
(8) is found. An example of such a set is presented in 
Fig. 4. 

 

 
Fig. 4. An example of a Pareto set of optimization problems for 
DHN modes. 

6 Inverse Assignment Method 

The method of successive concessions [22] as applied to 
(5) is as follows. For each objective function (FC, Fz, 
FP) assignments (ΔFC, ΔFz, ΔFP) are assigned, then the 
tasks are solved in series: 1) * minC CF F=  under 
constrains (1), (3); 2) * minz zF F=  under constrains (1), 
(3) and *

C C CF F F≤ + ∆ ; * minP PF F=  under constrains 
(1), (3), *

C C CF F F≤ + ∆  and *
z z zF F F≤ + ∆ .  

In practice, sometimes the problem arises of 
minimizing the economic objective function with 
restrictions on Fz: 

min CF  under constrains (1), (3) and *
z k z kF F≤ . (11) 

Here k is the DHN number, *
z kF  is a certain maximum 

number of control actions on the passive sections of the 
network for the k-th DHN, set by the specialist 
performing the calculations. Note that this problem is the 
inverse of the problems that arise when applying the 
method of successive concessions. 

To solve this problem using a hierarchical approach 
to optimizing HM HSS, it is sufficient to require that the 
condition *

z z kF F≤  be satisfied when searching for the 

limits of permissible changes in the mode parameters at 
the decomposition point for the k-th DHN. 

7 Example of hierarchical optimization 
of hydraulic mode 

The method described above was tested on the Baikalsk 
HSS calculation model (Fig. 5), in which part of the 
DHN was replaced by generalized consumers, the 
number of pumps in PS-2 was increased to five, and 
frequency regulation was allowed on all PSs. On the PS-
1, the pumps are installed on the supply pipeline, for the 
rest of the PS - on the return. The number of pumps 
installed on the PS, their coefficients of characteristics 
are given in table 1. 

HSS has one HS, and all PS receive electricity at the 
same prices, so the electric power consumption by PS 
was the economic objective function. Optimization of 
HM HSS was carried out for the load case corresponding 
to the winter mode of operation of the HSS of Baikalsk. 
The calculations were carried out in accordance with the 
hierarchical approach to optimizing HM HSS. 

 

 
Fig. 5. Single-line representation of the HSS of Baikalsk 

 
 

Table 2 shows the optimization results for HM MHN. 
It can be seen that the cost of pumping the coolant 
decreased by one and a half times. The number of 
controls on passive network sections after optimization 
was equal to one for the entire HSS considered. 

 
Table 2. The optimization results for HM MHN 

Calculation 
option 

Power 
Consumption 
(KW) 

Average pressure 
(m water) 

Feasible HM 491,5 56 
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Cost reduction 307,5 54,6 
Pressure 
reduction 

307,5 43,49 

 
In fig. Figure 6 shows a piezometric graph of the 

optimal HM of a given HSS. Vertically shows the 
pressure in the pipeline, horizontally - the distance from 
HS. The vertical dashed line indicates the decomposition 
point. To the left of it is a piezometric graph of the MHS, 
to the right - DHS (the solid line for the AB route, the 
dotted line for the AC route). Rectangles indicate areas 
corresponding to PS (left) and throttling (right). 

 

 
Fig. 6. The piezometric graph 

8 Findings 

The characteristic of the tasks of the organization of the 
HSS operating modes related to the development of 
commissioning measures in preparation for the next 
heating season is given. The optimization nature of these 
tasks is revealed, as well as the multi-purpose nature. A 
generalized mathematical formulation of the 
optimization problem for the hydraulic mode of the HSS 
is presented, which is a mixed, discrete-continuous 
optimization problem of large dimension with a vector 
objective function. 

The characteristic developed by the authors of the 
hierarchical approach to optimizing the HSS modes is 
given, which provides both overcoming dimensional 
problems and significantly simplifying the general 
formulation for problems solved at different levels of the 
hierarchy. 

A review of the developed methods for optimizing 
the MHN and DHN modes is presented, which have a 
rational combination of computational efficiency and 
guaranteed global solution, both with regard to taking 
into account the discreteness of part of the variables and 
the presence of several objective functions. 

For the first time, an attempt is made to study the 
properties of the Pareto set of the formulated problem of 
optimizing DHN modes. A method for finding it is 
proposed. An original method of backward concessions 
is proposed within the framework of the developed 
hierarchical approach in the presence of a vector 
objective function. 

A numerical example is given illustrating the 
performance and advantages of the proposed approach 
and methods for optimizing the hydraulic modes of the 
HSS. 

 

The study was carried out within the framework of project 
III.17.4.3 of the fundamental research program of the SB RAS 
(AAAA-A17-117030310437-4) 

References 

1. V. Roshchanka, M. Evans, "Playing Hot and Cold: 
How Can Russian Heat Policy Find Its Way Toward 
Energy Efficiency?" National Technical Information 
Service, USA, 2010. 30p. 

2. V. V. Tokarev, Z. I. Shalaginova, Thermal 
Engineering, 63 (2016)  

3. S. Hodgson, District heating and CHP in Russia: 
Room for improvement, Cogeneration and On-site 
Power Production, (2009) 

4. C. Tripodi, Energethica, (2012) (In Italian) 
5. D. Buoro, P. Pinamonti, M. Reini. Appl. Energy, 

124, (2014)  
6. S. Cosentino, E. Guelpa, R. Melli, A. Sciacovelli, E. 

Sciubba, C. Toro, V. Verda. Proceedings of the 
ASME 2014 International Mechanical Engineering 
Congress and Exposition, (Montreal, Quebec, 
Canada, 2014) 

7. A. Sciacovelli, E. Guelpa, V. Verda. ASME 2013 
International Mechanical Engineering Congress 
and Exposition, 6A, (2013)  

8. E. Guelpa, C. Toro, A. Sciacovelli, R. Melli, E. 
Sciubba, V. Verda, Energy, 102, (2016)  

9. M. Vesterlund , J. Dahl. Energy Convers. Manag. 89 
(2015) 

10. A. Sciacovelli, E. Guelpa, V. Verda Proceedings of 
the ASME 2013 International Mechanical 
Engineering Congress and Exposition IMECE2013 
(2013, San Diego, California, USA) 

11. X.S. Jiang, Z.X. Jing, Y.Z. Li, Q.H. Wu, W.H. 
Tang, Energy, 64, (2013)  

12. I.M. Мihkailenko Optimal control of district heating 
supply systems. (2003) 

13. G.K. Voronovskiy Modifying on-line control 
practice for major heating systems under new 
economic conditions. (2002) 

14. A.M. Claire, Effective methods of circuit-parametric 
optimization of complex heat power plants: 
development and application (2018)  

15. N.N. Novitsky,  A.V. Lutsenko, J. Global Optim. 
66, (2016)  

16. N.N. Novitsky, A.V. Lutsenko, Optimization of 
hydraulic modes of the main heating networks // 
Mathematical models and methods of analysis and 
optimal synthesis of developing pipeline and 
hydraulic systems. / Proceedings of the XIV All-
Russian Scientific Seminar. (2014) 

17. A.V. Lutsenko, N.N. Novitsky, Sci. Bull. NSTU., 
64, (2016)  

18. A.V. Lutsenko Hierarchical optimization of 
hydraulic modes of heat supply systems // System 
research in power engineering / Transactions of 
young scientists at MESI SB RAS, vol. 45, pp 21-
28, 2015 

119



 

19. A.V. Lutsenko, N.N. Novitsky Computational 
technologies. 23 (2018) 

20. N.N. Novitsky, I.I. Dikin, Bulletin of the Russian 
Academy of Sciences. Energy, 5 (2003) 

21. A.V. Lutsenko, Study of problems and 
algorithmization of methods for calculating 
permissible hydraulic modes of heating networks // 
System research in power engineering / 
Transactions of young scientists at MESI SB RAS, 
vol. 42, pp 39-48, 2012 

22. R. Steuer, Multiple Criteria Optimization: Theory, 
Computation and Application (1986) 

 

120



* Corresponding author: amassel@isem.irk.ru  
 

Development Of Digital Twins And Digital Shadows Of Energy 
Objects And Systems Using Scientific Tools For Energy 
Research 

Lyudmila V. Massel1,  Alexey G. Massel2*  
 
1 Doctor of Technical Sciences, Professor, Chief Researcher, Head of department of Artificial intelligence system, MESI SB RAS, 
Lermontov str. 130, Irkutsk  
2 Ph.d., Senior Researcher, department of Artificial intelligence system, MESI SB RAS, Lermontov str. 130,  

Abstract. The article discusses an approach to the construction of digital twins and digital shadows, based 
on the use of scientific tools for complex  energy research in  Russia. It is proposed to use, as their basis, 
mathematical models of energy systems and software systems and databases developed at the  Energy 
Systems Institute of SB RAS,  for calculations using these models. For each area of research, an ontological 
model is developed, over which mathematical and information models are built and integrated, as the basis 
of digital twins and digital shadows of energy objects. In turn, scientific prototypes of digital twins and 
digital shadows can be used in complex energy studies. To support this research, a modified architecture of 
the multi-agent intelligent environment is proposed. It is considered as the basis of the future IT 
infrastructure that integrates modern information and intelligent technologies and implements a new 
approach to building digital twins and digital shadows using scientific tools. 
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Introduction  

In connection with the spread of digital energy concepts 
in Russia, the importance of strategic decisions on the 
development of interconnected technological and 
information and telecommunications infrastructures is 
increasing. Institute of Power Systems. Melentiev SB 
RAS (MESI SB RAS) traditionally conducts complex 
energy research, the results of which can be used to 
substantiate strategic decisions on the development of 
the energy sector. 
To substantiate and support the adoption of such 
decisions, it is advisable to use intelligent information 
technologies and modern digitalization trends. Among 
the latter, digital twins and digital shadows are 
important. 
The article examines these concepts and an approach to 
the construction of digital twins and digital shadows, 
based on the use of scientific tools for energy research: 
mathematical and information models, software systems 
and databases. A multi-agent instrumental environment 
for research support is described, combining 
mathematical and semantic methods, models and 
software developed at MESI SB RAS. It is proposed to 
develop and include in this environment scientific 
prototypes of digital twins and digital shadows that can 
be used in research. This allows us to view this 
environment as the foundation of the future IT 
infrastructure, integrating modern information and 
intelligent technologies and introducing a new approach 

to building digital twins and digital shadows using 
scientific tools.  

1 Hierarchical systemic studies of 
energy industry 

MESI SB RAS is one of the leaders in the field of 
system research in the energy sector of Russia. The main 
scientific directions of ISEM SB RAS: theory of the 
creation of energy systems, complexes and installations 
and their management; scientific foundations and 
mechanisms for implementing the energy policy of 
Russia and its regions. Within the framework of these 
areas, the following studies is being carried out: of 
energy systems (electric power, gas, oil, oil products, 
heat power); of energy security of Russia; of regional 
energy issues; of interconnections of energy and 
economy; of promising energy sources and systems; 
research in applied mathematics and computer science  
[1]. 

Until recently, the main research tool was 
mathematical modeling and a computational experiment. 
In connection with the new development trends of the 
Russian energy sector (Smart Grid and Digital Energy), 
much attention is paid to the development and 
application of intelligent information technologies. The 
Digital Economy Program being implemented in Russia 
is now being actively developed. The federal project 
“Digital Energy Industry” is a part of this Program. The 
authors decide that the federal project “Digital Energy 
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Industry” does not pay enough attention to such areas as 
intelligent support of strategic decisions making on the 
development of the technological infrastructure of the 
energy sector and ensuring cyber security of critical 
energy facilities. Below we consider in more detail the 
first direction. A major role in strategic decisions making 
should be played by their scientific justification, for 
which the scientific achievements of the institute can be 
used. 

Traditionally, the MESI SB RAS uses a hierarchical 
research scheme in which at  aggregated level researches 
of the fuel and energy complex (economic and 
mathematical models are used), and  at the next more 
detailed levels Sstudies  industry energy systems 
(physical and mathematical models are used) (Fig. 1). 
These models must coordinated. Research on forecasting 
the development of the fuel and energy complex is 
carried out at the top level, taking into account the 
results obtained in studies of the development of 
industrial energy systems at the following levels. The 
scheme includes a number of blocks, each of which 
corresponds to a set of mathematical methods, models, 
and software systems that are used to perform 
computational experiments using these methods and 
models [2]. 

To use the results of these studies for substation of 
strategic decisions on energy sector development, it is 
necessary to carry out a formal integration of software 
and information support in order to improve the 
hierarchical technology to justify the development of the 
energy industry as a whole and its industry and territorial 
components, while the main attention should be paid to 
the development of software and information interfaces 
between tasks in the horizontal (between  energy systems 
) and vertical (Energy Systems - Fuel and Energy 
Complex - External Conditions).  

The development and implementation of such 
interfaces should provide the following advantages of a 
complex hierarchical research technology: a) 
maintaining (with the necessary refinement of the 
required software tools ) confidentiality of the main 
detailed data arrays supporting specific tasks; b) 
formalization and thereby accelerating the exchange of 
information and ensuring the uniqueness of exchanged 
data; c) a certain unification of the information models 
used in solving various problems, which will need to be 
implemented when coordinating and developing 
interfaces; d) in general, an increase in “harmony” and 
the validity of the hierarchical technology for 
substantiating the development of energy industry and its 
components.   

In [3], an approach to solving this problem was 
proposed, but the concepts of digital twins and digital 
images were not used in it. At the end of the article, the 
main provisions of the previously proposed and 
described  here approaches will be compared. 

Further, the main concepts of the latest trends in the 
development of digital technologies are considered: 
digital twins and digital shadows, digital models and 
digital images. 

2 Digital twins and digital shadows 

The latest trend in the development of digital 
technology is the creation of digital twins. It is claimed 
that the “digital twins” has entered the top ten major 
strategic technological trends of 2019. The concept of a 
digital twins has several definitions. The concept of a 
digital double has several definitions, a review of which 
was performed, for example, in [4], based on sources [5-
14]. 

Consider the definition of the chief engineer of the 
Intelligent Networks division of Siemens company by E. 
Litvinova: “A digital twin is a real display of all 
components in the product life cycle using physical data, 
virtual data and the interaction data between them, that 
is, a digital twin creates a virtual prototype of a real 
object with which you can conduct experiments and test 
hypotheses, predict the behavior of an object and solve 
the problem of managing its life cycle ” [15] 

According to experts [4], digital twins can be divided 
into three types: 

1. Digital Twin Prototype. This is a virtual analogue 
of a real existing element. It contains information that 
describes a specific element at all stages — from the 
requirements for production and production processes 
during operation to the requirements for the disposal of 
the element. 

2. Digital Twin Instance . It contains information on 
the description of the element (equipment), that is, data 
on materials, components, information from the 
equipment monitoring system. 

3. Digital Twin Aggregate. It combines a prototype 
and an instance, that is, it collects all available 
information about the equipment or system. 

For companies that operate electrical networks, the 
most relevant Digital Twin Instance. It is based on a 
mathematical  model of network. Such a Digital Twin 
Instance  can contain information about the technical 
parameters of the equipment used (cables, transformers, 
switches, etc.), the date of its commissioning, 
geographical coordinates, data from measuring devices. 
This information is used to carry out calculations for 
connecting new consumers, as well as various 
calculations of electric networks. For example, the 
calculation of modes, short circuit currents, coordination 
of relay protection settings and others. 

For electric networks, the Digital Twin Instance 
includes a database with information about the network, 
which is integrated with other IT systems of the energy 
company (SCADA, geographic information system, 
asset management system, etc.). A Digital Twin Instance 
should synchronize data received from different sources, 
so that they exactly match the current state of the 
electrical network. 

From the point of view of the construction area, 
digital twins of the product, process and system are 
distinguished [4]. A “digital product twin” is a virtual 
model of a specific product. “Digital process twins” - 
these models simulate production processes. The “digital  
system twins” are the virtual models of  the system at а 
whole (for example, a digital  twin of factory). 
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Fig. 1. The general scheme of hierarchical studies to substantiate the development of energy industry 
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In addition, the term digital shadow is used. A digital 
shadow can be defined as a system of relationships and 
dependencies that describe the behavior of a real object, 
as a rule, under normal working conditions and 
contained in excess big data obtained from a real object 
using industrial Internet technologies. A digital shadow 
is able to predict the behavior of a real object only in 
those conditions in which data was collected, but it does 
not allow simulating other situations. Comparison of 
digital twins and digital shadows is considered, for 
example, by A. Borovkov [16]. 

3  Transition from mathematical and 
informational models (computer 
programs and databases) for energy 
research to digital twins and digital 
shadows. 

Based on the analysis of the sources cited and their 
own experience in the development of intelligent DSS 
and research infrastructure, the authors propose the 
following approach to the organization of system 
research in the energy sector using modern digitalization 
trends. 

Justification of the possibility and feasibility of such 
a transition can be confirmed by a digital twin scheme 
based on an ontological model, which is a generalization 
of the scheme proposed by Dr.Sci. S.P. Kovalev (IPU 
RAS) with coauthors [17, 18] (Fig. 2). 

In this scheme, it is important for us that the layer of 
mathematical models of the digital twin “gathers” over 
the ontological model. If we return to hierarchical 
studies to justify the energy development at ISEM SB 
RAS, it seems that on the basis of ontological and 
mathematical (physic-technical) models of industrial 
energy systems, digital twins of these systems can be 
constructed. Digital shadows are developed on the basis 
of information models, at the first stage, in the form of 
databases. After solving the issues of providing 
mathematical and simulation models with data, the 
issues of information interaction with data streams and 
conducting computational experiments on digital twins, 
they can be recommended for practical use in the 
management of the corresponding energy systems. 

We can suggest the following stages of the transition 
to "digital twins" in the study of energy systems: 

1) analysis of existing mathematical models and 
computer programs implementing them (software 
systems); 

2) ontological engineering of the subject area (the 
corresponding power system) and the construction of its 
ontological model; 

3) determination of the initial data or data flows 
(composition, sources of receipt, the possibility of 
obtaining operational data, databases, etc.), as a basis for 
building digital shadows, and their interaction with 
mathematical models; 

4) modification, if necessary, of mathematical 
models and reengineering of  software systems (if they 
moved into the category of legacy software); 

 
Fig. 2 . Energy system digital twin architecture. 
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5) development, based on the reengineered digital 

programs, web-applications and web-services for the 
development of digital twins. 

6) development of digital twins  prototypes of energy 
systems 

The general final stage: the creation of IT 
infrastructure for hierarchical integrated researches using 
digital twins and digital shadows. 

4. Infrastructure for support complex 
research in the energy sector using 
digital twins and digital shadows. 

The basis of the infrastructure for conducting 
hierarchical comprehensive research in the energy sector 
using digital twins and digital images can be the 
modified architecture of the multi-agent intellectual 
environment (Fig. 4), proposed by the authors earlier in 
[3]. 

The levels (stages) of energy systems research and 
tools supporting them are shown in Fig. 3. 

The following research levels (stages) and the 
supporting tools are identified: 
1. The level of information analysis (using semantic 

modeling), supported by Intelligent IT environment. 
2. The level of collective implementation of 

coordinated decisions (can be used semantic 
modeling, methods for coordinating decisions and 
others) - is supported by the Intelligent Support 
System for Collective Expert Activity [19]. 

3. The level of substantiation of decisions (the options 
proposed at the previous stage are calculated using 
traditional software systems for research on Fuel and 
Energy Complex and Energy Systems). 

4. The level of presentation of the proposed solutions 
(using visual analytics and cognitive graphics). 

The integration of tools is carried out using the 
knowledge management language (KML), which is 
considered as a simplified version of the previously 
developed language of situational management 
(Contingency Management Language - CML) [20]. 
Knowledge Management Language is used for 
integration of these components and for call of the 
required component. 

The main components (agents) of MAIE are: 
1. Software Systems and Data Bases for research of 

the fuel and energy complex together  with Software and 
Data Bases, for example, for energy security research. 

2. Data and Knowledge Warehouse. 
3. Intelligent IT-environment for supporting of 

semantic modeling [21]. 
4. Intelligent system for supporting of collective 

expert activity. 
5. Software component for visual analytics (GEO-

visualization component). 
6. Repository for descriptions storage of all intelligent 

and information resources supported by MAIE. 
7. Knowledge Management Language (KML) to 

ensure the interconnection and interaction of all 
components (agents) of MAIE. 

8. Portal – Ontological Knowledge Space. 
The modification of this schema consists in the fact 

that software systems in the upper blocks of the circuit 
will be replaced with digital twins prototypes and 
databases became of digital shadows prototypes. This 
allows us to view this environment as the foundation of 
the future IT infrastructure, integrating modern 
information and intelligent technologies and introducing 
a new approach to building digital twins and digital 
shadows using scientific tools. 
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Fig. 3. Levels (stages) of energy systems research and tools supporting them. 
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Conclusion 

1. One of the main trends of digitalization are 
considered: digital twins and digital shadows.  

2. It is proposed to use the integration of 
mathematical, information and ontological models in 
energy research as base for costruction digital twins and 
digital shadows. 

3. The stages of transition from mathematical models, 
software systems and databases to digital twins and 
digital shadows are determined. 

4. An infrastructure is proposed to support complexes 
energy research using digital twins and digital shadows. 

5. The modified architecture of a multi-agent 
intelligent environment as the basis of a new IT-
infrastructure for energy research is considered. 
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Abstract. The development of renewable energy and Smart Grid leads to the emergence of prosumers or 
power generating consumers, which are involved in the processes of bidirectional exchange of electricity 
and information. The work is devoted to the problem of optimal control of a power generating consumer in 
Smart Grid. The distinctive research features are the solution of the optimal control problem in conditions of 
difficult prediction of wind power plant generation, the usage of Swarm Intelligence algorithms to build a 
system of control rules, and the study of the obtained models on data from two different generating 
consumers: one on about Russky Island, the second on Popov Island (Far East). We selected a list of priority 
rules as a decision-making model and applied Particle Swarm Optimization, Bees Algorithm, and Firefly 
Optimization to build and optimize this model. The computer modeling with the usage of two mounts 
dataset showed that the proposed approach could significantly increase the revenue of the generating 
consumers considered. 

1 Introduction  

The development of renewable energy and Smart Grid 
leads to the emergence of prosumers or power generating 
consumers (GC), which are involved in the processes of 
bidirectional exchange of electricity and information [1, 
2]. GC needs to control not only electrical load but also 
the flow of generated power. It significantly increases 
the complexity of its control tasks [3, 4].  

The problem of the optimal GC control has a number 
of issues that lead to high complexity: 

• GC operates under conditions of stochastic change 
in the generation of electricity by renewable sources and, 
to a lesser extent, of its consumption; 

• the control problem has a high dimensionality of 
the solution search space;  

• the objective function is not an analytical 
expression, is need to be calculated algorithmically. 

Much modern research has been devoted to optimal 
control in Smart Grid networks with distributed 
generation and renewable energy sources. However, the 
optimal control is carried out at the level of a 
supersystem in them, and not individual GC. The 
frameworks to real-time coordinate load scheduling, 
sharing, trading were considered at studies [5, 6]. A.C. 
Luna et al. [7] proposed an energy management system 
for coordinating the operation of distributed household 
prosumers with renewable energy sources. H. Mortaji et 
al. [8] proposed smart-direct load control and load 
shedding based on autoregressive integrated moving 
average time-series prediction model and Internet of 
Things concept. 

A number of articles propose a stochastic game 
approach for the problem of energy trading between 
smart grid prosumer.  L. Ma et al. [6] used the energy 
management model on cooperative game theory. S.R. 
Etesami et al. [9] formulated the interaction among 
prosumers as a stochastic game, in which each prosumer 
seeks to maximize its payoff, in terms of revenues and 
proposed an optimal strategy for utility companies. The 
Stackelberg game approach for Smart Grid Energy 
Management (Energy sharing management) was 
considered at [10, 11]. 

Such management allows taking into account data on 
all participants in the distributed electric power system, 
but there is a risk associated with the high level of 
centralization of the control system. Thus, modern 
studies primarily consider the principles of constructing 
the entire Smart Grid power system and the interaction 
rules for multiple GCs. Out research focuses on 
optimizing the control rules for a single GC with a 
difficult prediction of generation using Swarm 
Intelligence (SI) algorithms. 

The SI algorithms are known to effectively solve 
large-scale nonlinear optimization problems, including 
problems of power systems. The most commonly used 
SI algorithm is Particle Swarm Optimization (PSO); 
paper [12] provides a comprehensive survey on the 
usage PSO for power system applications. Other SI 
algorithms are also applied to different optimization 
problems in power system design and control [13-15]. In 
this research, three SI algorithms: PSO, Bees algorithm 
(BA), and Firefly optimization (FFO).  
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2 The Problem Statement  

2.1 GC Power System  

In this research, we considered two large GC: the power 
system of Russky Island and the power system of Popov 
Island. Both islands are located in Peter the Great Gulf in 
the East Sea (Fig. 1). High wind speed makes it possible 
to create wind power plants up to 16 MW on Russky 
Island and up to 20 MW on Popov Island [16]. 

Russky Island belongs to the territorial composition 
of Vladivostok. It is located about two kilometers from 
the coast in Peter the Great Gulf, which is part of the Sea 
of Japan (the smallest distance between the continental 
part and the island is 800 meters). Russky Island is 
separated from the Muravyov-Amursky Peninsula by the 
East Bosphorus. From the west, the island is washed by 
the waters of the Amur Gulf, and from the east and south 
side by the waters of the Ussuri Gulf. In the southwest, 
the island is separated from the other Popov island by the 
Stark Strait. 

The island is 97.6 km2, its length is about 18 km, and 
its width is about 13 km. The population of the island is 
approximately 25,000 inhabitants. 

Popova Island (named after Admiral A.A. Popova) is 
located in Peter the Great Gulf of the Sea of Japan, 20 
km from Vladivostok and 0.5 km southwest of Russky 
Island. About 3,000 people live on the island, mainly in 
the two villages of Stark and Popova. 

Fig. 2 and Fig 3. show curves of own consumption of 
Russky GC and Popova GC and possible wind power 
generation of GCs according to the estimates of [16]. Fig 
4. shows the results of adding these curves. The 
demonstrated fragment of data corresponds to twenty 
days from 01.06.2017.   

From the charts above it is possible to notice the 
following: 
• the forms of the electricity generation curves are very 
close since both islands are located very close, and their 
wind speeds are also close; 
• the load curves concerning to generation are radically 
different; the Russky GC always has a deficit, the 
Popova GC still has a surplus; 
• in case of consideration of two consumers together, we 
have the third type of load / generation pattern – in 
general, the GC system has a deficit, but sometimes 
there is a surplus. 

Thus, different management strategies may be 
required depending on the characteristics of GC or GC 
hub. 

2.2 Optimal Control 

The task of optimal control is to create a control system 
(subject) that implements a sequence of actions on a 
controlled object in the environment to achieve the best 
possible quality specified by one or more criteria (Fig. 
5); the controlled object is a specific part of the world 
around which the control subject can purposefully 
influence [17]. Control always occurs during a certain 
period of time, while the controlled object passes from 
one state to another. 

 
Fig. 1. Russky and Popova Islands. 
 

 
Fig. 2. Consumption and generation of Russky GC. 
 

 
Fig. 3. Consumption and generation of Popova GC. 

 
Fig. 4. Aggregated consumption and generation of both GC. 

 
The state of the controlled object is characterized by 

a set of parameters that can change over time:  

S(t) = {s1(t), s2(t), ..., sn(t)}.   (1)  

Thus, there is a vector of functions. Each function shows 
the parameter changing over time. These functions in the 
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explicit form are unknown. In addition, there is a control 
system that provides control.  

 
Fig. 5. Interaction between a subject and an object. 

 
The control can also be defined as a vector of 

functions:  

A(t) = {a1(t), a2(t), ..., am(t)}.    (2) 

The notations S from “state” and A from “action” are 
used. 

The optimal control problem, in general, can be 
written as follows: 

( ) ( )( )
0

( )
( ) arg min , ,

T

pos

t
opt

A t A t

A t f t S t A t dt
∈

= ∫  (3) 

• Aopt(t) is the required optimal control; it defines values 
of the control parameters at each time moment (in the 
considered task, when and how much GC must sell or 
buy, charge or discharge); 
• Apos is the area of permissible values of control 
parameters;  
• f(t, S(t), A(t)) is a continuous-time cost function, in the 
considered task, it gets GC’s total electricity costs: 
purchases from the own generation + purchases from the 
other GC and an external power system – sale to other 
GC and the external power system. 
• t0 and tT are the period of time considered.  

2.3 GC Optimal Control task 

For GC, the state parameters can be defined as follows: 
• own consumption, MWh (s1); 
• wind power plants generation, MWh (s2); 
• charge level of power storage, MWh (s3). 

Control parameters can be defined as follows: 
• the amount of electricity that is currently exchanged by 
the GC with an external power system (purchase or sale), 
MWh (a1); 
• the amount of electricity that is currently being 
transferred by the GC with the neighboring GC 
(purchase or sale), MWh (a2); 
• the amount of electricity that the GC is currently 
charging or discharging from the power storage, MWh 
(a3). 

The control does not affect the state parameters 
associated with the GC consumption and generation, but 
it directly affects the charge of the power storage. In the 
considered task, the time step is set equal to one hour. 
So, each day contains 24 values of the state parameters 
and 24 values of the control parameters. A daily sample 
is shown in Fig. 6. 

Due to the high complexity of power systems in an 
explicit analytical form, the function f(t, S(t), A(t)) 

cannot usually be obtained, especially integral of this 
function. But it is possible to calculate the function 
algorithmically. In the case of GC control, this function 
is piecewise continuous, since the time step is 1 hour. 
The task (3) can be written without an integral, in the 
form of a sum, and the function f(t, S(t), A(t)) is nothing 
more than the difference between the revenues from the 
sale of electricity of a GC and the costs of its purchase, 
generation, and power storage in all hours into the time 
period. However, even in this case, the analytical 
expression for f(t, S(t), A(t)) is difficult to write, since the 
price of electricity is a piecewise constant function, the 
exchange of electricity with a neighboring GC supply 
depends on its state and controlling them. Thus, the 
calculation of the value of f(t, S(t), A(t)) should be 
performed algorithmically: 

( ) ( )( )
0( )

( ) arg min , ,
pos

T
opt

A t A t t
A t revenue t S t A t

∈ =

= ∑  (4) 

 

 
Fig. 6. Sample of daily state-action curves of Russky GC. 

3 The Research Method 

3.1 Heuristic-Rule-based control 

All possible control actions could be described by 
dividing them into four groups. The following 
designation is used: 
• power_wind – GC wind power plant generation at the 
considered hour; 
• power_gc – GC consumption at the considered hour; 
• dif – the difference between the GC generation and 
consumption at the considered hour; 
• storage – the amount of energy that needs to be 
charged (> 0) or discharged (<0) at the considered hour; 
• now_ storage – the energy stored in the power storage 
at the considered hour; 
• max_ storage – the maximum amount of energy that 
can be stored in the power storage (constant, GC 
parameter); 
• max_ storage _h – the maximum amount of energy that 
can be added to the power storage in one hour (constant, 
GC parameter); 
• sale_ storage – coefficient that regulates the balance of 
purchase and charging (parameter should be tuned in the 
optimization process 
• sale_unload – coefficient that regulates the balance of 
sales and use of discharging (parameter should be tuned 
in the optimization process); 
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• sale_buy – the amount of energy that is sold (> 0) or 
purchased (<0) at the considered hour. 

Thus, we have the four cases of possible control 
actions: 

1. Charge_Sell (it’s possible if generation > 
consumption). 

1.1. dif = power_wind - power_gc; 
1.2. storage = min(max_storage – now_storage, 
max_storage_h, dif); 
1.3. storage = storage * sale_storage; 
1.4. now_storage = now_storage + storage; 
1.5. sale_buy = dif – storage. 

2. Charge_Buy: 
2.1. dif = power_wind - power_gc; 
2.2. storage = min(max_storage – now_storage, 
max_storage_hour); 
2.3. storage = storage * buy_storage; 
2.4. now_storage = now_storage + storage; 
2.5 sale_buy = dif – storage. 

3. Discharge_Sell: 
3.1. dif = power_wind - power_gc; 
3.2. storage = now_storage; 
3.3. storage = storage * sale_unload; 
3.4. now_storage = now_storage – storage; 
3.5. sale_buy = dif + storage. 

4. Discharge_Buy (it’s possible if generation < 
consumption): 

4.1. dif = power_wind - power_gc; 
4.2. storage = min(–dif, now_storage); 
4.3. storage = storage * buy_unload; 
4.4. now_storage = now_storage – storage; 
4.5. sale_buy = storage – dif. 

The choice of actions should depend on the state of 
the GC, but it is enough to get answers to two questions. 
The first is connected with determining whether the GC 
is in a state of excess or deficiency of energy? The 
second is also related to the fact that the price of 
electricity changes throughout the day. Although various 
billing schemes are possible, a two-zone tariff is 
considered in this research, the daily tax is from 7 a.m. to 
11 p.m., and at other hours it is a night tax, cheaper one. 
Thus, it’s needed to get answers to the questions: 

1) Excluding accumulation, does the generation of 
the GC wind power plant more than the GC consumption 
(diff> 0)? 

2) Is there a special time period now? 
The GC control takes into account the possibility of 

using two intervals as special periods (from time1 to 
time2 and from time3 to time4), the values of the 
boundaries of the time intervals are parameters adjusted 
during the optimization process. 

As a result, we have four possible cases at each hour: 
• (diff < 0) AND NOT (special_time_period); 
• (diff > 0) AND NOT (special_time_period); 
• (diff < 0) AND (special_time_period); 
• (diff > 0) AND (special_time_period). 

When creating a GC control based on rules, we get 
12 rules of the form IF <condition>, THEN <action> 

The number of rules is 12 since the second and third 
actions can be performed under any of the four 
conditions, and the first and fourth under two conditions 
(2 * 4 + 2 * 2 = 12). In addition, the GC control model 

has four balance factors: buy_unload, sale_unload, 
buy_storage, sale_storage, and four moments as the 
boundaries: time1, time2, time3, time4. 

To control using these rules, we need to determine 
the procedure for their verification and compliance, that 
is, rule priorities. Decision making begins with checking 
of the highest priority rule. If its condition is satisfied, 
then the corresponding action of this rule is 
implemented. Otherwise, the next priority rule is 
checked, and so on until the end of the rule list. The 
conditions are designed in such a way that when you go 
through the list of rules, you will surely find one whose 
condition will be satisfied. As a result, to build a 
controller, it is necessary to determine the order of the 
rules by setting priorities (pri) and the tuned parameters 
specified above: 

Solution = [pr1, …, pr12, buy_unload, sale_unload, 
buy_storage, sale_storage, time1, … , time4] 

3.2 Swarm Intelligence 

It is not always possible to determine the Swarm 
Intelligence algorithm that is most suitable for a solved 
task [15]. Therefore, the use of only one algorithm can 
give a solution whose effectiveness is not satisfactory for 
the optimization criterion. In this case, the researcher 
cannot determine the effectiveness without using other 
algorithms for comparison. Therefore, three Swarm 
Intelligence algorithms were applied: the Particle Swarm 
Optimization (PSO) algorithm, the Firefly Optimization 
(FFO) algorithm, and the Bees algorithm (BA) (not 
Artificial Bee Colony Optimization). Descriptions of the 
algorithms precisely in the form in which they are 
applied in this research are given in. 

3.2.1 Particle Swarm Optimization 

The Particle Swarm Optimization algorithm was first 
proposed by J. Kennedy and R. Eberhart in 1995 [18]. 
Then it was improved by Kennedy, Eberhart, and Shi 
[19]. PSO is based on a bird flocks’ behavior. A flock 
acts coordinated according to a number of simple rules. 
Every bird (called particle) coordinates own movements 
with the movements of whole flocks. In the PSO 
algorithm, every particle is denoted by a position vector, 
a velocity vector, and a value of the criterion. The 
vectors of position and velocity of all particles are 
updated according to a number of rules taking into 
account the best position of a particle, and the best 
position of the whole swarm. Also, the algorithm uses 
inertia weights of the particles, velocities restriction and 
the stochastic deviations. 

According to the scheme of the swarm algorithms 
description [15], the PSO algorithm may be represented 
by a tuple {S, M, A, P, I, O}. 

1. A set of particles (particles) S = {s1, s2,…,s |S| }, 
|S| is number of particles. At j-th iteration i-th particle is 
characterized by the state sij = {Xij,Vij, Xbest

ij}, where Xij 
= {x1

ij, x2
ij,…, xl

ij} is the variable parameter vector 
(particle position), Vij = {v1

ij, v2
ij,…, vl

ij} is the velocity 
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vector, Xbest
ij = {b1

ij, b2
ij,…, bl

ij} are the best (by value) 
fitness-functions of the particle position among all the 
positions it took during the algorithm operation from the 
1st to the j-th iterations, l is the number of variable 
parameters. 

2. Means of indirect exchange is vector M = Xbest
j is 

the best value of the variable parameters vector derived 
among all particles from the 1st to the j-th iterations of 
the algorithm.  

3. Algorithm A describes the steps of the PSO 
algorithm. 

3.1. Generation of initial population (iteration 
number j = 1): 

Xi1 ← random(0,1), i = 1, …, |S|, 
Vi1 ← random(0, vmax), i = 1,…|S|, 
Xbest

i1 ← Xij, i = 1, …|S|, 
where random(0, 1) is the vector of random numbers 
with dimensionality l (dimensionality of solution search 
space) uniformly distributed from 0 to 1. 

3.2. Calculation of fitness- functions. The criterion 
calculation takes place in the mathematical model of the 
problem where Xij vectors are entered from algorithms 
and the results are returned to the algorithm through the 
interface {I, O}. 

Xbest
ij ← Xij | f(Xbest

ij)<f(Xij), i = 1, …, |S|, 
M ← Xij | f(M) < f(Xij), i = 1, …, |S|, 
3.3 Particles’ movement with respect to the 

tolerance region and to the velocity limitation: 
Vij+1 ← Vijω + α1(Xbest

ij  - Xij)random(0,1) + α1(M - 
Xij)random(0,1) (i = 1, …, |S|). 

Vij+1 ← β | Vij+1 > vmax ,i = 1, …, |S|. 
Vij+1 ← -β | Vij+1 < -vmax ,i = 1, …, |S|, 
where α1, α2, ω, vmax are algorithm parameters. 
Xij+1 ← Xij + Vij+1 , i = 1, …, |S|. 
Xij+1 ← 1| Xij+1>1 , i = 1, …, |S|. 
Xij+1 ← 0| Xij+1<0 , i = 1, …, |S| 
3.4. If at the j-th iteration a stop-condition is 

satisfied, then the value M is transmitted to output O, or 
the transition to iteration 3.2 takes place. 

4. Vector P = {α1, α2, ω, β} comprises the 
coefficients of algorithm А, which influences the 
particles’ movement in the search space. Coefficients α1 
and α2 define the degree of accounting the individual 
and group experience of the particles, respectively. 
Coefficient ω characterizes inertial properties of the 
particles, and coefficient vmax defines limitations for the 
maximum velocity. 

5. Identifiers I and O are input and output of the 
PSO algorithm for interaction with the problem 
considered. 

3.2.2 Bees Algorithm 

The Bees Algorithm Bee Colony Optimization algorithm 
was researched and developed by a number of authors in 
2005 [20]. It is based on the simulation of the behaviour 
of bees in their searching for nectar and the indirect 
exchange of information between bees. Bee swarm sends 
several scouts in random directions to search for nectar. 
Returning, scouts report on the areas found in the field 
with flowers containing nectar, and on them fly out the 

other bees. In this case, the more on the site of nectar, 
the more bees go to it. However, the bees can randomly 
deviate from the chosen direction. After the return of all 
the bees in the hive, information exchange and sending 
of bees again.  

According to the description scheme of swarm 
algorithms, the BA algorithm may be represented by a 
tuple {S, M, A, P, I, O}. 

1. A set of particles (bees) S = {s1, s2, …, s|S|}. At 
the j-th iteration the i-th particle is characterized by the 
state sij = {Xij}, where Xij= {x1

ij, x2
ij, …, xl

ij,}is the 
variable parameters vector (the particle position), l is the 
dimensionality of the solution search space. 

2. Means of indirect exchange M is a list of the best 
and perspective positions found in the j-th iteration, M = 
{Nij

b
, Nkj

g}, i = 1, ..., nb, k = 1, ..., ng
. 

3. Algorithm A describes the steps of the BA 
algorithm. 

3.1. Generation of initial population (j=1) is fulfilled 
only for a subset of particles termed scouts:  

Xi1 ← random(0,1), i = 1, …, ns
, 

where ns is the number of scout particles. Other 
particles are considered as inactive this time (only at the 
first iteration). 

3.2. Calculation of fitness-functions. The criterion 
calculation takes place in the mathematical model of the 
problem where Xij vectors are entered from algorithms 
and the results are returned to the algorithm through the 
interface {I, O}. 

Xbest
ij ← Xij | f(Xbest

ij)<f(Xij), i = 1, …, |S|, 
3.3. Particles’ movement. Among all particles nb 

particles with the best values of target function are 
chosen, and then, in the rest of the set, ng particles with 
the best values are chosen. On the basis of this positions, 
the lists of the best and perspective positions M = (Nij

b
, 

Nkj
g) are generated, found at the (j–1)-th iteration. 

Herewith, the distance between any two positions in M 
over each coordinate in the solution search space must 
be not less than the values of parameter rx. Worker 
particles are sent to the vicinity of these positions. cb of 
particles are sent to the vicinity of each best position and 
cg are sent to the vicinity of each perspective position. 
Thus, the positions of all worker particles are determined 
as follows: 

X(i-1)cb+k j ← Nb
ij-1 + random(-1, 1)∙rad, i = 1,…, nb, 

k= 1,…, cb, 
Xnb·cb+(i-1)cg + k j ← Nb

ij-1 + random(-1, 1)∙rad, i = 
1,…, ng, k= 1,…, cg, 

where ns, nb, ng, сb, cg, rad are the parameters of the 
algorithm.  

In this case, scout particles are sent to random 
positions the coordinates of which are random values 
uniformly distributed in the tolerance range:  

Xnb·cb+ng·cg + i j ← random(-1, 1)∙rad, i = 1,…, ns 

3.4. If at the j-th iteration a stop-condition is 
satisfied, then the value Xbest

i is transmitted to output O, 
or the transition to iteration 3.2 takes place. 

4. Algorithm parameters used in this description 
form vector P = {ns, nb, ng, сb, cg, rad, rx}. The 
coefficient rad defines particle scattering in sending to 
the best and prospective positions, coefficient rx defines 
minimum possible distances between these positions. 
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The value for the expression ns + nbсb + ngсg is equal to 
the total number of the swarm particles (|S| = ns + nbсb + 
ngсg). The selection of the algorithm parameters heavily 
affects the quality of derived solutions, so in order to 
increase the algorithm efficiency it is necessary to adapt 
parameters. 

3.2.3 Firefly Optimization 

Firefly Optimization was proposed by Xin-She Yang in 
2010 [21]. This algorithm as all Swarm Intelligence 
algorithms is based on the particles (fireflies) movement 
in the search searching space. Let’s consider the 
objective function minimum problem of the following 
type f(X), where X is a vector of varied parameters which 
can get the values from some D area. Each particle is 
specified by the value of X parameter and value of an 
optimized function f(X). Thus, the particle is a feasible 
solution of the considered optimization problem.  

As the algorithm is based on watching for fly’s 
behavior, each particle is considered to see the “light” 
from their neighbors, but the brightness of the “light” 
depends on the distance between particles. For the 
process of solution finding to be converged to the 
optimum, each particle in its movement takes into 
account only those neighbors having a better value of 
f(X) criterion. But for the algorithm not to degenerate 
into greedy heuristics, it is necessary to have particles’ 
stochastic movement.  

According to the description scheme of swarm 
algorithms, the FFO algorithm may be represented by a 
tuple {S, M, A, P, I, O}. 

1. Set of particles (fire-flies). S = {s1, s2, …, s |S|}, |S| 
is a number of particles. At iteration j the ith particle is 
specified by the state sij = {Xij}, where Xij = {x1ij, x2ij, 
…, xlij} is a vector of the varied parameters (particle’s 
position), l is a number of the varied parameters. 

2. Means of indirect exchange is vector M is 
particles’ brightness. 

M = {f(X1j), f(X2j), f(X |s|j)} 
Brightness is determined by the optimality criterion. 

This vector ensures the indirect experience exchange 
among particles.  

3. Algorithm A describes the steps of the ACO 
algorithm. 

3.1. Generation of initial population (iteration 
number j = 1): 

Xi1 ← random(G(X)), i = 1, …, |S|, 
where random(G(X)) is a vector of equally 

distributed random variables meeting the restrictions of 
searching space.  

3.2. Calculation of fitness-functions. The criterion 
calculation takes place in the mathematical model of the 
problem where Xij vectors are entered from algorithms 
and the results are returned to the algorithm through the 
interface {I, O}. 

mij ← f(Xij), i = 1, …, |S| 
Xj

best ← Xij | f(Xij) ≤ f(Xj
best) 

3.3 Particles’ movement: 
Xij+1 ← Xij + v(Xij, Xkj) · (Xij – Xkj) + α·random(0, 

1) | mkj ≤ mij , i, k = 1, …, |S|, i ≠ k, 

if G(Xij+1) = 0, Xij+1 ← Xij , i = 1, …, |S|, 
Where random ∈ [0, 1], and G(X) is used in this case 

as the predicate showing if X belongs the area of 
admissible solutions. 

The function v(Xij, Xkj) defines the attractiveness of 
k particle for i particle with j algorithm iteration: 

v(Xij, Xkj) ← β·(1 + γ·r(Xij, Xkj))-1
 

 where r(Xij, Xkj) is Cartesian distance between 
particles. 

3.4. If at the j-th iteration a stop-condition is 
satisfied, then the value Xbest

i is transmitted to output O, 
or the transition to iteration 3.2 takes place. 

4. Vector P = {α, β, γ} are coefficients of the 
algorithm. Coefficient α determines the influence degree 
of stochastic algorithm nature. Coefficient β sets the 
degree of attraction between particles with zero distance 
between them i.e. defines the particle’s mutual influence. 
Coefficient γ controls the dependence of attraction on the 
distance between particles.  

3.3 Application the Swarm Intelligence 
Algorithm for GC optimal control 

For applying SI algorithms, it is necessary to determine 
the mapping of the particle coordinate (X) in the search 
space solution to the solutions of the solved task. In this 
case, the solution is the control actions A(t), as shown in 
expression (1). Each element of the vector X is bounded 
from 0 to 1 [15]. The priorities are real numbers from 0.0 
to 1.0, so pri = xi, i = 1, ..., 12. The parameters 
buy_unload, sale_unload, buy_storage, sale_storage 
also take values from 0.0 to 1.0, so they are mapped in 
the same way. To set values of time1, ..., time4, we use 
rounded down values of 24x17, …, 24x20.  

The FFO algorithm requires comparing each particle 
to each other, so the number of operations quadratically 
depends on the number of particles. The PSO and BA 
have a linear relationship. We reduce the number of FFO 
particles to equalize the calculation time. At the same 
time, we increase the number of iterations of the FFO 
algorithm to equalize the number of calculations of the 
objective function. As a result, the number of particles is 
reduced four times, and the number of iterations is 
increased four times compared to the PSO algorithm and 
the BA. The parameters of the SI algorithms are given in 
Table 1. 

Table 1. Parameters of the SI algorithms 

Alg. Particles Iteration Heuristic coefficients 

PSO 200 500 α1 = 1.5 α2 = 1.5,  
ω = 0.7, β = 0.5 

BA 200 500 
ns = 60, nb = 6, ng = 1,  

сb = 20, cg = 20,  
rad = 0.01, rx = 0.05 

FFO 50 2000 α = 0.05, β = 1, γ = 0.5 
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4 Results and Discussion 

4.1 Computational Experiment 

Computational experiments were carried out while 
considering the GC of Russky and Popov Islands (GCR, 
GCP, respectively). Table 2 shows the prices used in the 
simulation. 

Table 2. Prices used in the simulation 

Power flow Price,  
rubel / MWh 

Price,  
$ / MWh 

Wind generation 500 6,67 
Power storage 

discharging 100 1,33 

Sale (daily rate) 3200 42,7 

Sale (daily rate) 1400 18,67 

Buy (daily rate) 2700 36,00 

Buy (daily rate) 900 12,00 

 
To evaluate the effectiveness of the rule-based 

control model built by the Swarm algorithms, we 
compared them with a base constructed manually by an 
expert. The main advantage of using SI is an automatic 
adaptation to the profiles of production and consumption 
of each GC. Therefore, the expert rules were constructed 
one time for the general case. 

Obviously, in the problem under consideration, 
control is impossible without power storage. Because 
without it, GC has to sell electricity at times of excess 
and buy at times of shortage, and there are no other 
options. Therefore, control efficiency is limited by the 
capacity of the power storage. Due to the limitation of 
capacity and the use of tariff simulation with only two 
rates (day, night), the reduction in energy consumption 
or the increase in income (this is the same thing) is not 
very large. Thus, for results clarification, we did not 
compare the absolute values of the cost of electricity 
according to criterion (4), but the benefits that control 
gives regarding the situation without power storage. 

In section 2.1, three cases are considered: the control 
of a GC of Russky Island, GC of Popova Island, and an 
integrated system of both GCs. For each situation and 
each algorithm, modeling was performed on data for two 
summer months (Fig. 2-4). 

4.2 Simulation results 

Table 3 shows the results. Each SI algorithm was 
launched 20 times, and in 17-18 launches out of 20 gave 
the same result. This result is used as a summary. The 
results without the use of power storage are shown in 
rows with the label "No" in the "Algorithm" column, and 
the results of control using the expert rules are labeled as 
"Expert". Also, Fig. 7 visualizes the benefits of using the 
rule-based model optimized by the SI. 

It can be seen that the difference varies greatly 
depending on the profile of production and consumption. 

For the GC of Russky Island, there is a situation of 
electricity shortage, so control does not make a large 
contribution. For the Popova Island GC, on the contrary, 
there is an excess of electricity; therefore, it is necessary 
to determine the best moments for the sale of electricity 
and the balance between sale and accumulation. 

The most interesting situation is when a joint system 
of two GCs is controlled together. First, in this case, the 
profile is more complicated (Fig. 4), since there are 
moments of both excess and shortage of electricity. 
Secondly, the power storage capacity is two times higher 
due to the combination of storages of both GC in a single 
power system. Thirdly, the combined GC has a higher 
generation and consumption, since, it is evident that all 
quantitative indicators will be more top. 

The results of all applied SI algorithms are very 
close, even without adjusting the heuristic parameters. It 
can be explained by the relatively low complexity of the 
task from the point of view of optimization theory since 
there are not many control options. 
 

 

 
 
Fig. 7. Algorithms’ results. The histogram shows the monthly 
profit ($) of power storage usage with the different algorithms 
of optimize control rule-based model. Left 4 bars shows results 
for GCR, central 4 bars – for GCP, right 4 bars – for GCR+P.   

 

Table 3. Algorithms’ results  

Case Algorithm Cost, 
thousands $ 

Monthly Profit, 
thousands $  

GCR No 580.3 - 
GCR Expert 579.8 0.241 
GCR PSO 579.4 0.43 
GCR BA 579.5 0.43 
GCR FFO 579.5 0.43 
GCP No -41.6 - 
GCP Expert -41.5 0 
GCP PSO -42.8 0.6 
GCP BA -42,8 0.59 
GCP FFO -42,8 0.59 

GCR+P No 452,0 - 
GCR+P Expert 450,4 0.57 
GCR+P PSO 447,3 2.33 
GCR+P BA 447,3 2.33 
GCR+P FFO 447,3 2.33 
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5 Conclusion 

In this research, we have applied Swarm Intelligence 
algorithms to optimize the heuristic-rule-based control 
model (optimize priorities of rules and numerical values 
of the model coefficients) for optimal control of 
generating consumers with wind power plants. The 
computer simulation showed that SI allowed to increase 
the profit of power storage usage 1.8–4.1 times 
compared with the rules build by experts. The simulation 
results confirmed that it is appropriate to apply the SI 
algorithms to increase accuracy of heuristic-rule-based 
model, and perform adaptation to a given generating 
consumer. 

The proposed control model allows to get the robust 
control in a particular situation, which can be easily 
transferred to other climatic conditions and GC features. 
For future work, we plan: firstly, to complicate a GC 
model and a model of GCs interaction; secondly, to 
apply the Q-learning method for the optimal control of 
GC; thirdly, make comparisons with existing methods 
using larger dataset.  
 
This work is supported the Novosibirsk State Technical 
University Development Program through the Project C20-20. 
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Abstract: In the course of this work, the authors considered the features and prospects of 
introducing smart energy systems in the Russian Federation, highlighted the legal problems that 
arise during the implementation of technologies, suggested possible solutions to them and made 
recommendations for the effective implementation of this activity. 
 

 
The 21st century is the century of new technologies, the 
century of introducing innovations in all spheres of 
public life. Modern energy does not stand aside. One 
such innovation is Smart Grids. By Smart Grids we mean 
an automated set of algorithms that independently 
monitors and distributes electricity flows to achieve 
maximum energy efficiency, as well as other tasks. 

The emergence of a new generation of Smart Grids is 
caused by the following reasons:  

• distribution of generation, as well as an increase 
in the volume of technologies used based on renewable 
energy sources;  

• the emergence of new methods of managing 
consumer services, innovative energy storage 
technologies;  

• the discovery of new approaches in the field of 
energy supply and distribution during the use of highly 
intelligent automated systems;  

• the advent of new applications working with 
data analytics on high-voltage networks. 

The idea of smart energy systems is embodied in the 
form of a single set of devices that make it possible to 
achieve automation of the processes of activity of energy 
companies and utilities, as well as provide the ability to 
carry out high-quality monitoring and control of the two-
way energy flow along the entire length of the production 
chain - from a power plant to the end consumer. Along 
with the two-way power transmission channels, the 
system has two-way data exchange channels that receive 
information from the object and transmit control 
commands to it. 

This smart system uses sensors, counters, analytical 
tools and digital controls. The data from the sensors enter 
the information systems, which, analyzing the incoming 
information, are able to make decisions about whether to 
change the route of electricity flows, the mode of 
operation of household appliances or industrial 
installations in order to consume a valuable resource - 

electricity - as efficiently as possible and ultimately avoid 
energy collapses. 

The introduction of Smart Grid in the energy sector 
provides optimization of productivity, prevention of 
downtime and quick recovery from power outages. For 
consumers, this transformation opens up the possibility 
of managing their own energy consumption at the level 
of individual electrical appliances connected to the 
network. 

The evolution of Smart Grid technologies can be 
visualized and viewed in two stages. The first - 
modernization - completed by 2015, should include 
various equipment for transmission and measurement, 
examples of which are measuring instruments, 
transformers, capacitors and plugs, and partly automated 
control systems. The latter are at the junction of the 
described stages and are widely used in the transition to 
the second - a breakthrough through integration with 
information and communication technologies. Examples 
of these systems are SCADA and PMUs systems, voltage 
sensors, Demand Side Management, power distribution 
automation. Currently, an advanced measuring 
infrastructure in the form of smart meters, price-
dependent consumption, energy management, and also 
the so-called microgrids: ultra-advanced current limiters, 
energy storage, smart devices, and power management 
platforms [1]. 

Transformation of the electric power industry 
segments allows achieving the following effects: 
increasing production capacities and providing power to 
remote and isolated regions, reducing losses arising in the 
process of transmission and transformation of electricity; 
reduction of peak network loads during power 
distribution and, as a result, reduction of operating costs 
and losses. In addition, the transformation of the 
segments will allow for accurate metering of 
consumption, and in the business environment to meet 
the growing requirements for environmental friendliness 
and energy efficiency of production, integrate electricity 

136



markets, introduce integrated intelligent management of 
both demand and consumption, as well as manage and 
supply to the market surplus energy, where former 
consumers will become producers of electricity.  

Practical measures for the transition to the Smart Grid 
should become a necessary component of the entire 
technological process of renewing the electric power 
industry in Russia. So, replacing old equipment with a 
similar or technically progressive new one is not enough 
for the effective implementation of the transition - the 
primary task is to introduce it into the energy Internet, 
which will allow it to be embedded in the active part of 
innovative systems for managing economic interactions 
and technological processes, to apply it not only on the 
local, but also at the regional, federal and even national 
levels. 
Implementation of the action plan for the implementation 
of smart measuring systems will allow achieving a 
number of socio-economic effects:  
• changes in the export diversification index, GDP 
structure, as well as building up the export potential of 
the state through the formation of a sustainable export 
flow of software, equipment, smart energy systems 
services and integrated engineering services. The gross 
turnover of domestic enterprises in the markets of “target 
countries” is estimated by analysts at $ 40 billion in 2035 
[2];  
• strengthening the positions of domestic companies in 
the international arena and the global energy market 
through the introduction of EnergyNet technologies; 
• potential reduction of technical losses by up to 50% 
through the installation of more high-tech metering 
devices and targeted network repair, the volume of 
required capacities - up to 80%, operating costs - up to 
10% due to a decrease in the number of employees and 
maintenance and repair volumes, a decrease in consumer 
debt by up to 30-50% due to timeliness of payment [3];  
• achievement of a higher quality of power supply, 
development of household and industrial segments of the 
equipment energy efficiency market;  
• development of the information technology industry, 
various areas of engineering in key areas, the formation 
of a talent pool in the field of high-tech industries, 
training of specialists with skills to work in global 
markets; 

• savings on energy marketing activities arising from 
the introduction of new financial technologies that allow 
automating the settlement processes, resulting in a 
reduction in the cost of energy consumption. 

However, smart grids cannot be implemented 
ignoring the world experience, both technological and 
organizational and economic. Table 1 highlights the main 
technologies of strategies for the implementation of 
smart grids in 4 leading countries in this direction. 

Тable 1 Characteristics of smart grid implementation 
strategies 1 

 
Country 

 
Key technologies used 

                                           
1 Compiled by the authors based on [1]. 

 
 
 

 
 
  

England 

1. Implementation of smart meters, 
creation of applications for 
monitoring and control;  

2. Priority for the use of renewable 
energy sources, gradual 
integration into network 
infrastructure systems;  

3. Regular diagnostics of power 
supply voltage;  

4. Application of thermal energy 
storage systems. 

 
 
 
 
 
 
 
India 

1. Development and implementation 
of SCADA / Energy Billing, 
Energy Auditing & ABT Meter 
Interface / DMS / EMS and other 
technologies;  

2. Real-time collection, processing 
of information and redistribution 
of energy;  

3. Analysis of network visibility 
using open access and the 
Independent Power Producers 
(IPPs) system;  

4. Dispatch control with data 
transmission technology using 
VSAT. 

 
 
 

     
 
 
 
 
 USA 

1. Application of the Advanced 
Power Distribution System 
(DMS); 

2. Implementation of automated 
switches at distribution centers;  

3. Launch of remote control and 
monitoring of equipment at 
substations;  

4. Installation of new components to 
stabilize and raise the level of the 
technical condition of the 
network. 

 
 
Sweden 

(automation 
of the smart 
grid of the 
seaport in 
Stockholm) 

1. Improvement of the Peak Load 
Management (DSM) system;  

2. Widespread introduction of RES;  
3. Electrification of the bay, ship 

docks, docks;  
4. Automation of systems of 

structures and buildings of port 
services;  

5. Improving the quality and 
efficiency of energy storage 
systems. 

 
It should be noted that today a significant part of 

smart grid technologies developed and successfully 
implemented abroad, in particular, in the West, cannot be 
applied in Russia and the CIS countries due to the 
significant differences in domestic and Western electric 
power infrastructures that have not yet been eliminated. 
That is why, taking into account the specifics of large 
domestic power grid complexes, in Russia at this stage of 
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technological development, it is advisable to only 
partially introduce smart power systems, which are 
aimed at solving the key existing problems and tasks of 
the industry. 

Russia has great potential for the development, 
implementation and use of smart energy technologies. 
Acceleration of the development of Smart Grid principles 
can be both borrowing an integrated approach used in the 
leading countries in the implementation of smart energy 
systems technologies, and international cooperation with 
them. All participants of the energy market will have to 
make efforts in a coordinated and coordinated way, as it 
is difficult to create a single intelligent power system, 
working in a different way. It was necessary to work 
together within the energy value chain, which should 
unite the interests of generators, distribution networks, 
marketing companies and consumers. The value chain 
assumes that new market players will have to share basic 
information with each other in real time, while at the 
same time enabling consumers to obtain key information 
on price conditions, loading modes, savings in time and 
other important parameters for engaging consumers in 
the optimization process of the entire grid. In this 
process, the State has an important role to play, which 
should take on the functions of coordination, support and 
incentives. In addition, in practice, the effectiveness of 
the creation at the government level of institutions 
responsible for the creation, development and use of 
technologies in the field of monitoring and accumulation 
of renewable energy, the development of mechanisms for 
attracting both public and private investments, the launch 
of various educational programs in this area for the 
population, support and financing of projects has been 
proven. 

Smart grids can include new renewable energy 
sources, such as wind turbines and solar panels. They can 
also be used locally with distributed energy sources or 
network-connected electric vehicles. All of these 
elements of a single system are managed by the necessary 
software-but-hardware tools, such as a high-performance 
computing system that allows real-time information to be 
processed, streaming tools that allow it not to store vast 
amounts of incoming information, but to filter it, process 
it in a necessary way and make management decisions. 
Another important aspect that is not being given 
sufficient attention is ensuring the security of the 
"reasonable" power grid that we are striving to build. The 
more data, data and information, the greater the threat of 
external intruders to have a negative impact on the grid. 
Therefore, we can expect an increase in investments in 
providing integrated (at the junction of physical and 
digital networks) security. 

The potential effects of the large-scale application of 
smart grids in Russia include an increase in the 
competitiveness of the domestic energy-intensive 
industry, which will make up the main share in the 
national economy for at least 15 years [3]. In addition, 
the implementation of reliable, flexible networks will 
lead to increased efficiency in the use of today's 
infrastructure. It is expected that investment needs over 
the next 5 years will decrease to 30% [1], while the 

savings will be redistributed and directed to the further 
development of technologies. 

In addition, smart power systems can be considered 
as an important tool in the implementation of the Energy 
Strategy of the Russian Federation until 2035, in 
particular, its priorities. Among the key authors identified 
the following areas:  

• reduction and minimization of the negative impact 
on public health and the environment;  

• increasing the efficiency and rationality of using the 
potential of the fuel and energy complex;  

• supporting and ensuring the development of 
competition, transparent pricing mechanisms in the 
energy market;  

• increasing and ensuring the energy and information 
security of individual regions and the entire state as a 
whole. 

It is worth noting that in Russia the smart grid market 
is just emerging, so in domestic practice there are not so 
many examples of their implementation. The experience 
of implementing Smart Grid in such cities and regions of 
Russia as Ufa, Sergiev Posad, Kaliningrad Region, and 
the Republic of Bashkortostan can be called successful. 

The transition to Russia's Smart Grid will help to 
restrain the growth of electricity prices until 2035 by 
increasing generating and network capacity, 
quantitatively reducing energy losses to 70-80% and 
reducing the need for new capacity to 60-70% [1]. In 
addition, the above will significantly reduce the accident 
rate in the engineering infrastructure, improve the level 
of energy security and quality of life of the population as 
a whole.  

However, the introduction of intelligent power 
systems in Russia is complicated by some legal 
problems. Let's take a closer look at them.   

As we know from historical experience, any positive 
economic changes associated with the automation of 
production have negative consequences for some 
categories of citizens. In the case of the widespread use 
of intelligent power grids, there will be a reduction in the 
number of employees who, up to a certain point, have 
performed the working functions of the intellectual 
power grid. The termination of the employment contract 
in this case will take place on the basis of section 2 of 
Article 81 of the Russian Labor Code [4].     

Since the widespread introduction of smart power 
grids is expected, we believe that a large number of 
employees in this industry will acquire the category of 
unemployed. In this regard, we propose the adoption of a 
federal law obliging the employer in the case of the 
introduction of automated systems in the energy sector of 
the economy six months before the planned reduction to 
provide an opportunity at the expense of the organization 
to take specialized courses of shift profession to 
employees who fall under the reduction or pay a premium 
of n-number of monthly salaries. These proposals allow 
observing the norms of Article 75 of the Constitution, 
taking into account the amendments made to it [5].   

This problem is acute not only for the energy sector, 
but also for all sectors of the economy subject to 
digitalization and robotization. In this case, the presence 
of a special federal law will protect the legal rights of 
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citizens and reduce the further growth of poverty and 
unemployment[6]. 

It may seem that another way to solve this problem is 
to introduce an additional tax on the use of weak artificial 
intelligence in various types of production and the 
redistribution of funds to citizens who need them. A 
similar initiative was announced by the Institute of 
Progressive Education on July 24, 2020. However, such 
actions will ultimately lead not to an improvement in the 
life of the population, but to a slowdown in the growth of 
technological development of the entire robotics industry 
and the use of artificial intelligence systems. 

The reason for this will be the fact that the mentioned 
industry at this stage of its existence is just emerging, 
despite all the successes achieved. A nascent industry 
always requires large and long-term public and private 
investment, which in turn means that each cash flow will 
directly affect the pace of development. And now let's 
say that under such conditions, this branch of the 
economy, the industry for which the future will be 
subject to a constant tax burden from the state, 
redistributes 13-15% of its potential income not to 
improve production technology or improve the quality or 
quantity of potential tests of its products, but to pay 
taxes[7]. Of course, taxes are important for the state, but 
this instrument should be used with extreme caution[8]. 

It would be optimal to subject this industry to 
minimal taxation only when it becomes, firstly, more 
significant in terms of GDP formation and, secondly, 
much more profitable than it is now[9]. 

Another problem that arises during the digitalization 
of public life is the rather high probability of a technical 
failure of the program. Even a minor programmer error 
in the code can lead to the collapse of the energy system. 
To prevent this from happening, it is necessary to give 
the weak artificial intelligence, on the basis of which the 
smart grid functions, the possibility of practice in real 
life, allowing to identify such errors and correct them. 
Thus, we came to the first paradox of a real error - 
artificial intelligence will make mistakes in the real 
world, which can have extremely negative consequences, 
but in order to avoid such consequences, it must make 
mistakes as many times as possible in order to be able to 
foresee its possible mistakes in the future. 

The best way to solve this problem without harmful 
consequences would be to use virtual space to test weak 
artificial intelligence. Artificial intelligence in this case 
will not be able to harm the real budget system, but only 
that which has no physical embodiment in the ordinary 
world. However, for the problem to be solved, it is 
necessary to complicate the virtual space with all the 
variety of existing social relations, which is the next 
problem - the lack of necessary technologies in the world. 

Today we cannot, without distorting, completely 
“digitize” the world around us, with all its social subjects, 
since the behavior of one particular person or any natural 
phenomenon depends on an infinite number of factors, 
most of which cannot be described in the language of 
mathematical models on which it is built the virtual 
reality. 

The only way to solve this problem is to use “limited 
weak artificial intelligence”. In this case, the problem of 

digitizing the whole world for testing it does not arise, we 
can limit the scope of its application, thereby simplifying 
the reality in which it should exist, which in turn will 
cause simplification to the possible limits of the virtual 
space in which it should pass tests. This means that there 
is no need to test in the real world, which in turn protects 
it. 

At present, there are many ways to test weak artificial 
intelligence and its simulation. This largely depends on 
the application of low AI. Therefore, voice assistant is 
not tested separately in virtual space, but is put into our 
life immediately. 

This makes sense, because their actions may pose the 
least danger to society, and in order to function better, 
they must "talk to as many people as possible.". The key 
factor in testing low AI in daily life is the initial 
restrictions imposed by developers. 

For example, a voice assistant "Alice" can't insult 
you. This option and the corresponding vocabulary set 
don't exist in her software or so-called "core.". Alice uses 
two modes of communication - polite intonation and 
jokes. We draw attention to this seemingly insignificant 
fact, as it shows one of the avenues for the development 
of all legal science in the future. 

When the two subjects come into contact in daily life, 
their way of communication is not strictly restricted by 
the law. Only when they are absolutely necessary can 
they communicate as they think necessary. But it should 
not infringe on each other's rights. The law also does not 
specify the language an entity can use or not use in 
private conversations. But when we talk about a person 
talking to a voice assistant, the main moderator is not the 
law of the Russian speaking country, A user agreement 
between an individual and a company that owns the 
technology. 

Yes, of course, the agreement is based on the legal 
system of the host country, but it contains more 
restrictions, If a person wants to take advantage of the 
company's technology, he must abide by the user 
agreement. 

By analogy, smart energy systems must also be 
considered. If they're private companies, The limits and 
rules of their activities should be determined in advance 
at the legislative level, in close cooperation with the 
relevant professionals, How they have to work. Such 
restrictions will help protect humans from possible errors 
in artificial intelligence. In addition, the introduction 
itself must be carried out step by step, so that people can 
adapt to the new energy reality and make artificial 
intelligence think Consistency in all cases. At the same 
time, the gradual adoption of this technology can also 
avoid fatal errors - if the program fails, it will not be 
completely destroyed and rewritten, But only two steps 
back can theoretically save enough resources. However, 
if there are dangerous consequences of society and 
mistakes have occurred, what should we do? 

The next significant problem is the legal 
responsibility of the corporation and individual 
individuals for the operation of the automated power 
system. In modern domestic law, there is no mechanism 
for bringing a virtual program to justice. However, we 
are considering such a system, which, as we said earlier, 
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is a limited weak artificial intelligence, which means 
there is no volitional criterion for perceiving existing 
reality, and in the absence of a person's will, it cannot be 
a subject of an offense..   

Let's suppose that the actions of the power system led 
to an environmental disaster. In this case, it will be 
necessary to identify the reasons for such actions. There 
may be several of them - an error in the software of an 
intelligent energy system, unfair actions of an energy 
company or individual individuals.  

In the first case, the specific programmer or the 
company that released the program will bear legal 
responsibility. An energy enterprise in such 
circumstances will not be liable, but if there is negligence 
in its actions, we assume the possibility of bringing the 
enterprise itself to responsibility [6].  

In the second situation, the company whose actions 
or omissions caused damage to the environment will be 
directly held liable. Similarly, with case 3, a certain 
person will be held accountable, in whose actions there 
is guilt.  

But what if the actions of the programmers, the 
energy company, and specific individuals were correct, 
and the reason for the disaster was the decision of the 
intelligent energy system itself? What if the program 
considered a disaster to be more preferable than, say, the 
likely loss of a utility? Such an example cannot be 
regulated by modern law, and, of course, any actions that 
cause harm must be stopped and must bear consequences. 
In such a confluence of circumstances, we propose to use 
the analogy of law and use the concept of joint legal 
liability existing in the current legislation.   

By this analogy, both the author of the program and 
the enterprise itself should be subject to responsibility, 
and the novelty will be the fact that that between these 
subjects there was initially no conspiracy to commit an 
offense, their guilt is relative, but their joint actions led 
to the onset of negative consequences. It will also be 
necessary to change the program that made the error. It 
will also be permissible to expand the subject of the 
offense to the owner of patent rights for the intellectual 
energy system program in the event that the enterprise or 
the direct author of the program does not have such 
rights, since before the direct use of his patent for a 
monetary remuneration, he had to make sure of its safety. 

Above, we described the theoretical concept of legal 
liability for an error in an intelligent power system. Let's 
consider the problem from a practical point of view. 

The system of tripartite legal liability developed by 
us can be applied in the framework of civil law relations 
in order to determine the subject, obliged to compensate 
for the harm caused indirectly by his actions. In this case, 
the civil liability of the three parties indicated above will 
be subsidiary in nature, and the main obligated person 
will be the enterprise itself. 

From the standpoint of criminal law, the subject of a 
crime cannot be a legal entity, which means that it is 
possible to bring to criminal responsibility specific 
individuals, and not the enterprise itself. These 
individuals should include those who are responsible for 
testing the smart grid and running it. The subjective side 
of the crime will be expressed in criminal negligence or 

in criminal negligence in all cases when the intentions of 
the perpetrators were not aimed at the direct fact of 
committing an environmental crime. If intentions were 
nevertheless directed, the subjective side will be 
expressed in direct intention. The object of the crime in 
each case will be different, but the most likely object will 
be public relations arising in the field of ecology and the 
environment. 

In administrative law, legal entities can act as the 
subject of an offense, which makes it possible to bring 
the energy company itself to justice. The key in this case 
will be the proof of the fact of the connection between 
the intelligent energy system and the energy corporation. 

Russian legislation allows several types of liability to 
be applied to the offender at the same time. In the 
situation we are considering, legal responsibility in the 
event of an error in the smart power system that led to 
negative consequences will be distributed as follows: 

• the owner of the patent for the smart power system, 
its author and the enterprise using this system will be 
brought to civil liability; 

• the enterprise that made a mistake in the intelligent 
power system will be brought to administrative 
responsibility; 

• specific individuals who had the duty to control the 
testing of the program and are responsible for its use will 
be brought to criminal responsibility. 

The fact of an error in the smart grid program will 
cause the utility to shut down for a while. 

This fact can negatively affect public well-being in 
view of the importance of the energy industry for socio-
economic relations. This can be avoided by the presence 
of either a certain number of reserve personnel, or the use 
of another intelligent system. The second option is 
preferable in our case. The key in this matter is the fact 
that it must not be the system that made the mistake. 
Therefore, the energy company needs to develop 2 
systems in parallel: one main and one additional, and if 
the first makes a serious mistake, it should stop, and the 
emergency one should start working. 

Thus, in the course of this scientific work, we 
analyzed the ways to solve the problem in other states, 
considered the prospects for the introduction of 
intelligent energy systems in Russia and proposed ways 
to solve some legal and technical incidents associated 
with this implementation. 
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energy sector is carried out in this study. Using co-keyword, co-citation techniques to analyze a set of 
research and review articles indexed in the Scopus database, clustered networks were built to understand 
content relationships and research topic evolution within the 2000-2019 period. This study provides an 
overview of future-oriented research efforts and trends in the energy technology knowledge domain. 

Keywords: energy technology, technological forecasting, scientometric analysis, visual analytic, 
VOSviewer, CiteSpace. 

 
1. Introduction 

Technology forecasting is usually determined as decisive 
and systematic attempts to anticipate and understand the 
potential direction, rate, characteristics, and effects of 
technological changes, especially invention, innovation, 
adoption, and use [1]. In [2] the group of experts 
systematizes methods and forms of technology 
forecasting within a future-oriented technology analysis 
framework. They distinguish several overlapping forms 
of technology forecasting such as: 
• technology monitoring, watch, alerts (gathering and 

interpreting information); 
• competitive intelligence (converting that 

information into usable intelligence); 
• technology forecasting (anticipating the direction 

and pace of changes); 
• technology roadmapping (relating anticipated 

advances in technologies and products to generate 
plans); 

• technology assessment (anticipating the unintended, 
indirect, and delayed effects of technological 
changes); 

• technology foresight (effecting development 
strategy, often involving participatory mechanisms). 
In recent decades, the works [3] and [4] review the 

families of technology forecasting methods, its 
relationships, and applications. Nevertheless, there are no 
general overviews of technology forecasting evolution 
applied to the energy sector. This research tries to 
investigate the impact of energy technology forecasting in 
the scientific literature. 

The energy technology forecasting concept is not 
always used to imagine prospects and the coming 
advances in the energy area. Many works anticipating 
future energy technologies use “technological change” or 
widely discussed “energy transition” toward sustainable 
development by transitioning from fossil-based to zero-
carbon energy resources [5]. So these concepts should be 
additionally involved in the consideration. 

The main goals of this study: 
• summarizing the recent existing research 

efforts on energy technology forecasting; 
• helping to systematically understand the co-

citation documents, term clusters, and 
keywords clusters, as well as the knowledge 
pattern of energy technology forecasting; 

• quantitative estimation of the status quo and 
development trend of energy technology 
forecasting; 

• visualization of the research landscape of 
technology forecasting in the energy area. 

2. Methodology, data, and tools 

The methodology of the study is a scientometric analysis 
joint with supporting visualization to provide an in-depth 
understanding of the research structure and trending 
topics in energy technology forecasting. The 
scientometric analysis is a well-established technique to 
construct a knowledge map of the specific area over a 
large massive dataset of scientific literature. An example 
of a scientometric review of global research on 
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sustainability and sustainable development can be found 
in [6]. General workflow of scientometric analysis 
includes several sequential steps: 
1. Publications data retrieval related to a specific 

problem or knowledge area. 
2. Data cleaning manually or automatically to remove 

irrelevant publications. 
3. Scientometric quantitative analysis applying various 

metrics like betweenness centrality, burst strengths 
to construct different co-occurrence networks. The 
network examples are co-authorship network, co-
word network, co-terms network, co-citations 
network, and others. Further cluster analysis over the 
constructed networks is also a part of the 
scientometric approach. 

4. Knowledge domain visualization and in-depth 
analysis to obtain status-quo of research, discover 
emerging trends, hidden interrelations, and other 
valuable outputs. 
In the study, the Scopus database was selected as the 

most comprehensive and easy-to-use data source. A 
search in the database was carried out using the base word 
“energy” and a specific set of additional words related to 
concepts of future-oriented technology analysis. The last 
concept has fuzzy semantics and includes such terms as 
“technology forecasting”, “technology foresight”, 
“technology monitoring”, “technology roadmapping”, 
“technology trend”, “technology assessment”, 
“technology change”, “technology transition” and so on. 
Symbol “*” is inserted instead of the end of some words 
to satisfy a fuzzy search. The publications with the 
language “English” and document type as “Article”, 
“Review” from reviewed and trusted journals were 
selected. We consider the period 2000–2019 when the 
rapid growth of publications in the Scopus database is 
observed. 

The final query text inserted in the bar of “Advanced 
search” of the Scopus search engine is presented below. 
TITLE-ABS-KEY ( energy  AND  ( "technol* forecast*"  OR  "forecast* 
technol*"  OR  "technol* trend*"  OR  "technol* monitoring"  OR  
"technol* chang*"  OR  "technol* transit*"  OR  "technol* transform*"  
OR  "emerging energy technol*"  OR  "technol* assess*"  OR  "technol* 
roadmap*"  OR  ( technolog*  AND  "future prospect*" ) ) )  AND  (LIMIT-
TO ( DOCTYPE ,  "ar" )  OR  LIMIT-TO ( DOCTYPE ,  "re" ))  AND  (LIMIT-
TO ( LANGUAGE ,  "English" ) ) 

To avoid including irrelevant documents, for example 
from medical science, the search results were filtered to 
remove the subject areas far from “Energy” like 
“Medicine”, “Nursery”, “Computer Science”, “Arts and 
Humanities”, etc. On the other hand, since the “energy” is 
a multidisciplinary topic, such subject categories as 
“Engineering”, “Chemistry”, “Environmental Science”, 
“Social Science”, “Material Science” and so on also 
remain under consideration. 

The search with this query gives 3448 articles. Fig. 

1 presents the document statistics by years, countries, and 
sources provided by the standard Scopus tool. 

To investigate semantic content, key topics, and its 
corresponding interrelations the two scientometric 
techniques were used in this study, namely, co-citation 
analysis and co-term (keyword) analysis.  

In this paper, two software tools are used for 
scientometric analysis. First, VOSviewer software pays 
special attention to displaying large bibliometric maps in 
an easy-to-interpret way [7]. Another one is CiteSpace, 
which is a very powerful and extremely featured 
application for analyzing and visualizing co-citation 
scientific networks [8]. The software developed by 
Chaomei Chen has rich possibilities to identify the 
emerging trends and general points in a specific domain. 

 
a) 

 
b) 

 
c) 

Fig. 1. The number of articles on energy technology forecasting 
in the Scopus database: (a) during period 2000–2019, (b) 
country distribution, (c) most productive journals. 
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3. Results of scientometric analysis 

Initially, the co-occurrence network based on the article’s 
keywords was generated with VOSViewer. General terms 
like “article”, “review”, “technology” were excluded from 
the keywords list summarized from all articles. The 
visualization of the clustered network graph is shown in 
Fig. 2. 

Several colored clusters found over the keywords 
network reflect the main research topics of two recent 
decades. Technological change implies the advancement 
of renewable energy resources such as wind energy and 
solar energy (mixed violet and blue clusters). The red 
cluster contains another class of renewable energy 
technologies based on biomass. The bioenergy cluster is 
linked to renewable solar and wind technologies through 
hydrogen technologies including fuel cells. The green 
cluster presents energy policy issues including planning 
and market development for renewable energy sources on 
the one hand. On the other hand, climate change and 
emission control issues are directly related to 
environmental protection and carbon dioxide emissions 
topics located in the yellow cluster. Such general terms as 

energy efficiency, energy conversion, energy 
consumption, performance assessment, electric power 
system development, and other issues remain important 
research topics.  

Generating a co-citation network using CiteSpace 
software with default parameters is the next step of the 
analysis. For the correct construction of the co-citation 
network, the publications of the years preceding 2000 
were also included to consider previous research impact. 
Co-citation network in Fig. 3 presents an evolution of 
technology forecasting research from 2000 to 2019 years. 
It’s observed that the presented co-citation graph becomes 
sparser during the last decade 2010-2020. 

The list of top 47 papers having the strongest citation 
burst is shown in Fig. 4. These papers are sorted by start 
year of burst to show the dynamics of the “hottest” 
documents and its corresponding topics along with the 
considered period. The main theme of these papers is a 
discussion about appropriate technological changes as 
responses on the global problems of climate change and 
sustainable development of the world economy. Types of 
almost all highly cited works are reviews, surveys or 
theory foundation books. 

 
Fig. 2. Colored clusters of keywords co-occurrence network generated using VOSviewer software. 
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2000        2005             2010                 2015       2019 

Fig. 3. Co-citation network from publications of Scopus database over period of 2000-2019 years. 

 

 
Fig. 4. Top 47 papers with strongest citation bursts. Most intensive citation period is selected by red color. 
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There are several key topics identified from top-cited 
papers. First, the learning rates of energy technologies to 
assess forthcoming technological changes were the most 
important subject of interest for researchers. A highly 
cited research study [9] by Alan McDonald and Leo 
Schrattenholzer considers assembled data on cost 
reductions for many energy technologies to estimate 
learning rates. The work [10] by G.F. Nemet discusses the 
factors influencing cost reductions in photovoltaics. A 
comprehensive review of learning rates for electricity 
supply technologies [11] is highly cited in past 3 years. 
Understanding of nature of learning rates remains a key 
hot topic during all period 2000 – 2019. 
The directed technological change related to is another 
topic widely discussed (see for example [12]). The 
challenge of restructuring energy systems to provide 
sustainable technological transition with large-scale 
involvement of renewable energy sources receives special 
attention as an important issue of energy policy [13]. 

Conclusions 

A preliminary scientometric overview was carried out for 
the research domain of energy technological forecasting. 
General trends of technology forecasting in the energy 
sector were quantitatively estimated and visualized. The 
findings show the research spectrum from environmental 
policy issues like climate change and emission control to 
a set of alternative energy technologies including 
renewable solar, wind, biomass, and hydrogen 
technologies. However, to discover non-evident topics 
and relationships the deeper analysis is needed together 
with further comprehensive critical review similar to the 
methodology used in [14]. This analysis can also be 
improved on the base of the iterative procedure using 
preliminary prepared hierarchical concept maps or 
applied ontologies of energy technologies and forecasting 
methods. 
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Abstract.  Scientific research in the field of EPS flexibility has recently been intensified, and this 
flexibility is considered in a fairly broad setting. It is important to note that the issues of EPS flexibility are 
not new, but the term "flexibility" was not used to refer to this issue before, although all the main issues 
were considered within the framework of the topic of system reliability and development of EES, and the 
issue of continuity of modern research with previous scientific research and existing scientific results is 
important. Traditionally, one of the aspects of system reliability has been the power security of the EPS, 
which refers to the ability of the system to withstand sudden disturbances without unintended impacts on 
electricity consumers. At the same time, the analysis of power security was mainly performed only in the 
volume of the system-forming power gird of the EPS. For the power systems of the future, the importance 
of power security increases significantly, but as an analysis of the power security of the system-forming and 
distribution power grids together. For a number of years, the authors have been engaged in research in the 
field of mode reliability using the method of calculating EPS modes taking into account discrete and 
interval characteristics of mode parameters. This method allows us to study the properties of controllability 
of power systems of the future in the required problem statement.  

Introduction and problem statement 

Recently, scientific research in the field of Electric 
Power System (EPS) flexibility has been intensified, and 
this flexibility is considered in a fairly broad setting [1, 
2]. In accordance with [3]: Flexibility describes the 
degree to which a power system can adjust the electricity 
demand or generation in reaction to both anticipated and 
unanticipated variability. Flexibility indicates the 
capacity of a power system network to reliably sustain 
supply during transient and large imbalances. A techno-
economic definition by International Energy Association 
states that, power system flexibility is the ability of a 
power system to reliably and cost-effectively manage the 
variability and uncertainty of demand and supply across 
all relevant timescales, from ensuring instantaneous 
stability of the power system to supporting long-term 
security of supply [4, 5]. 

It is important to note that the issues of EPS 
flexibility are not new. Previously, the term "flexibility" 
was not used to refer to this issue, although all the main 
issues were considered within the framework of the topic 
of systems reliability and development of EPS [6-8]. 
Accordingly, the issue of continuity of modern research 
with previous scientific research and existing scientific 
results is important. 

In the traditional electric power industry, the main 
emphasis in the field of system reliability of power 
plants was placed on the maneuverability of high-
capacity generating equipment and sufficient reserves of 

capacity of inter-system and intra-system main power 
grids. The nature of load changes over time (over a year, 
over a week, over a day, over an hour, over a minute) 
was fairly predictable and was determined by the types 
of consumers, including the type of production at an 
industrial enterprise. Unscheduled deviations from the 
forecast mode were also predictable, because the main 
reason for them was an emergency shutdown of 
equipment, which allowed us to normalize such 
perturbations (normative perturbations in stability 
analysis [9]), and also allowed us to apply the rich 
experience of studying the hardware reliability of 
elements of the EPS [10]. In such conditions, it was 
possible to plan and implement the required properties of 
the power plant quite effectively, even in the long term, 
both in terms of the controllability of power grid 
elements and the maneuverability of generating objects. 
To ensure system reliability, the tasks of determining the 
optimal volumes of hot and cold reserves at power plants 
were solved. These aspects, in fact, provided the 
required flexibility of the EPS (primarily due to large-
scale generation and main electric grids), and the 
effectiveness of the traditional approach within the 
previous technological structure has been confirmed by 
practice. 

In modern conditions, when there is a mass 
construction of small power plants using renewable 
energy sources, the volume of installation of power 
storage devices is increasing, consumer electrical 
installations are changing (they are becoming adaptive 
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and intelligent), there is a process of mass appearance of 
electric vehicles, and it is necessary to review traditional 
provisions in the field of system reliability. The problem 
is caused by the sharply variable and unreliable 
predictable of nature of the EPS loads curve, since the 
EPS load capacity is defined as the difference between 
the current load of electric receivers and generators 
power of consumers. Small utility consumers are not 
involved in operational dispatch control and the prospect 
of their involvement in the future is unlikely. As a result, 
there is no dialogue between consumers and energy 
companies, so the reasons and motives for changing 
consumer loads, including abrupt ones, are unknown to 
energy companies. In the case of an active consumer 
with its own generation using renewable energy sources, 
there may be a situation of a sharp transition from the 
mode of issuing electricity to the grid to the mode of 
maximum load consumption and oppositely, and this 
will happen without notifying energy companies. 

Special attention should be paid to the development 
of electric transport (electric vehicles). If the entire 
current fleet of the country is converted from internal 
combustion engines to electric drive, it will require about 
a 3-fold increase in power generation. Of course, the 
scenario of 100% switching to electric transport is 
unlikely, but it is also quite likely that the transfer of 
10% of vehicles to electric drive will require a 20% 
increase in electricity consumption, and at the expense of 
increasing the load on the distribution grids. 

Therefore, the traditional approach, where the 
flexibility of EPS was provided at the level of reserves of 
large-scale power plants and main electric grids with the 
general passivity of distribution grids, will not ensure the 
system reliability of the power systems of the future. It is 
not a problem to provide the required reserve in the 
future at the level of large-scale power plants and 
capacity of main electric grids, the problem will be in the 
transmission and distribution of electricity to consumers. 
It will require either a multiple increase in the capacity 
of distribution grids, or the use of new approaches to 
ensure system reliability due to the flexibility of the EPS 
on the part of distribution grids and active consumers. 

In addition to new trends with active consumers, 
electric transport and distributed low-power generation, 
there are also traditional problems of covering peak 
loads, as well as the problem of maintaining the 
parameters of the electric regimes within acceptable 
limits in repair and post-emergency regimes in EPS. In 
the cold season, the maximum load is associated with 
electric heating (as the main or additional means of 
heating), in the warm season, the maximum load is 
associated with cooling (air conditioning). In Russia, 
there are regions, in particular the Irkutsk region, where 
the share of electric heating is very high, including many 
localities where electric heating is the dominant method 
of heating premises. Analysis of the load schedules of 
real power systems shows that during periods of cooling, 
which in total amount to about 1-3 weeks per year, there 
is almost a 2-3-fold increase in loads in distribution 
grids, compared with the average level of loads in the 
autumn-winter period. 

Accordingly, the transmission capacity of 
distribution electric grids is selected based on the 
maximum consumption (maximum load) and non-
exceeding of the long-term permissible current of the 
grids elements in the event of a possible failure of any 
one grids element (criterion "N-1"). Due to the lack of 
automation tools, distribution grids are traditionally built 
as a radial grid with branches and a small number of 
cross-links forming rings. For this reason, for medium-
voltage distribution grids, reliability requirements 
against the background of the rare use of ring circuits, 
leads to the fact that the power supply to consumers is 
usually carried out by two parallel power lines (air or 
cable). As a result, in a normal scheme, even in the 
maximum load mode, grids elements (power lines and 
transformers) are loaded no more than 50%, and at the 
average annual load level, the load of grids elements 
usually does not exceed 15-30% of the permissible 
value. In cities, medium-voltage power lines are mostly 
made with expensive cable lines with a long repair 
period if it is damaged. In rural areas with low 
population density, medium-and low-voltage power lines 
are long. Both factors significantly increase the unit cost 
of urban and rural power lines per unit of electricity 
consumed. Thus, the capacity of the distribution grid is 
excessive, which increases the capital and operating 
costs for the construction, reconstruction and operation 
of electric grid, which are included in the electricity 
transmission tariff. 

If the load increases, which may be caused by the 
construction of new residential or non-residential 
facilities, or the mass appearance of new electric 
receivers of significant total capacity, such as electric 
vehicles (if their total number increases), the existing 
radial structure of the electric grid will not allow using 
the existing excess capacity of the grid. Therefore, it is 
necessary to build new or increase the capacity of 
existing electric transformer substations and power lines, 
which in turn will lead to an increase in electricity 
transmission rates. While maintaining the traditional 
approach, the new transformers and power lines will also 
operate in low-load mode most of the time. Thus, the 
effectiveness of the traditional approach is quite low, 
which is paid for by consumers. 

Since its inception, distribution electric grids are non-
automated and poorly observed objects, in contrast to the 
main electric grids and power supply grids of the most 
responsible industrial enterprises. This fact is due to the 
high cost, low reliability and low efficiency of the 
automation and remote control devices available at that 
time. Over the past decades, there has been a rapid and 
high-quality leap in the development of computer 
technology and digital communications, which allows 
you to create affordable, highly efficient automation 
tools at any level. Accordingly, there is a prerequisite for 
mass automation, intellectualization and digitalization of 
distribution grids, since this will reduce the cost of 
developing distribution grids. 

For the electricity industry of the future it is crucial 
to select the optimal regimes control in normal 
conditions, and the control of emergency and forced 
regimes. Under normal conditions, the main way to 
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influence active consumers is economic motivation, 
when due to discounts and surcharges to the price of 
electricity, a large number of active consumers are 
encouraged to manage their consumption according to 
the optimal scenario. At the same time, unlike traditional 
wholesale and retail markets (B2B market), the main 
players are quite small active consumers (B2C market), 
who will be ready only for simple rules of the game with 
a minimum amount of formal requirements and reporting 
documentation for them. It is important to understand 
that these objective circumstances will impair the 
reliability of the forecast for the control of EPS regimes. 

The situation is even more complicated for active 
consumers with emergency and forced regimes in the 
EPS. The main players are small consumers, who will 
not be involved in operational dispatch control. 
accordingly, energy companies will not be able to get 
information about the technical condition, accidents and 
repairs of such active consumers. If the high-power 
generating equipment, as well as the equipment of power 
grid companies, have requirements for reliability, 
requirements for their operating conditions in emergency 
modes, as well as requirements for their readiness in 
maximum load modes (readiness to pass the autumn-
winter period), then the low-power generation 
equipment, as well as electrical installations for 
managing the mode of active consumers, can not be 
normalized in terms of the requirements for their 
operation in emergency modes, as well as the 
requirements for their readiness in maximum load 
modes. Accordingly, there is a very high probability of 
mass failure of small generation and controlled elements 
of active consumers during emergency and post-accident 
modes in the EPS (electromechanical and transient 
processes, voltage and frequency deviations), as well as 
under extreme climatic factors. Accordingly, it is 
impossible to talk about the guarantee of the volume of 
system services provided by active consumers. It can be 
assumed that under normal conditions, most of the time 
active consumers will manage their consumption 
according to a relatively optimal scenario in accordance 
with the factors of economic incentives from energy 
companies. But there will also be time periods when 
active consumers will lose their activity, or will not act 
according to the optimal scenario accordingly, the EPS 
should be prepared for such a turn of events, ensuring 
both system reliability and reliability of power supply to 
consumers. Therefore, the key feature of the future 
power systems is the ability to operate in wide operating 
conditions, including forced operation of individual 
elements and sections of the distribution grid. 

It is assumed that the greatest economic effect of 
digitalization and intellectualization of electric 
distribution grids will be in the following aspects: 
• in the wide use of ring modes of distribution grids, 

with automatic or automated control of the ring grid 
topology, 

• automatic control of the reactive power regimes in a 
wide range (maintaining optimal voltage levels in 
any circuit-mode situations), 

• in the managing the demand of active consumers, 
including through electric vehicles (coordinated 
management of the charging process of electric 
vehicles and their use as energy storage devices in 
emergency situations). 

Power system security in new 
conditions 

Traditionally, one of the aspects of system reliability 
of EPS has been the power system security, which refers 
to the ability of the system to withstand sudden 
disturbances without unintended impacts on electricity 
consumers. At the same time, the analysis of power 
system security was mainly performed only in the 
volume of the system-forming grid of the EPS. For the 
power systems of the future, the importance of power 
system security increases significantly, but as an analysis 
of the power system security of a jointly system-forming 
and distribution grids. 

The authors propose to use an iterative two-level 
system for calculating and optimizing electrical regimes, 
where information is exchanged at the intersection of 
levels not by specific values of parameters of electrical 
modes, but by acceptable ranges and optimal (target) 
values of parameters of electrical regimes. This approach 
methodically brings together the traditional approach, 
where the system reliability of the EPS was ensured by 
optimal volumes of hot and cold reserves at power 
plants, with a new approach to managing the flexibility 
of the EPS. For the energy of the future, the managed 
resource is not only the range of possible generation 
capacity at large power plants (taking into account the 
hot and cold reserve), but also the range of controlled 
changes in load capacity in distribution grids. 

The authors have been engaged in research in the 
field of power system security for a number of years. To 
solve this problem, it is proposed to use the method of 
calculating EPS regimes repeatedly tested on other tasks, 
taking into account the discrete and interval 
characteristics of the regimes parameters [11, 12]. This 
method allows us to study the controllability properties 
of future power systems in the required task statement. 

In general, the balanced steady state parameters as 
well as their functions should be as close as possible to 

values ˆV V→ , these values are defined as discrete 
characteristics of the regimes parameters. They can be 
measurements, planned values of regimes parameters, 
forecast values, etc. Elements of iv V∈  are 

characterized by two parameters { }ˆ ˆ,i iv σ . In the case of 

measurement, ˆiσ  means the dispersion of îv , in other 

cases, it may be the permissible deviations of iv  from 

îv , specified as a percentage.  

In addition, the G  regimes parameters should be in 

some intervals of their ,G G G →    values, if 

possible. Accordingly, each interval variable 
i

g  is 
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characterized by four parameters { }, , ,j j j jg gσ σ , 

where jg , jg – upper and lower interval limits; jσ , 

jσ – boundary dispersions. From jσ , 0jσ =  it 

follows that j j jg g g≤ ≤ . The control range of 
controlled items (see Item 2), security restrictions (see 
Item 3-4), the volume control actions (see Item 5-6) are 
specified using these interval limits.  

The current load and generation values, as well as 
various expected (recommended, optimal) values of 
voltages, generations and loads of nodes, currents and 
flows through the branches can be set either by discrete 
parameters of the V , or by interval parameters of G  
with the values of dispersions (relative deviations) 
selected by taking into account the ranking of the 
importance of the recommended constraints or the 
severity of the control actions. By setting the current 
load and the active power of the generation by the 
discrete parameters of V , in the simulation of the 
emergency perturbation first of all will be found the 
controlling effects, not related to the change in the load 
and the generation of active power. And only if it is 
impossible to bring the regimes into the permissible area, 
the resource controlling effects will be used to reduce the 
load and change the generation. 

Because of the need to rank the role of variables iy  
in the functioning of the system, it is necessary to take 
them into account repeatedly in the G  with different 
boundary characteristics and percentage rates ( , )ij ijσ σ . 
Accordingly, the wider the range, the lower the 
percentage rates. The possibility of simultaneous 
assignments to the same parameter regime of restrictions 
in the form of discrete values of the expected values of 
V  and several interval ranges G  with different values 
of variance (percentage variance) makes it quite flexible 
to influence the results of the calculation of the variation 
of the controlling effects. Using this method, it is 
possible to perform the analysis of PS security, assessing 
the control of PS and finding different ways of automatic 
or operational control allowing PS to move from pre-
emergency to acceptable post-emergency mode in the 
event of emergency disturbances. 

To characterize the proximity measure of ˆV V→ , 

,G G G →   , the weighted least squares function is 

commonly used: 

2 2
n m

i i
i i

f a b= +∑ ∑
 

(1) 

where 
ˆ

ˆi

i i
vi

i

v va k
σ
−

= ⋅ ;  

*

* i

i i
i gi

i

g gb k k
σ
−

= ⋅ ⋅ ; 

The coefficients ,vi gik k  take into account the 
regulating effect of interval variables on the variables 

iи giv . If there is a regulating effect of some interval 

variable jg  on another variable, for example, iv , it 

exists if the variable jg  does not reach one of the 

boundaries. Therefore 1
givi jk k= − . 

In the accepted approach, ( )0 500id g≤ ≤  

depends on the distance of ig  from the interval 
boundaries, on the value of f and on the course of the 
computational process. 

{ }* *1; ; ;i i i i i i ig g k g g σ σ≤ → = = =  

{ }* *1; ; ;i i i i i i ig g k g g σ σ≥ → = = =  

( )

( )
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0 1; ;
1

1

i i i i i

i i i

i
i

g g g
g g g

k
d g

σ σ α σ α
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The steady state of PS is usually described by the 
equations of balance of currents or powers in the grid 
nodes and in vector form: 

( ), 0W X Y =
 

(2) 

here, the vector  Y  is a vector of independent 
parameters of the regime, which at the stage of solving 
the formula (2) take specific values. X is the vector of 
dependent parameters on the vector Y . This implicit 
dependency is indicated by:  

( )X X Y= . 
The solution of the problem is reduced to finding 

such a vector Y , at which: 
min ( )f Y  

and 
( , ) 0w X Y = . 

Sequential calculations are performed using the 
above method both for the system-forming grid and for 
each section of the distribution grid (connected to the 
main grid, but not connected to other sections of the 
distribution grid) with a search for regulatory 
disturbances. On the basis of each calculation, the 
required intervals of boundary regimes parameters at the 
junction of the system-forming and distribution network 
are determined. If you cannot enter regimes parameters 
in a valid region, requires the modification of the 
adjustment ranges of controlled parameters, which 
allows to determine optimal automatic control options, 
and if that's not enough, the definition of requirements 
for the development of the means of control of this part 
of the grid. 

Conclusion 

In this study, the authors made the following 
conclusions: 
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1. The task of ensuring EPS flexibility is a 
development of the traditional tasks of ensuring system 
reliability. Therefore, it is necessary to ensure the 
continuity of modern research in the field of EPS 
flexibility with previous scientific research and existing 
scientific results. 

2. Researchers in the field of EPS flexibility should 
develop their research areas in order to harmonize the 
newly introduced terminology and concepts with 
existing developments in the field of system reliability. 

3. Researchers in the field of system reliability 
should develop their research areas to take into account 
current trends in distribution grids, accounting for small 
power generation and active consumers. 

4. The Flexibility of the power systems of the future, 
in its balance aspect, will be provided largely due to 
active consumers and distributed generation of low 
power, including installed at consumers. But, these 
processes have not led to lower system reliability of the 
EPS or reduction of reliability of power supply of 
consumers, requires the development of distribution 
grids in terms of their observability, to provide automatic 
flow control of active and reactive power (banding grids, 
provision of reactive power sources, provision and 
installation of a automatic of regimes and emergency 
control). 

5. For the power systems of the future, the 
importance of power system security increases 
significantly, but as an analysis of the power system 
security of a jointly system-forming and distribution 
grid. It is proposed to use an iterative two-level system 
for calculating and optimizing electrical regimes, where 
information exchange between levels is carried out at the 
interface in the form of transmitting acceptable ranges 
and optimal (target) values of regimes parameters. 
Mathematical and software tools for solving the problem 
in this setting are proposed. 
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Medium-term scheduling of electric power system states 
under a wholesale electricity market  

Natalia Aizenberg1,, and Sergey Palamarchuk  

Melentiev Energy Systems Institute SB RAS,Irkutsk, Russia 

Abstract. The paper focuses on the development of a mathematical model for scheduling electric 
power system (EPS) states for the medium-term period divided into several time intervals. The model 
allows calculating the equilibrium state in the EPS, in which each supplier receives the maximum profit 
from the electricity supply to the wholesale market. The price levels in the EPS are determined by 
finding the maximum value of the social welfare given the balance constraints at the EPS nodes and the 
constraints on feasible state variables over several time intervals. Approaches to solving the multi-
interval problem of search for an equilibrium states are considered. The approaches involve building a 
system of joint optimality conditions for electricity suppliers in the considered time intervals. The 
equilibrium state is found either by directly solving such a system or through an iterative search. The 
paper demonstrates the results of the medium-term scheduling of the state by an example of a simplified 
electric power system.. electric power system..

1 Introduction 

Scheduling (forecasting) of states in electric power 
systems (EPSs) is an important task of operational 
dispatch control [1]. The states are scheduled for the 
short-term (for a coming day), medium-term (for a 
month, quarter, year), and long-term (for a period of 
up to 5 years) periods. The scheduling period is 
divided into time intervals (days, months, quarters). 

In the medium-term scheduling, for all operating 
areas and all time intervals the System Operator 
determines [1]: 
- electricity and power balances, 
electrical connection diagrams and schedules of 
planned repairs of equipment at power plants; power 
lines and substations; relay protection devices; 
communication channels and control systems, 
- state parameters to be maintained in time intervals 
of the scheduling period, 
- transfer capabilities of electrical network cutsets, 
considering agreed repair schedules and meeting the 
requirements of reliability and power quality, 
- types and volumes of services to ensure system 
reliability, 
- activities in the case of planned and possible 
unplanned operating conditions of the power system. 

The medium-term scheduling of EPS states takes 
into account: 
- current and projected tariffs for electric and 
thermal energy, 
- data on the results of trading in the wholesale 
electricity and capacity market (OREM), given the 

                                                 
1 Corresponding author: ayzenberg.nata@gmail.com 

supply volumes stipulated in bilateral electricity 
purchase and sale agreements, 
- characteristics of electrical networks, including 
transfer capabilities, losses, maximum allowable 
values of transmitted power, 
- consumption rates of hydro resources for 
hydroelectric power plants (HPPs). 

The load is distributed between the generating 
facilities according to the criterion of the minimum 
total costs for electricity buyers in the price zones of 
the wholesale electricity market. Traditionally, this 
aim was achieved by reducing the total costs 
associated with electricity production at thermal 
power plants. A larger-scale introduction of market 
relations in the electric power industry, a change in the 
structure of market participants and improvement in 
the rules of operational dispatch control have led to the 
modernization of the statements of scheduling 
problems and the change in the methods and 
algorithms for solving them [2]. New problem 
statements should take into account the facts that [3]: 
- Electricity consumption in the medium term has 
price elasticity [4, 5]. System operator should more 
carefully model the behavior of market prices and 
consider the possible reaction of consumers to their 
change; 
- Most suppliers seek to maximize their profits. 
They do not aim at achieving the minimum total costs 
of electricity production in the electric power system; 
- Individual power plants are part of generating 
companies (GenCos) that pursue their corporate goals. 
Scheduling of the EPS states should not take into 
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account the individual interests of power plants but 
rather their behavior as part of a generating company; 
- Individual suppliers can influence market prices. 
Electricity markets are markets with imperfect 
competition. Scheduling of the ESP state should allow 
for the oligopolistic nature of the wholesale market, in 
which the scheduling of generation by one supplier 
should take into account a possible behavior of other 
GenCos. 

For the medium-term scheduling, one should 
consider the constraints that relate individual time 
intervals. This applies to the possibilities of changes in 
the generated power in each or several intervals, and 
to the constraints on the amount of electricity 
generated, energy resources consumed, and on the 
volume of stored energy [6]. 

This paper aims to introduce a new statement of the 
problem of medium-term scheduling of energy system 
states, which meets the conditions of the domestic 
wholesale electricity and capacity market and factors 
in the desire of electricity suppliers to achieve 
maximum profit. The focus is on the scheduling of the 
states in several time intervals given the inter-interval 
constraints and refinement of electricity prices at the 
nodes of its generation and consumption. The methods 
of solving the optimization problem are proposed and 
the EPS state scheduling results are demonstrated by a 
simplified example of a power system. 

The first part of the paper discusses and formulates 
the problem statement. The second part describes 
possible approaches to balancing the interests of 
suppliers. One approach suggests building and solving 
a system of equations and inequalities consisting of 
optimality conditions for profit maximization by each 
supplier and social welfare maximization. The other 
approach uses an iterative method of approaching 
equilibrium. The third part of the paper is concerned 
with the numerical studies of the developed model 
capabilities. In addition, we analyze the qualitative 
differences in the calculation results depending on 
either presence or absence of inter-interval constraints 
and the type of the considered competition in the 
electricity market. 
Nomenclature  

The following notations are used in the text to 
describe the problem of medium-term scheduling of 
energy system states: 
t is number of time interval; 
T is the number of considered time intervals in a 
scheduling period; 
М is the number of time intervals with the 
interconnected state variables; 
∆𝑡𝑡 is the duration of time interval t; 
𝐼𝐼𝑛𝑛𝑡𝑡   is a set of numbers of nodes considered in time 
interval t;  
ℜ𝑖𝑖
𝑡𝑡 is a set of numbers of nodes connected to node i;  

𝐼𝐼𝑔𝑔𝑡𝑡   is a set of numbers of nodes with generation; 
𝐼𝐼𝑑𝑑𝑡𝑡   is a set of numbers of nodes with electricity 
consumption; 
𝐼𝐼𝑓𝑓 is a set of numbers of nodes from 𝐼𝐼𝑔𝑔𝑡𝑡 , whose power 
plants are part of the f-th GenCo; 
𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡  is the power generated at node i in interval t;  

𝑃𝑃𝑔𝑔𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡  is the maximum allowable value for 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 ;  

𝑉𝑉𝑔𝑔𝑖𝑖 𝑀𝑀  is the amount of generated electricity over М 
intervals; 
𝑉𝑉𝑔𝑔𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚 
𝑀𝑀 , 𝑉𝑉𝑔𝑔𝑖𝑖 𝑚𝑚𝑖𝑖𝑛𝑛 

𝑀𝑀  are the minimum and maximum 
amounts of generated electricity over М intervals; 
𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡  is the power consumed at node i in interval t;  
𝑝𝑝𝑖𝑖𝑡𝑡  is the  electricity price at node i in time interval  t; 
𝑄𝑄𝑔𝑔𝑖𝑖𝑡𝑡  is the water flow through the turbines of the i-th 
HPP  in interval t;  
𝑄𝑄𝑔𝑔𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚𝑀𝑀 ,  𝑄𝑄𝑔𝑔𝑖𝑖 𝑚𝑚𝑖𝑖𝑛𝑛𝑀𝑀  are the maximum and minimum 
allowable volumes of water drawdown from a 
reservoir of the i-th HPP or an allowable  amount of 
fuel consumed at the i-th thermal power plant over М 
intervals; 
𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡  is the power flow between nodes i and j in interval 
t; 
𝑃𝑃𝑖𝑖𝑗𝑗 𝑚𝑚𝑚𝑚𝑚𝑚 
𝑡𝑡 is the  maximum allowable value for 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 ;  

Δ𝑖𝑖𝑗𝑗𝑡𝑡  is the share of losses from flow 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡  in tie line i-j in 
interval t; 
GK is a set of generating companies. 

2. A mathematical model of medium-
term scheduling of EPS states  

Adequate representation of the electrical network 
and nodal prices is of great importance for scheduling 
of EPS states. In the practice of operational dispatch 
control, the consideration of the EPS steady states 
usually involves full nonlinear load flow models, 
including the equations of active and reactive power 
balances at the network nodes. Such models factor in 
the values of voltage magnitudes and phases, the 
transformation ratios of transformers, and the values 
of generated and consumed reactive power. 

It is difficult to ensure a relatively accurate 
specification of such data in the medium-term 
scheduling in the time intervals that are remote from 
the time of modeling. The use of full non-linear power 
flow models with a large number of time intervals in 
complex power systems can prove too time-
consuming. 

Simplified load flow modeling is justified for 
scheduling the expected EPS states. The simplified 
models factor in only active power distribution. 
Reactive power distribution is considered to be 
balanced and well known. In simplified models, power 
losses are most often represented as fractions of active 
power flows along the lines.  

The proposed model of medium-term scheduling 
considers the simplified modeling of the steady states 
in EPS. The model is characterized by the following 
properties: 
- electricity suppliers (GenCos) are interested in 
maximizing profits over the entire considered 
scheduling period [7], 
- scheduling of the states allows attaining an 
equilibrium of the suppliers’ interests. In the obtained 
state, GenCo does not seek to change the found values 
of the generating capacities 𝑃𝑃𝑔𝑔𝑓𝑓𝑡𝑡 , 
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- scheduling takes into account the inter-interval 
constraints relating the state parameters of several 
considered time intervals. Such constraints affect the 
levels of locational market prices, increase the 
dimension of the optimization problem, and can 
significantly increase the complexity of solving it.  
- scheduling of the states involves determining the 
values of nodal prices for electricity, which allows 
modeling a change in the consumed power 𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡  in each 
time interval t. 

The statement of the medium-term scheduling 
problem is as follows. Maximize the profit of 
individual generating companies over the entire 
scheduling period 

𝑆𝑆𝑓𝑓 = ∑ ∑ (𝑃𝑃𝑔𝑔𝑖𝑖 𝑡𝑡 𝑝𝑝𝑖𝑖𝑡𝑡𝑖𝑖∊𝐼𝐼𝑓𝑓 −  𝐶𝐶𝑖𝑖𝑡𝑡(𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 ))   →𝑇𝑇
𝑡𝑡   

 → max, 𝑓𝑓 ∈ 𝐺𝐺𝐺𝐺, (1) 

where 𝑃𝑃𝑔𝑔𝑖𝑖 𝑡𝑡 𝑝𝑝𝑖𝑖𝑡𝑡 is the revenue of the company from 
electricity sale in the amount of 𝑃𝑃𝑔𝑔𝑖𝑖 𝑡𝑡 ≥ 0 at prices 𝑝𝑝𝑖𝑖𝑡𝑡 ,
𝑖𝑖 ∊ 𝐼𝐼𝑔𝑔𝑡𝑡 ,   𝐶𝐶𝑖𝑖𝑡𝑡(𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 ) is the function of costs for electricity 
production at node i.  

Maximum of function (1) is determined following 
the constraints on the power flow values that provide: 

Balances of active power at nodes of the network  

𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡  −  𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 (𝑝𝑝𝑖𝑖𝑡𝑡) − �(
𝑗𝑗∊ℜi

𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 − �1 − ∆𝑗𝑗𝑖𝑖t �𝑃𝑃𝑗𝑗𝑖𝑖𝑡𝑡 = 0,   

 𝑖𝑖 ∊ 𝐼𝐼𝑛𝑛𝑡𝑡 . (2) 

Bans on countercurrent power flow in one tie-line  

 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡  𝑃𝑃𝑗𝑗𝑖𝑖𝑡𝑡 = 0,   i ∊ 𝐼𝐼𝑛𝑛𝑡𝑡  , 𝑗𝑗 ∊ ℜi
t , 𝑗𝑗 > 𝑖𝑖.  (3) 

Constraints on power generation at a node with 
generation  

 𝑃𝑃𝑔𝑔𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡 ≥ 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 ,   i ∊ 𝐼𝐼𝑔𝑔𝑡𝑡 ,  (4) 

 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 ≥ 𝑃𝑃𝑔𝑔𝑖𝑖 𝑚𝑚𝑖𝑖𝑛𝑛𝑡𝑡 ,   i ∊ 𝐼𝐼𝑔𝑔𝑡𝑡 .  (5) 

Constraints on power flow in tie-lines 

 𝑃𝑃𝑖𝑖𝑗𝑗 𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡 ≥ 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 ,    𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛𝑡𝑡 , 𝑗𝑗 ∈  ℜ𝑖𝑖

𝑡𝑡 ,   𝑗𝑗 > 𝑖𝑖 ,  (6) 

 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 ≥ 𝑃𝑃𝑖𝑖𝑗𝑗 𝑚𝑚𝑖𝑖𝑛𝑛
𝑡𝑡  , 𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛𝑡𝑡 , 𝑗𝑗 ∈  ℜ𝑖𝑖

𝑡𝑡 ,   𝑗𝑗 > 𝑖𝑖 ,  (7) 

 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡  ≥ 𝑃𝑃𝑗𝑗𝑖𝑖𝑡𝑡  ,    𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛𝑡𝑡 , 𝑗𝑗 ∈ ℜ𝑖𝑖
𝑡𝑡 ,   𝑗𝑗 > 𝑖𝑖 ,   (8) 

 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 ≥ 0,   𝑃𝑃𝑗𝑗𝑖𝑖𝑡𝑡 ≥ 0,  𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛𝑡𝑡 , 𝑗𝑗 ∈ ℜ𝑖𝑖
𝑡𝑡 ,   𝑗𝑗 > 𝑖𝑖. (9) 

Constraints (2) - (9) are considered for all intervals 
𝑡𝑡 = 1, … ,𝑇𝑇. 

The system of equalities and inequalities (2) - (9) 
models steady state in the electric power system. Such 
a model factors in power losses in the network ties-
lines ∆𝑖𝑖𝑗𝑗𝑡𝑡  and does not require presetting the directions 

of flows 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡  and 𝑃𝑃𝑗𝑗𝑖𝑖𝑡𝑡 . The sought variables in problem 
(1), (2) - (9) are generation volumes 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 , 𝑖𝑖 ∊ 𝐼𝐼𝑔𝑔𝑡𝑡 ,  
consumption volumes  𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 , 𝑖𝑖 ∊ 𝐼𝐼𝑑𝑑,

𝑡𝑡   values of power 
flows  𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 ,𝑃𝑃𝑗𝑗𝑖𝑖𝑡𝑡 , 𝑖𝑖 ∊ 𝐼𝐼𝑛𝑛𝑡𝑡 , 𝑗𝑗 ∊  ℜ 𝑖𝑖

𝑡𝑡 , 𝑗𝑗 >  𝑖𝑖  in the tie-lines of 
the EPS equivalent circuit and nodal prices 𝑝𝑝𝑖𝑖𝑡𝑡 , 𝑖𝑖 ∊ 𝐼𝐼𝑛𝑛𝑡𝑡  
in all intervals 𝑡𝑡 = 1, … ,𝑇𝑇. 

GenCos combine the individual power plants. The 
paper does not consider the case where one of the 
power system nodes has power plants that belong to 
different GenCos. We assume that suppliers (GenCos) 
behave independently in the market. Collusions 
between them and corporate behavior within the 
industrial groups are not considered in the paper. We 
assume that the price offers of suppliers correspond to 
their actual costs of electricity generation. The 
distortion of the presented price offers to increase 
company’s profit is not taken into account in the paper. 

The complexity of medium-term scheduling in a 
market environment stems from the need to 
simultaneously consider several time intervals. In this 
case, the inter-interval constraints relating the state 
parameters of several considered time intervals may 
participate in the optimization problem to be solved. 
Such constraints affect the levels of locational market 
prices, increase the dimension of the optimization 
problem, and can significantly increase the complexity 
of solving it. 

In our research, we consider the following inter-
interval constraints: 
- constraints on the amount of generated electricity 
𝑉𝑉𝑔𝑔𝑖𝑖 𝑀𝑀 = ∑ 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡𝑡𝑡∈𝑀𝑀 ∆𝑡𝑡  over М intervals  

 𝑉𝑉𝑔𝑔𝑖𝑖 𝑚𝑚𝑖𝑖𝑛𝑛𝑀𝑀 ≤ 𝑉𝑉𝑔𝑔𝑖𝑖 𝑀𝑀  ≤ 𝑉𝑉𝑔𝑔𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚𝑀𝑀 ,  (10) 

where 𝑉𝑉𝑔𝑔𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚𝑀𝑀 , 𝑉𝑉𝑔𝑔𝑖𝑖 𝑚𝑚𝑖𝑖𝑛𝑛𝑀𝑀  are maximum and minimum 
allowable amounts of electricity generated over М 
intervals at node 𝑖𝑖; 
- constraints on the amount of energy resources 
consumed at node i over М intervals  

 𝑄𝑄𝑔𝑔𝑖𝑖 𝑚𝑚𝑖𝑖𝑛𝑛 
𝑀𝑀 ≤ ∑ 𝑄𝑄𝑔𝑔𝑖𝑖𝑡𝑡𝑡𝑡∈𝑀𝑀  ≤ 𝑄𝑄𝑔𝑔𝑖𝑖 max 

𝑀𝑀 . (11) 

Constraints (10), (11) are added to constraints (2) - 
(9) in the statement of the medium-term scheduling 
problem. Other types of inter-interval constraints, 
namely, the constraints on the amount of energy stored 
in different types of storage systems and changes in the 
power generated over M intervals are considered in 
[6]. 

Another difficulty of the medium-term scheduling 
is related to the dependence of consumption volumes 
𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡  on the levels of nodal electricity prices. Demand 
for electricity for most consumers in the medium term 
has significant elasticity [4, 5]. Therefore, System 
operator must take into account the reaction of 
wholesale consumers to changes in market prices. The 
medium-term scheduling should, where possible, 
allow for the consumer demand functions that 
accurately reflect their behavior when prices change at 
consumption nodes. 
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The difficulty of considering the demand elasticity 
when scheduling power flows in a market environment 
arises because the dual variables to constraints (2) 
when solving the optimization problem with objective 
function (1) do not correspond to the values of nodal 
marginal prices for electricity in the considered power 
system. To determine the values of nodal prices, we 
need to solve an auxiliary optimization problem with 
an objective function that reflects the maximum social 
welfare. The auxiliary problem  

 𝑊𝑊 = ∑ �∑ 𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 ⋅ 𝑝𝑝𝑖𝑖𝑡𝑡(𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 ) − ∑ 𝐶𝐶𝑖𝑖𝑡𝑡�𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 �𝑖𝑖∊𝐼𝐼𝑔𝑔𝑖𝑖∊𝐼𝐼𝑑𝑑 �𝑇𝑇
𝑡𝑡 →

       → max,  (12) 

with constraints (2) - (9) is solved in each time interval 
t. In (12) 𝑝𝑝𝑖𝑖𝑡𝑡(𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 ) is an inverse demand 

function at node 𝑖𝑖  in interval 𝑡𝑡.  Nodal prices 𝑝𝑝𝑖𝑖𝑡𝑡 
correspond to dual variables 𝜆𝜆𝑖𝑖𝑡𝑡 , 𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛𝑡𝑡  to balance 
constraints (2) of the auxiliary problem (12), (2) - (9). 
The auxiliary problem is solved according to the 
technique of determining the hourly nodal prices, 
which is used by the Commercial operator of the 
domestic wholesale market [8]. 

For the medium-term scheduling, the auxiliary 
problem should factor in the inter-interval constraints 
(10), (11). The introduction of these constraints affects 
the levels of nodal prices for electricity 𝑝𝑝𝑖𝑖𝑡𝑡. Below, 
problem (12), (2) - (11) is called an extended auxiliary 
problem.  

Summarizing the material of the section, it is worth 
noting that the medium-term scheduling of  the power 
system states is reduced to simultaneously solving the 
extended auxiliary problem (12), (2) - (11) relative to 
the nodal prices 𝑝𝑝𝑖𝑖𝑡𝑡 and general scheduling problem 
(1), (2) - (11) that involves determining variables  
𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 , 𝑖𝑖 ∊ 𝐼𝐼𝑔𝑔𝑡𝑡 ,  𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 , 𝑖𝑖 ∊ 𝐼𝐼𝑑𝑑 

𝑡𝑡 ,  𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 ,𝑃𝑃𝑗𝑗𝑖𝑖𝑡𝑡 , 𝑖𝑖 ∊ 𝐼𝐼𝑛𝑛𝑡𝑡 , 𝑗𝑗 ∊  ℜ 𝑖𝑖
𝑡𝑡 , 𝑗𝑗 >

 𝑖𝑖  in all intervals t=1,..,T.  
One of the features of the medium-term scheduling 

problem is the lack of reliable information on the 
operation conditions for the power system in the 
upcoming time intervals. Apart from the unforeseen 
situations with the availability of the generation and 
network equipment, the uncertainty in the operation 
conditions is caused by changes in consumer bids for 
the volumes of electricity to be purchased from the 
market. It is difficult to predict the inflow of water into 
the reservoirs of the hydroelectric power plants and set 
the required levels of their lower pools several months 
in advance. Approximate information about the 
prospective levels of wholesale electricity prices 
reduces the quality of medium-term scheduling of 
power system states. 

The lack of unambiguous data on the operation 
conditions requires the formulation of stochastic 
statements of the scheduling problem and the use of 
stochastic optimization methods. The development of 
such statements and methods is beyond the scope of 
the presented research and relates to the prospective 
line of our study. In this paper, the information on the 
operation of the wholesale market and the operation 

conditions of the energy system in the medium term is 
considered to be known and reliable. 

2. Methods for solving the problem of 
medium-term scheduling in a 
wholesale market environment 

One of the possible approaches to solving the 
above problem is the development of a mathematical 
model in the form of a system consisting of the Kuhn-
Tucker optimality conditions [9] for the following 
problems: a) profit maximization by suppliers (1), and 
b) extended auxiliary problem (12) with constraints (2) 
- (11). 

Let us formulate the Kuhn-Tucker conditions for 
auxiliary problem (12), (2) - (11). Constraints (3) are 
considered for the case where the directions of flows 
are predetermined. We introduce the incidence matrix 
E between the nodes with elements (13). If electricity 
flows from node 𝑖𝑖 to node 𝑗𝑗, the element 𝑒𝑒𝑖𝑖𝑗𝑗 of matrix 
𝐸𝐸𝑡𝑡 equals 1, if it goes in a reverse direction, the 
element 𝑒𝑒𝑖𝑖𝑗𝑗 of the matrix equals −1, if there is no flow, 
𝑒𝑒𝑖𝑖𝑗𝑗𝑡𝑡 = 0. 

 𝑒𝑒𝑖𝑖𝑗𝑗𝑡𝑡 = �
1, 𝑖𝑖𝑓𝑓 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 ≥ 0;

−(1 − 𝛥𝛥𝑗𝑗𝑖𝑖𝑡𝑡  ), 𝑖𝑖𝑓𝑓 𝑃𝑃𝑗𝑗𝑖𝑖𝑡𝑡 ≥ 0;  
0, 𝑖𝑖𝑓𝑓 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 = 0.

  (13) 

Consider the inverse demand functions in each 
time interval at the nodes with electricity consumption 
to be specified in a linear form:  

 𝑝𝑝𝑖𝑖𝑡𝑡(𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 ) = ℎ𝑑𝑑𝑖𝑖𝑡𝑡 − 𝑙𝑙𝑑𝑑𝑖𝑖𝑡𝑡 ⋅ 𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 , 𝑖𝑖 ∊ 𝐼𝐼𝑑𝑑𝑡𝑡 , 𝑡𝑡 = 1, … ,𝑇𝑇.  (14) 

Assume that the cost function for electricity 
production for each supplier is quadratic: 

 𝐶𝐶𝑔𝑔𝑖𝑖𝑡𝑡 �𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 � = 𝑎𝑎𝑔𝑔𝑖𝑖𝑡𝑡 + 𝑏𝑏𝑔𝑔𝑖𝑖𝑡𝑡 ⋅ 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 + 𝑐𝑐𝑔𝑔𝑖𝑖𝑡𝑡 ⋅ �𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 �
2,   

𝑖𝑖 ∊ 𝐼𝐼𝑔𝑔𝑡𝑡 ,   𝑡𝑡 = 1, … ,𝑇𝑇. 

The objective function of the auxiliary problem 
(12), given (14), has the form:  

𝑊𝑊 =  ∑ �∑ 𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 ⋅ (ℎ𝑖𝑖𝑡𝑡 − 𝑙𝑙𝑖𝑖𝑡𝑡 ⋅ 𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 )𝑖𝑖∊𝐼𝐼𝑑𝑑
𝑡𝑡 −𝑇𝑇

𝑡𝑡

∑  𝐶𝐶𝑖𝑖𝑡𝑡(𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 )𝑖𝑖∊𝐼𝐼𝑔𝑔𝑡𝑡 � → 𝑚𝑚𝑎𝑎𝑚𝑚,   

where the first term in parentheses is demand 𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡  at 
node 𝑖𝑖, multiplied by price 𝑝𝑝𝑖𝑖𝑡𝑡(𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 ). The objective 
function is concave with respect to variables  𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡  and 
𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 ,   𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛 , 𝑡𝑡 = 1, … ,𝑇𝑇. Therefore, under the linear 
constraints (2) - (11), the problem has a unique 
solution [10]. 

Denote by 𝜆𝜆𝑖𝑖𝑡𝑡 , 𝜇𝜇𝑖𝑖𝑡𝑡 ,𝜃𝜃𝑖𝑖𝑗𝑗𝑡𝑡 , 𝛾𝛾,𝜌𝜌 the dual variables for 
constraints (2) - (11). The Kuhn – Tucker optimality 
conditions [11] for the extended auxiliary problem 
(12), (2) - (11) are a mixed system of equalities and 
inequalities:  
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𝜆𝜆𝑖𝑖𝑡𝑡 ⋅ �  𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡  −  𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 − ∑ 𝑒𝑒𝑖𝑖𝑗𝑗𝑡𝑡 ⋅ 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡𝑗𝑗∈  ℜ𝑖𝑖
𝑡𝑡 � = 0,  

 𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛 , 𝑡𝑡 = 1,𝑇𝑇����� ;  (15) 

 𝜇𝜇𝑔𝑔𝑖𝑖𝑡𝑡 ⋅ �𝑃𝑃𝑔𝑔𝑖𝑖 max  
𝑡𝑡 − 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 � = 0,     𝑖𝑖 ∈ 𝐼𝐼𝑔𝑔, 𝑡𝑡 = 1,𝑇𝑇�����;  (16) 

𝜃𝜃𝑖𝑖𝑗𝑗𝑡𝑡 � 𝑃𝑃𝑖𝑖𝑗𝑗 𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡 − 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 � = 0, 𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛 , 𝑗𝑗 ∈  ℜ𝑖𝑖

𝑡𝑡 , 𝑡𝑡 = 1,𝑇𝑇�����;  (17) 

𝛾𝛾 ⋅   �𝑉𝑉𝑔𝑔𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚𝑀𝑀 − ∑ 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 ⋅ ∆𝑡𝑡  𝑀𝑀
𝑡𝑡=1 � = 0, 𝑖𝑖 ∈ 𝐼𝐼𝑔𝑔,  

 𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛 , 𝑡𝑡 = 1,𝑇𝑇����� ;   (18) 

 𝜌𝜌�𝑄𝑄𝑔𝑔𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚𝑀𝑀 − ∑ 𝑄𝑄𝑔𝑔𝑖𝑖𝑡𝑡  𝑀𝑀
𝑡𝑡=1 � = 0, 𝑖𝑖 ∈ 𝐼𝐼𝑔𝑔, 𝑡𝑡 = 1,𝑇𝑇����� ;  (19) 

 �𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 − 𝑃𝑃𝑔𝑔𝑖𝑖 𝑚𝑚𝑖𝑖𝑛𝑛𝑡𝑡 � ⋅ (−𝜆𝜆𝑖𝑖𝑡𝑡 − 𝛾𝛾𝑔𝑔𝑖𝑖1 ⋅ ∆𝑡𝑡 + 𝜇𝜇𝑔𝑔𝑖𝑖𝑡𝑡 + 𝑏𝑏𝑔𝑔𝑖𝑖𝑡𝑡 + 

 +2𝑐𝑐𝑔𝑔𝑖𝑖𝑡𝑡 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 ) = 0,   𝑖𝑖 ∈ 𝐼𝐼𝑔𝑔, 𝑡𝑡 = 1,𝑇𝑇�����;  (20) 

 𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 (𝜆𝜆𝑖𝑖𝑡𝑡 − ℎ𝑑𝑑𝑖𝑖𝑡𝑡 + 2𝑙𝑙𝑑𝑑𝑖𝑖𝑡𝑡 ⋅ 𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 ) = 0 , 𝑖𝑖 ∈ 𝐼𝐼𝑑𝑑 , 𝑡𝑡 = 1,𝑇𝑇�����;  (21) 

�𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 − 𝑃𝑃𝑖𝑖𝑗𝑗 𝑚𝑚𝑖𝑖𝑛𝑛
𝑡𝑡 ��𝜆𝜆𝑖𝑖𝑡𝑡 ⋅ 𝑒𝑒𝑖𝑖𝑗𝑗𝑡𝑡 + 𝜃𝜃𝑖𝑖𝑗𝑗𝑡𝑡 � = 0, 

 𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛 , 𝑗𝑗 ∈  ℜ𝑖𝑖
𝑡𝑡 , 𝑡𝑡 = 1,𝑇𝑇����� ;  (22) 

 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 ≥ 𝑃𝑃𝑔𝑔𝑖𝑖 𝑚𝑚𝑖𝑖𝑛𝑛𝑡𝑡 , 𝑖𝑖 ∈ 𝐼𝐼𝑔𝑔, 𝑡𝑡 = 1,𝑇𝑇�����;  (23) 

 𝑃𝑃𝑑𝑑𝑖𝑖𝑡𝑡 ≥ 0,   𝑖𝑖 ∈ 𝐼𝐼𝑑𝑑 , 𝑡𝑡 = 1,𝑇𝑇�����;  (24) 

 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 ≥ 𝑃𝑃𝑖𝑖𝑗𝑗 𝑚𝑚𝑖𝑖𝑛𝑛
𝑡𝑡 ,   𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛 , 𝑗𝑗 ∈  ℜ𝑖𝑖

𝑡𝑡 , 𝑡𝑡 = 1,𝑇𝑇����� ;  (25) 

 𝑃𝑃𝑔𝑔𝑖𝑖 max  
𝑡𝑡 − 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 ≥ 0,     𝑖𝑖 ∈ 𝐼𝐼𝑔𝑔 , 𝑡𝑡 = 1,𝑇𝑇�����;  (26) 

 𝑃𝑃𝑖𝑖𝑗𝑗 𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡 − 𝑃𝑃𝑖𝑖𝑗𝑗𝑡𝑡 ≥ 0, 𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛 , 𝑗𝑗 ∈  ℜ𝑖𝑖

𝑡𝑡 , 𝑡𝑡 = 1,𝑇𝑇����� ;  (27) 

 𝑃𝑃𝑔𝑔𝑖𝑖 𝑚𝑚𝑖𝑖𝑛𝑛𝑡𝑡 ≥ 0,𝑃𝑃𝑖𝑖𝑗𝑗 𝑚𝑚𝑖𝑖𝑛𝑛
𝑡𝑡 ≥ 0, 𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛 , 𝑗𝑗 ∈  ℜ𝑖𝑖

𝑡𝑡 , 𝑡𝑡 = 1,𝑇𝑇����� ;  (28) 

 𝑉𝑉𝑔𝑔𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚𝑀𝑀 − ∑ 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 ⋅ ∆𝑡𝑡  𝑀𝑀
𝑡𝑡=1 ≥ 0 , 𝑖𝑖 ∈ 𝐼𝐼𝑔𝑔 , 𝑡𝑡 = 1,𝑇𝑇�����;  (29) 

 𝑄𝑄𝑔𝑔𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚𝑀𝑀 − ∑ 𝑄𝑄𝑔𝑔𝑖𝑖𝑡𝑡  𝑀𝑀
𝑡𝑡=1 ≥ 0, 𝑖𝑖 ∈ 𝐼𝐼𝑔𝑔,   𝑡𝑡 = 1,𝑇𝑇����� ;  (30) 

 𝜇𝜇𝑔𝑔𝑖𝑖𝑡𝑡 ≥ 0,     𝑖𝑖 ∈ 𝐼𝐼𝑔𝑔𝑖𝑖 , 𝑡𝑡 = 1,𝑇𝑇�����;  (31) 

 𝜃𝜃𝑖𝑖𝑗𝑗𝑡𝑡 ≥ 0,     𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛 , 𝑗𝑗 ∈  ℜ𝑖𝑖
𝑡𝑡 , 𝑡𝑡 = 1,𝑇𝑇����� ;  (32) 

 𝛾𝛾, 𝜌𝜌 ≥ 0.  (33) 

By solving the system (15) - (33) we can obtain 
prices 𝑝𝑝𝑖𝑖𝑡𝑡 = 𝜆𝜆𝑖𝑖𝑡𝑡  at each node 𝑖𝑖 ∈ 𝐼𝐼𝑛𝑛 ,   for time intervals  
𝑡𝑡 = 1, … ,𝑇𝑇 of the scheduling period. These prices will 
be borne in mind by supplier f when solving the 
problem of maximizing the total profit (1) for the 
entire scheduling period under conditions (15) - (33). 
To form optimality conditions for the general problem 

(1), (2) - (11), it is necessary to supplement system 
(15)-(33) with the first-order conditions of function (1) 

 ∇𝑆𝑆𝑓𝑓 �𝑃𝑃𝑔𝑔𝑓𝑓 ,Λ� = 0,   𝑓𝑓 ∈ 𝐺𝐺𝐺𝐺,  (34) 

where ∇𝑆𝑆𝑓𝑓(⋅) 𝑖𝑖𝑖𝑖 a gradient of function (1) for the 𝑓𝑓–th 
supplier, Ʌ is a vector of dual variables 𝜆𝜆𝑖𝑖𝑡𝑡 . Then the 
Kuhn-Tucker optimality conditions for the general 
scheduling problem take the form of system (34), (15) 
- (33). Solving system (34), (15) - (33) ensures the 
combination of optimality conditions for the main 
problem (1), (2) - (11) and the extended auxiliary 
problem (12), (2) - (11). 

The method of compiling system (34), (15) - (33) 
to determine the actions of suppliers is called the 
construction of a complementary model [12, 13]. It can 
be used by generating companies to make offers for 
participation in auctions of the wholesale electricity 
market. 

Compiling and solving system (34), (15) - (33) is a 
difficult task. Therefore, although the need for 
medium-term scheduling  of the EPS states arose long 
ago, the algorithms for solving such problems are still 
under development [14, 15]. This is due to some 
hindrances. The profit function of the supplier (1) has 
a bilinear term, i.e. revenue from the sale of electricity 
𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 ⋅ 𝑝𝑝𝑖𝑖𝑡𝑡 (here 𝑝𝑝𝑖𝑖𝑡𝑡 = 𝜆𝜆𝑖𝑖𝑡𝑡 ), which complicates solving 
problem  (34), (15) - (33) and can lead to ambiguity of 
equilibrium solutions [16]. 

Also, the approach that involves the formation of 
joint optimality conditions requires solving 
cumbersome systems of equations/inequalities, which 
is difficult for the schemes of real electric power 
systems due to the large dimension and high 
computational effort of solving the problem (34), (15) 
- (33). For an electric power system with 100 nodes, 
80 tie-lines, and 20 generation nodes integrated into 4 
generating companies, scheduling of the states in 3 
time intervals will require building and solving a 
system with more than 20,000 equations and 
inequalities. 

The second possible approach to solving the 
problem of medium-term scheduling is to iteratively 
find an equilibrium of the supplier’s interests. This is 
a fairly well-known approach [17, 18]. Similarly to the 
previous approach, the Kuhn-Tucker system of 
conditions (15) - (33) is formed for an extended 
auxiliary problem. Further, at each iteration, one (not 
all) supplier solves the problem of profit maximization 
(1), considering the output of other players to be 
unchanged. After that, the found power 𝑃𝑃𝑔𝑔𝑓𝑓 0T of the f-th 
supplier is fixed. At the next iteration, another k-th 
company maximizes its profit knowing the generated 
power of the others. The procedure is repeated until all 
suppliers come to a state of equilibrium when none of 
them has an incentive to unilaterally change their 
generated power. The number of iterations in one 
calculation cycle is equal to the number of suppliers. 
The process of finding a solution consists of the 
following steps. 
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1. Set the initial values of consumed power 𝑃𝑃𝑑𝑑𝑖𝑖0𝑡𝑡 , 𝑖𝑖 ∈
𝐼𝐼𝑑𝑑  0Tin all time intervals.  

2. By solving the problem (1), (2) - (11) for 𝑡𝑡 =
1, …,T, determine the initial values 𝑃𝑃𝑔𝑔𝑖𝑖0𝑡𝑡  , 𝑖𝑖 ∈ 𝐼𝐼𝑓𝑓 of 
all suppliers and values of the transmitted power 
𝑃𝑃𝑖𝑖𝑗𝑗0𝑡𝑡  , 𝑖𝑖, 𝑗𝑗 ∈ 𝐼𝐼𝑛𝑛 .   

3. For one company 𝑓𝑓1 determine the optimal values 
of the output in all time intervals by assuming that 
generated power of the other suppliers 𝑓𝑓𝑖𝑖 ≠ 𝑓𝑓1 is 
known and fixed. To this end solve problem (34), 
(15) - (33), in which condition (34) is written only 
for 𝑓𝑓1. After that fix the power generated at the 
nodes of company 𝑓𝑓1 and consider the next supplier 
𝑘𝑘 ≠ 1. 

4. Solve problem (34), (15) - (33) for the 𝑘𝑘-th 
supplier. Fix the values of its generated power and 
switch to (𝑘𝑘 + 1)-th supplier. After all 𝑃𝑃𝑔𝑔𝑖𝑖𝑡𝑡 , 𝑖𝑖 ∈ 𝐼𝐼𝑔𝑔𝑡𝑡 , 
𝑡𝑡 = 1, … ,𝑇𝑇0T suppliers are found, go to the next 
cycle of calculations. 

5. Repeat steps 3 and 4 until either the specified 
maximum number of calculation cycles is reached 
or an equilibrium solution is found. The latter can 
be defined as the EPS state, in which in the next 
cycle of calculations the previously found solution 
does not change or changes little. 
Despite the fact that the equilibrium for the 

described model is theoretically not always unique 
[13, 17], for a wide range of characteristics of real 
power systems, we can expect that the equilibrium 
state will be found using the described iterative 
procedure [12]. 

3. A numerical study of the 
mathematical model capabilities 

A numerical study was carried out on the example of 
a simplified power system with two suppliers and four 
power lines (Fig. 1). Section 3.1 presents the results 
for two options: a) maximization of social welfare, 
considering the inter-interval constraints (15)-(33), 
and b) optimization of social welfare, not considering 
the inter-interval constraints (15)-(28), (31), (32). For 
the maximizing social welfare, it is enough to calculate 
prices and volumes for the entire scheduling period 
only in the extended auxiliary problem. If provided 
from suppliers information is reliable, the obtained 
result will correspond to the maximum social welfare.  

Section 3.2 discusses the effect of imperfect 
competition in the electricity market on the scheduling 
results. The option of scheduling a power system state 
under the imperfect competition involves the 
calculation of an equilibrium state in which each 
supplier is aimed to reach a maximum of its profit.  For 
numerical study in section 3.2, the calculations are 
carried out using an iterative approach to solving 
problem (34), (15) - (33). 

Initial information. 

Figure 1 presents a simplified scheme of a power 
system. The scheduling period is assumed to consist of 

3 time intervals t = 1, 2, 3. Both suppliers in the system 
are thermal power plants. 

 
Fig.1. A scheme of the power system. 

At nodes 1 and 2, there are generators with the 
same cost characteristics of electricity generation  in 
all time intervals: 

 С𝑔𝑔1�𝑃𝑃𝑔𝑔1� = 54200+72𝑃𝑃𝑔𝑔1+4(𝑃𝑃𝑔𝑔1) 2, 

 𝐶𝐶𝑔𝑔2(𝑃𝑃𝑔𝑔2)= 21000+42.1𝑃𝑃𝑔𝑔2+5.6(𝑃𝑃𝑔𝑔2) 2. 

At nodes 3 and 4, electricity is consumed with 
demand characteristics that vary depending on the 
time interval: 

For  𝑡𝑡 = 1:  𝑃𝑃𝑑𝑑31  =  800 –  0.15 𝑝𝑝31 R , 

 𝑃𝑃𝑑𝑑41  =  1600 –  0.38 𝑝𝑝41. 

For 𝑡𝑡 = 2, 3: 𝑃𝑃𝑑𝑑3
2,3  =  930 –  0.15 𝑝𝑝3

2,3
R , 

 𝑃𝑃𝑑𝑑4
2,3  =  1900 –  0.38 𝑝𝑝4

2,3. 

The fractions of power losses of flows in the lines 
are the same in all time intervals: 
∆1−2 =0.1, ∆1−3 =0.12, ∆ 2-3 =0.06, ∆2−4 =0.08. 

Durations of time intervals in the considered 
example: ∆𝑡𝑡1= 720, ∆𝑡𝑡2= 744, ∆𝑡𝑡3= 720 hours.  

Solving the problem of medium-term scheduling 
one can set integral constraints that relate state 
parameters of several time intervals. The considered 
example requires the fulfillment of the constraint on 
the total electricity output at node 2 for the intervals 
t=1 and t=2. The inter-interval constraint looks like 
𝑃𝑃𝑔𝑔21 ⋅ ∆𝑡𝑡1 + 𝑃𝑃𝑔𝑔22 ⋅ ∆𝑡𝑡2  ≤  𝑉𝑉𝑔𝑔2 𝑚𝑚𝑚𝑚𝑚𝑚

1+2 . If there is a 
hydroelectric power plant in the power system under 
consideration, the integral constraints can be set on the 
total volumes of water drawdown over several time 
intervals or the entire scheduling period. 

Table 1 shows the minimum and maximum 
allowable values of generated and transmitted 
electricity in all intervals of the considered scheduling 
period. 

Table 1. Limiting values of variables. 

Variable  The minimum value in 
the intervals 

The maximum value in the 
intervals 

 𝒕𝒕𝟏𝟏 𝒕𝒕𝟐𝟐 𝒕𝒕𝟑𝟑 𝒕𝒕𝟏𝟏 𝒕𝒕𝟐𝟐 𝒕𝒕𝟑𝟑 
𝑷𝑷𝒈𝒈𝟏𝟏 20 20 40 120 140 180 
𝑷𝑷𝒈𝒈𝟐𝟐, 0 40 40 280 320 320 
𝑷𝑷𝟏𝟏−𝟐𝟐   40 40 10 250 270 300 
𝑷𝑷𝟏𝟏−𝟑𝟑 10 10 10 120 125 140 

𝑷𝑷𝒈𝒈𝟏𝟏 𝑷𝑷𝒈𝒈𝟐𝟐 

𝑷𝑷𝒅𝒅𝒅𝒅 𝑷𝑷𝒅𝒅𝟑𝟑 
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𝑷𝑷𝟐𝟐−𝟑𝟑 5 10 15 200 250 280 
𝑷𝑷𝟐𝟐−𝒅𝒅   0 10 15 200 250 260 

The maximum total electricity output at node 2 in 
the intervals t=1 and t=2,  𝑉𝑉𝑔𝑔2 𝑚𝑚𝑚𝑚𝑚𝑚

1+2 = 416 GWh. 
Table 2 shows the projected demand volumes. This 

is the reference information. If the optimal demand 
volumes obtained in the calculations differ 
significantly from the projected values, such an 
optimal option is rejected. 

Table 2. Projected values of consumed power  

Parameter  Power  values 𝑷𝑷𝒅𝒅𝒅𝒅𝒕𝒕  in the 
intervals, MW 

 𝒕𝒕𝟏𝟏 𝒕𝒕𝟐𝟐 𝒕𝒕𝟑𝟑 
𝑷𝑷𝒅𝒅𝟑𝟑𝟏𝟏   160 180 190 
𝑷𝑷𝒅𝒅𝒅𝒅𝟏𝟏  180 220 230 

3.1. Influence of inter-interval constraints on 
scheduling results 
The calculations are carried out and their results are 
compared with and without the inter-interval 
constraints (IIC).  

Calculation 1. Scheduling of EPS states without the 
inter-interval constraint. The problem of maximizing 
social welfare 

The calculation of the equilibrium without 
constraints (10), (11) entails solving the problem 
formulated using the Kuhn-Tucker conditions (15) - 
(28), (31), (32). The search for a solution is carried out 
iteratively with the alternate fixing of the power 
generated by suppliers. The results are presented in 
Table 3. 

Table 3. The results of the calculation of EPS states 
without inter-interval constraints while maximizing social 

welfare. 

Vari
able 

Values of variable, 
MW in the 
intervals 

Prices at nodes, Rub/MW 
in the intervals  

 𝒕𝒕𝟏𝟏 𝒕𝒕𝟐𝟐 𝒕𝒕𝟑𝟑  𝒕𝒕𝟏𝟏 𝒕𝒕𝟐𝟐 𝒕𝒕𝟑𝟑 
𝑷𝑷𝒈𝒈𝟏𝟏 120 140 180 𝒑𝒑𝟏𝟏 2786 3291 3179 
𝑷𝑷𝒈𝒈𝟐𝟐 262 310 299 𝒑𝒑𝟐𝟐 2976 3515 3395 
Pd3 162 184 194 𝒑𝒑𝟑𝟑 3166 3740 3612 
Pd4 184 223 239 𝒑𝒑𝒅𝒅 3242 3821 3741 

 Values of flows 
P1-2 40 40 40 P2-3 98 102 75 
P1-3 80 100 140 P2-4 200 243 260 

Calculation 2. Scheduling with inter-interval 
constraint (10). The problem of maximizing social 
welfare. 

The calculation of the equilibrium with constraint (10) 
entails solving the problem formulated using the 
Kuhn-Tucker conditions (15) - (29), (31) - (34). The 
calculation is given to show how inter-interval 
constraints can affect the results of the scheduling of 
states. In this example, an additional constraint (35) is 
imposed on the electricity generation of the second 

supplier at intervals 1 and 2. Table 4 presents the 
calculation results obtained by solving system (15) - 
(33) for the entire scheduling period T. 

Table 4. The results of the calculation of the EPS state with 
the inter-interval constraint for 3 time intervals while 

maximizing social welfare. 

Variab
le 

Values of 
variables, 

MW, in the 
intervals  

Prices at nodes, 
Rub/MW in the 

intervals 

 𝒕𝒕𝟏𝟏 𝒕𝒕𝟐𝟐 𝒕𝒕𝟑𝟑  𝒕𝒕𝟏𝟏 𝒕𝒕𝟐𝟐 𝒕𝒕𝟑𝟑 
𝑷𝑷𝒈𝒈𝟏𝟏 120 140 180 𝒑𝒑𝟏𝟏 2814 3316 3179 
𝑷𝑷𝒈𝒈𝟐𝟐 254 302 299 𝒑𝒑𝟐𝟐 3006 3542 3395 
Pd3 160 182 194 𝒑𝒑𝟑𝟑 3198 3768 3612 
Pd4 179 219 239 𝒑𝒑𝒅𝒅 3268 3849 3741 

 Values of flows  
P1-2 40 40 40 P2-3 96 100 75 
P1-3 80 100 140 P2-4 195 238 260 

A comparison of the results of Calculations 1 and 
2 shows that when the inter-interval constraint (Table 
4) is taken into account, the prices in the intervals t=1 
and t=2 are higher than the corresponding prices in 
Table 3. In the time interval t=3, prices remained 
unchanged. In Calculation 2, the generated powers 𝑃𝑃𝒈𝒈𝟐𝟐 
in the intervals t = 1 and t = 2 were reduced. Thus, the 
inter-interval constraints have a significant impact on 
the outcome of the medium-term scheduling of EPS 
states. 

3.2. Scheduling under imperfect competition 

Calculation 3. Scheduling of the EPS states with an 
inter-interval constraint. Imperfect competition.  

In the conducted studies, the imperfect competition 
means the manifestation of oligopolistic properties of 
the electricity market. Scheduling of the electricity 
generation by individual suppliers aims to maximize 
profits given the possible behavior of other generating 
companies. 

To search for a state that ensures a balance of 
interests of suppliers, we solved problem (34), (15) - 
(33) using an iterative procedure based on 
successively solving problems (34), (15) - (33) for 
suppliers 1 and 2. The results presented in Table 5 are 
obtained in 3 iterations. 

Table 5. The results of the power system states scheduling 
with obtaining the equilibrium state  

Varia
ble 

Values of variables, 
MW in intervals 

Prices at nodes, Rub/MW 
in intervals  

 𝒕𝒕𝟏𝟏 𝒕𝒕𝟐𝟐 𝒕𝒕𝟑𝟑  𝒕𝒕𝟏𝟏 𝒕𝒕𝟐𝟐 𝒕𝒕𝟑𝟑 
𝑷𝑷𝒈𝒈𝟏𝟏 120 140 180 𝒑𝒑𝟏𝟏 3299 3220 3299 
𝑷𝑷𝒈𝒈𝟐𝟐 260 307 285 𝒑𝒑𝟐𝟐 3524 3477 3524 
Pd3 161 184 188 𝒑𝒑𝟑𝟑 3749 3698 3749 
Pd4 184 222 232 𝒑𝒑𝒅𝒅 3242 3830 3779 

 Values of flows 
P1-2 40 40 40 P2-3 102 69 102 
P1-3 80 100 140 P2-4 242 252 242 
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The results of Calculation 3 show that under 
imperfect competition when the scheduling of states is 
reduced to finding a balance of interests of suppliers, 
the nodal prices for electricity (Table 5) increase in 
comparison with the prices of maximizing social 
welfare (Table 4). In the considered example, due to 
oligopolistic manifestations in the market, suppliers 
can raise prices by 2-4%. This option provides the 
highest profit for suppliers and low amount of social 
welfare (Table 6). Consideration of such effects when 
scheduling medium-term states was the aim of this 
research. 

Table 6. Supplier profits and social welfare amounts for the 
markets with different competition  

Profit Welfare 
maximizatio

n without 
IIC 

(15)-(28), 
(31), (32) 

Calculation 
1 

 
 

Welfare 
maximizatio
n with IIC 
(15)-(33) 

Calculation 
2 

 
Imperfect 

competition 
with 

IIC (34), 
(15)-(33) 

Calculation 
3 

Supplier 1 907 423 909 755 918 542 
Supplier 2 1 361 999 1 367 369 1 392 410 

Social 
welfare 3 808 183 3 806 129 3 800 130 

Conclusion  

The paper presents a mathematical model of 
medium-term scheduling of EPS states. The task is 
complicated by the need to allow for many time-
varying factors and limitations. Changing EPS 
operation conditions include the balances of electricity 
and power, the implementation of repair schedules for 
generation and network equipment, the values of 
transfer capabilities of lines and cutsets, and the results 
of trading in the wholesale market. 

Considering the properties of modern wholesale 
electricity markets, the formulated model factors in the 
interests of electricity suppliers that seek to maximize 
their profit in the case of medium-term scheduling. 
When scheduling, the constraints on the state 
parameters in each considered interval and inter-
interval constraints relating the state parameters in 
several time intervals are met. 

The methods of solving the problem of medium-
term scheduling are considered. The methods include 
the formation of a complementary system of equalities 
and inequalities, which consists of Kuhn-Tucker 
optimality conditions for maximizing the social 
welfare and maximizing the profits of suppliers. Two 
methods for solving the formed problem are found. 
The first one seeks a solution to the entire 
complementary system, while simultaneously 
determining the equilibrium values of prices, output, 
demand, and transmission. The second one searches 
for a solution in an iterative way that converges to the 
sought state gradually, solving at each step the 
problem for one supplier only. 

The numerical studies of the proposed 
mathematical model capabilities have been carried out 

using a simplified EPS as an example. For comparison, 
the calculations were performed for two problems: a) 
maximizing social welfare, and b) scheduling the 
states under an imperfect competition market. The 
numerical studies have confirmed the proposition that 
under imperfect competition, electricity suppliers can 
increase market price levels, and thus reduce the value 
of the social welfare. 
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Technologies for mathematical and computer modeling to 
automate the process of operational states development for 
heat supply systems 
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Abstract. This article proposes the new technology for development of operational states for HSS 
of arbitrary structure and dimension. Technology is based on multilevel modeling and a new method 
for adjustment calculation of thermal hydraulic states. It is implemented in the information and 
computer complex «ANGARA-HN». Technology includes checking the permissibility of states, 
calculating the throttling devices on the network and inputs of consumers' buildings. It allows 
calculating large systems with intermediate stages of regulation, developing adjustment measures to 
improve the quality of heat supply and consumer provision, reducing circulation flow rates and 
pressure in networks. The development of modeling methods is carried out in the following 
directions: taking into account the new composition of equipment, including mixing pumping 
stations; development of nontraditional methods of calculation, such as object-oriented modeling; 
development of tasks of hierarchical optimization and identification of state parameters, as task of 
rising for model adequacy; development of task for finding of sectioning variants for multi-circuit 
heat network with several sources. The application of methodological and software developments 
makes it possible to obtain both an economic and a social effect by identifying and realizing of the 
energy saving potential, improving the quality and reliability.  

1 Introduction  

Russian heat supply systems (HSS) are unique in their 
scale and complexity engineering structures. They unite 
many different types’ elements that are developed over 
time and are dispersed over a large territory. The 
presence in the systems of heat sources (HS) of various 
types (CHP, boilers), pumping stations (PS), central or 
individual heat substations, many different consumers, 
including subsystems for heating, ventilation and hot 
water supply, lengthy main (MHN) and distribution 
heating networks (DHN), operating under constantly 
changing conditions, determine the complexity of the 
tasks of organizing and controlling of states. 

The tasks of calculating of the thermal hydraulic 
states of HSS, the permissibility and optimization of the 
states are basic for the analysis and quantitative 
substantiation of decisions on organization of HSS 
operational states. At the same time, methodological, 
algorithmic and software of these tasks have to satisfy 
the following requirements: 1) adequacy to real physical 
processes and properties of the initial information; 2) 
reliability, which guarantees of solutions with 
predetermined accuracy; 3) high-performance; 4) the 
ability to solve problems of large dimension; 5) 
universality and adaptability with respect to the arbitrary 
structure of the calculation object, the laws of the 
medium flow, changes in the statements of calculation 

problems and design conditions. These requirements are 
dictated by: increasing complexity and dimension of 
HSS; introduction of new equipment; limited decision-
making time based on calculations in dispatch control; 
the need of multivariate calculations in solving design 
and operation problems; the use of models and 
algorithms for flow distribution calculating in solving of 
other more complex problems (optimal synthesis, 
reconstruction, states control, identification, etc.). 
Automation of decision-making processes for the 
organization of HSS operational states is of fundamental 
importance, since the choice of methods for organizing 
of the states, the quality and optimality of decisions 
made in practice, depends on the experience and 
qualification of the engineer by state and the complexity 
of the calculation object.  

2 Overview of the methodological base 
and characteristics of software for the 
development of HSS operational states  

Currently, there are many methods for calculating both 
the hydraulic [1-5] and thermal hydraulic [6-13] states of 
the HSS. At the ESI SB RAS on the basis of the 
formulated and scientific direction – the theory of 
hydraulic circuits (THC), it has accumulated unique 
experience in creating methodological and software 
solutions for solving problems of calculation and 
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optimization of HSS [5,8-13, etc.]. To date, developed 
system of mathematical models and methods has been 
created for calculating and analyzing of the thermal 
hydraulic states of the HSS [11-20]. A new technique 
and a set of high-speed algorithms have been developed 
for calculating of HSS states with an arbitrary number 
and placement of automatic control devices [10]. The 
methodology for adjustment calculation of thermal 
hydraulic state for the organization of HSS operational 
states includes checking the permissibility of states, 
calculating throttling devices on the network and inputs 
to the buildings of consumers, taking into account the 
differentiated amendments to flow rates for 
compensating of heat losses in the network. The 
technique allows developing adjustment measures to 
improve the quality of heat supply and consumer 
provision; reduce circulation flow rates and reduce 
network pressure. 

In the ESI SB RAS, the informational and computer 
complex (ICC) «ANGARA-HN» [21] has been 
developing for many years to automate the analysis and 
decision-making processes in the design, operation, and 
dispatch control for systems of an arbitrary structure and 
dimension. In the framework of the ICC, the technology 
for the development of operational states of large HSS 
with intermediate control stages [20] was implemented. 
It is based on multilevel modeling [8] and the technique 
of adjustment calculation of thermal hydraulic state [10]. 

The priority directions for the development of 
modeling methods and software are: accounting for the 
new composition of equipment [22] development of non-
traditional calculation methods, such as object-oriented 
modeling [16,17]; problems of optimization [23] and 
identification [24], as well as adequacy of the HSS 
model to the real state; automation of the processes of 
analysis and development of operational states [25].  

3 Technology for the development and 
organization of large HSS states based 
on multilevel modeling methods 

The technology for the development of operational states 
of large HSS is based on multilevel modeling [8,12,20]. 
The proposed approach provides the possibility of a 
practical solution to the problem of quantitative 
substantiation of decisions on the organization of states 
for HSS of arbitrary dimension and structure, including 
HSS with intermediate control levels. It allows 
overcoming the contradictions between the high 
dimension of the problem and the requirements of the 
integrity and visibility of the object, applying the 
technology of parallel computing, which significantly 
reduces the calculation time. The approach is based on 
the methods of equivalenting and decomposition of 
design schemas and tasks and involves multilevel data 
organization and organization of single and multilevel 
calculations. The methodological base for high-
performance multilevel adjustment calculations of 
thermal hydraulic states takes into account all the 
requirements for their permissibility [10,12,19].  

The process of state development using this 
implemented in ICC «ANGARA-HN» technology (Fig. 
1) can be divided into the following stages: 1) 
development of a multilevel computer model of HSS, 
including MHN and DHN design schemas, information 
on the types and parameters of its elements , as well as 
restrictions on the state parameters; 2) analysis of the 
initial information; 3) analysis of current state and 
network bandwidth with given parameters of HS and 
central heat substation (CHS); 4) analysis of state 
violations; 5) development of measures for organizing an 
permissible state (entering of the state into an 
permissible area).  

 
Fig. 1. Results of multilevel hydraulic calculation. 
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Based on the analysis of the current state of HSS 
under current operating conditions, «bottlenecks», state 
violations are identified and a quantitative assessment of 
the current level of consumer supply is made. The 
analysis of the current state, as well as the development 
of controls, is based on calculations of hydraulic and 
thermal states. Typically, such calculations are divided 
into adjustment and checking. The main purpose of the 
adjustment calculation is to find such controls that will 
allow the run of given water flow rates with current 
water temperature through the HSS customer systems, 
subject to technological restrictions on the water 
parameters – pressure at all nodes of the system, the 
pressure at the consumer inlets and the water velocity. 

When analyzing the state of heating networks, 
temperature state are important for accounting: cooling 
of the water along the transportation path; shortage of 
thermal energy among consumers; selection of measures 
to compensate for heat losses in the network (increase in 
water flow rate or entering an amendment to the 
temperature chart). The result of the adjustment 
calculation of the heating network is a state in which 
given heat loads of all consumers and other restrictions 
are provided.  Restrictions arise from the requirements of 
permissible operating conditions of the equipment.  

Entering the state into an permissible area is a 
difficult task and requires the use of multivariate or 
optimization calculations by technological and economic 
criteria. In practice, it is not always possible to create the 
permissible and even more optimal state only by 
regulators. In some cases, it may be necessary to 
reconstruct the whole system or its elements. 

Checking calculations of operational states are 
carried out in order to determine deviations of the state 
parameters from the required values in non-design 
conditions, including the degree of consumers’ 
provision.  

The application of the developed technology in 
practice made it possible to identify a great potential for 
energy saving and significantly improve the quality of 
heat supply in many cities [26]. 

4 Development of methods for 
mathematical modeling of HSS states to 
ensure their adequacy and optimality 

4.1 States optimization 

Recently, the problems of energy efficiency have 
become increasingly relevant, and HSS have significant 
reserves of energy saving [27], which are caused by the 
nonoptimality of their operating states. Automation of 
solving of the problem of HSS states optimization is 
complicated by a number of factors: the large dimension 
of HSS [28], the nonlinearity of the involved flow 
distribution models, the need to take into account several 
objective functions, the presence of discrete variables of 
different types, etc. Therefore, there are no methods and 
software systems suitable for optimization of states for 

HSS of real dimension. This determines the relevance of 
developing methods for optimizing of HSS states. 

During optimization, it is considered that temperature 
charts for HS are set, heat losses in networks are 
eliminated, and their residual value can be neglected. At 
the same time, the requirements for a sufficient supply of 
thermal energy to consumers are reduced to the need to 
maintain the required heat carrier flow rates for 
consumers, and the task is to optimize the hydraulic 
state. The case of parallel operation of pumps of the 
same type at the PS is considered. This case is typical for 
HSS.  

Substantially, the task of optimizing of the HSS 
hydraulic state is to find control actions that ensure the 
implementation of state that corresponds to the 
permissibility requirements and the specified 
optimization goals. Energy saving requirements can be 
reduced to minimizing a single economic objective 
function, which is used as a variable component of the 
costs for maintaining of the state [29]. The desire to 
minimize the complexity of adjustment measure and 
reduce possible water leaks and the risks of emergency 
situations can be reduced to minimizing additional 
places of flow control and minimizing the total pressure 
in the network. 

To overcome the dimension of problem, to separate 
different types of discrete variables and objective 
functions by different tasks, a hierarchical approach to 
optimizing of the HSS hydraulic state was proposed 
[30]. The method consists of the following steps: 1) 
decomposition of HSS into MHN and DHN; 2) the 
search for the limits of permissible changes of the state 
parameters in the decomposition point; 3) optimization 
of MHN hydraulic state, taking into account the 
restrictions obtained in the previous step; 4) optimization 
of DHN hydraulic state taking into account MHN 
hydraulic state. The MHN level includes all HSs, PSs, 
and the multi-circuit part of the network. The DHN level 
includes branched passive networks to end consumers. 
The decomposition point is the point of connection of 
DHN to MHN in a single-linear representation and two 
nodes in the bilinear. One of these nodes is the junction 
of the supply pipelines of MHN and DHN, the second – 
return. For MHN, the decomposition point is an 
aggregated consumer with a given water flow rate and 
two-sided restrictions on the pressures in the supply and 
return pipes, as well as the difference in these pressures. 
For DHN, the decomposition point is aggregated HS. 

The search for the limits of permissible changes in 
the state parameters at the decomposition point is as 
follows. The water flow rates at the decomposition point 
are easily found based on the flow rates of consumers 
and nodal flow rates in the DHN [30]. The search for 
minimums and maximums of pressures in the supply and 
return pipelines, as well as the pressure difference 
between them, is carried out by solving of six 
optimization problems [30]. 

As a rule, HSSs are designed in such a way that no 
additional controls are required when optimizing of 
hydraulic state of MHN. This task is to minimize the 
economic objective function. For this, a triple nested 
iteration loop is used. On the internal cycle, the 
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permissible hydraulic state of MHN is searched, on the 
average, the minimum of the economic objective 
function with by the continuous variables, and on the 
external, the discrete variables are selected that are 
responsible for the number of turned pumps on PS by the 
continuous method of branches and boundaries [29].  

When optimizing the hydraulic state of DHN, the 
number of additional flow control points and the overall 
pressure level in the network are minimized. To solve 
this problem, an independent dynamic programming 
method has been developed with circuit equivalents [31], 
based on the Bellman optimality principle [32] and the 
ability to reduce dimension of DHN design schema to 
one branch by unification of parallel and sequential 
branches. 

The hierarchical approach to optimization of HSS 
hydraulic state presented in the report has the following 
advantages: 1) the possibility of optimization hydraulic 
state for HSS of real dimension; 2) the possibility to 
simultaneously use several objective functions that 
correspond to real practical problems; 3) high 
performance and accuracy compared to the approaches 
of other teams of authors. 

4.2 Simulation of mixing pumping stations 

HSS schemas in large cities include control elements 
such as mixing PS. These elements are used to lower the 
temperature in the supply pipeline by mixing of water 
from the return pipeline. This allows realizing a 
transition to a lower temperature chart of quality control. 
Mixing PS is common in HSS, which have many 
compactly located consumers with low heat load and 
direct connection. In this case, to increase throughput 
capacity, the MHN from the HS to the mixing PS can 
operate according to an increased temperature chart.  

In a number of cities, a multistage cascade change in 
temperature chart is used. For example, the heat carrier 
is supplied from the source in transit according to the 
schedule 170/70oC to the mixing PS located at the 
entrance to the city. Then, with the help of cascade of 
mixing PSs, the temperature chart is lowered to 
150/70oC, 130/70oC and ultimately in front of the group 
of directly connected consumers to 95/70oC. 

Since, the water flow rate through the mixing PS 
depends on the temperature of the mixed water, and it, in 
turn, depends on the flow distribution and heat losses in 
the network. It is not possible to determine the flow 
distribution in one calculation of hydraulic and thermal 
condition, an external iteration cycle is required, in 
which the stop criterion will be achievement of the 
required temperature of mixed water with a given 
accuracy. In addition, to calculate the temperature 
distributhin in HSS, it is necessary to apply special 
methods and stopping criteria. This is because closed 
flow circuits appear in the network. In the case of 
cascade mixing, these circuits are embedded [33].  

At the nodal temperatures fixed at the k-th iteration 
of the external cycle, the hydraulic state are calculated. 
In this state, the flow rate of the mixed water through the 
mixing PS is uniquely determined by the flow rate of the 

network water in the supply pipeline before mixing PS 
and the mixing coefficient.  

Thus, when calculating of the hydraulic state, a 
pipeline with mixing PS can be considered as a pipeline 
with an active pressure. As well as this pipeline is a 
flows ratio controller (FRC) by the temperature of mixed 
water.  

The statement of the problem of adjustment 
calculation of hydraulic state is as follows. Given: design 
schema; hydraulic characteristics for all its branches; 
nodal flow rates in (m–1) nodes; vector of known 
pressure increments for active elements (acting pressures 
of HSs, PSs and mixing PSs); mixing ratios for the 
mixing PS; pressure in one of the nodes. It is required to 
determine the flow rates and pressure drops across all 
branches, as well as nodal pressures in (m-1) nodes that 
satisfy the operational states of the mixing PS. 

When the adjustment calculation of the thermal 
hydraulic calculation is carried out, the mixing unit (with 
the mixing PS) is modeled by a temperature controller. 
This controller has fixed temperature at the mixing PS 
outlet. In this case, the task of the adjustment calculation 
of thermal hydraulic state is joined to determining the 
flow distribution in the network to ensure the required 
loads of consumers, including the flow rate of water 
mixed from the return pipeline.  

The proposed methodology is based on a 
combination of the following calculation stages [22]: 1) 
decomposition of the calculation of the thermal 
hydraulic state into hydraulic and thermal state 
calculations; 2) the use of fictitious FRC with a given 
mixing ratio of flows at the mixing PS output when 
calculating of hydraulic state; 3) fixing of the 
temperature at the outlet of the mixing PS in the 
calculation of thermal state; 4) correction of the FRC 
setting according to the results of the thermal state 
calculation; 5) iterative implementation of p. 2-4 until 
the stabilization of the mixed water flow rate with a 
given accuracy.  

The proposed approach is implemented in a modified 
module for calculating the flow distribution using the 
relay method for calculating of the hydraulic circuit with 
controlled parameters. It allows determining the thermal 
hydraulic state of HSS with the mixing PS without using 
decomposition design schema of the network, which 
requires a laborious coordination of the boundary 
parameters in the points of decomposition.  

4.3 Sectioning of multi-circuit heating 
networks 

HSS of large cities, as a rule, have a multi-circuit 
structure. Valves on the multi-circuit network, control 
elements, changing the parameters of HSs and PSs allow 
the redistribution of flows. Due to redundancy, HSS of 
multi-circuit structure has greater reliability then the 
radial structure. However, in normal states the HSS are 
preferred to operate by a branched (radial) schema, 
without heat transfer flows between the heat mains. Each 
main has a unique composition of connected consumers. 
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Such a scheme simplifies the processes of network 
adjustment, detection and localization of accident sites.  

To convert the operation schema of a multi-circuit 
heating network from a multi-circuit to a radial one, it is 
necessary to determine the places for cutting the circuits 
(sectioning of the schema), while minimizing the 
increase in energy costs to create a hydraulic state for the 
HSS.  

In ICC «ANGARA-HN», the task of finding a 
sectioning variant for multi-circuit heating network with 
several HSs is formalized [33]. The task of sectioning is 
posed as optimization. The search for promising 
sectioning involves multivariate calculations of thermal 
hydraulic state. This solves the problem of finding the 
permissible state. The main criteria in the task of HSS 
sectioning are technological criteria. As such a criterion 
can use the value of hydraulic power expended on 
circulation in HSS. This value is definitely determined 
through the hydraulic power of HS. 

The loss of hydraulic power at fixed flow rates, 
determined from the loads of consumers. Hydraulic 
power can be divided into two parts – the required and 
the excess. The total value of the required hydraulic 
power for consumers is constant, and for each consumer 
depends on the required differential pressure (available 
pressure) at the inlet to the consumer and the design flow 
rate of network water. The excess pressure drop at HS is 
equal to the excess pressure drop of the consumer 
dictating by this parameter. The product of the excess 
differential pressure of the network water and its flow 
rate is the excess hydraulic power of HS. The task is to 
find a sectioning variant in which the sum of excess 
hydraulic powers of all HSs for HSS will be maximum. 

  The methodology for solving of the problem of 
searching for rational sectioning of HSS consists in the 
sequential implementation of the following points: 
drawing up and calculating of HSS schema without 
sectioning; search for a sectioning variant near the nodes 
of the flows gathering; redistribution of flows between 
HSs; redistribution of flows within independent 
fragments of network. 

Various sequential of variant search for sectioning 
have been investigated, based on network sectioning 
close to flows gathering nodes. To automate the solution 
of the problem of searching for rational sectioning, it 
was necessary to solve and implement the following sub-
tasks as part of ICC «ANGARA-HN»: calculation of the 
flow distribution for HSS schema without sectioning; 
search for flows gathering nodes and ranking of branches 
included in these nodes by flow rate; calculation of the 
minimum required available pressure for aggregated 
consumers; search for dictating consumers according to 
various criteria; implementation of a scheme of iterative 
calculations of hydraulic state to determine rational 
sectioning.  

When testing the methodology with a real example, it 
was possible to find a sectioning variant that reduces the 
total loss of generated hydraulic power at CHP by 3%, 
compared with the variant obtained by the method of 

simultaneous network sectioning at the points of flow 
gathering.  

4.4 Ensuring the adequacy of HSS models 

Not knowing the true values of the actual 
characteristics and parameters is the main deterrent to 
the effective application of mathematical and computer 
modeling methods to ensure the adequacy of HSS 
models to their real state. 

In practice, this problem is solved by conducting 
special active tests. However, this does not alleviate the 
problem described above due to the poor regulation of 
the conditions for the testing used in tests methods, as 
well as the lack of a guarantee for obtaining of the 
results of the required completeness and accuracy.  

The tasks of determining the HSS characteristics 
coefficients from the measurement results are tasks of 
parametric identification. To solve such problems, 
methods are potentially applicable [34-39]. However, 
their use in conditions of passive observations of the 
normal functioning of HSS does not guarantee an 
optimal solution due to the lack of used measuring 
devices and the small range of variation of the states 
involved for identification.  

To develop HSS operational states, at the first stage, 
it is proposed to check the adequacy of the mathematical 
models, using the energy systems developed and 
developed at ISEM SB RAS methods of the active 
identification for HSS [40-43]. The technique is a 
sequential (step-by-step) planning strategy when the next 
experiment is planned taking into account the 
information obtained after processing the results of the 
previous experiment.  

Vector of state parameters R  consists of vectors of 
independent X  and dependent Y  parameters of model.  
Hence, the model in general can be written as 

0),,(),()( === αYXαRZ UUU . So vector of 
dependent parameters is ),( αXY F=  , where  F  – is an 
implicit function. The determinant of the covariance 
matrix of element parameters ( αCdet ) acts as an 
optimality criterion. This criteria is the function of 
independent state parameters X , elements parameters 
α , and as well as it depends on measurement devices 
[34]. Each step of active identification technique (Fig. 2) 
includes solving of following tasks: 1) state planning 
[42]; 2) measurement devices placement [43]; 3) test; 4) 
processing of test results [34]. 

As an additional criterion for assessment the 
adequacy of the model, it is proposed to use the criterion 
of minimizing the maximum response variance 

2

2

~
ˆ

max
j

j

j σ

σ
γ = . The value of the proposed criterion shows 

how many times the variance of the estimate of an 
unmeasured parameter 2ˆ jσ  more variance of its direct 

measurement 2~
jσ  . 

 

166



 

 
Fig. 2. Illustration of the methodology for active identification of HSS: a) the initial scheme of HSS; b) a fragment of HSS for 
testing; c) an illustration of the multicriteria of the task of state planning; d) illustration of the search for the optimal composition of 
measurement devices (C is the consumer; D is the information criterion; Q is nodal flow rate; l is the number of measurement devices). 

When solving of the task, the obtained values of the 
additional criterion are compared with the necessary 
(required) accuracy of the predictive properties of the 
model, i.e., its adequacy (Fig. 3). 

 

Fig. 3. Diagram of prediction errors by types of used models 
(HM – hydraulic model; TM – thermal model; THM – thermal 
hydraulic model; α – elements parameters, index 1 for hydraulic state, 
index 2 for thermal state). 

The effectiveness of the proposed method consists in 
minimizing the number of experiments to obtain the 
required or the maximum achievable in accuracy 
predictive properties of HSS model.  

The proposed technology for identifying of HSS with 
an appropriate level of software implementation allows 
providing a qualitatively new level of model adequacy 

and the effectiveness of their application in solving 
various problems. 

5 Practical use 

The application of the abovementioned methodological 
and software developments allows obtaining both 
economic and social effects by identifying and realizing 
the potential of energy and resource conservation in 
organizing the operation states of HSS, improving the 
quality and reliability for supply of the population and 
industry with thermal energy. The development results 
have found effective application in the design, dispatch, 
optimization of HSS states in various enterprises 
[26,44,45]. Using the proposed methodological 
apparatus, calculations were made on the development of 
states and adjustment measures in many Russian and 
foreign cities, such as Irkutsk, Petropavlovsk-
Kamchatsky, Taishet, Angarsk, Bratsk, Baikalsk, 
Cheremkhovo, Zheleznogorsk-Ilimsky, Ust-Kut, St. 
Petersburg , Ulan Bator (Mongolia), Darkhan 
(Mongolia), Dnepropetrovsk (Ukraine) and many others. 
The implementation of the planned measures in these 
cities made it possible without significant capital 
investments in the reconstruction of networks to 
normalize the heat supply to consumers; significantly 
improve its quality; reduce circulation flow rates; reduce 
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the risks of emergencies due to compliance with the 
requirements of technological permissibility of states and 
obtain a significant energy saving effect.   
 
The studies were carried out in the framework of project 
III.17.4.3 of the basic research program of the SB RAS (AAAA-
A17-117030310437-4). 
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Abstract. The paper presents a synthesis of research results on the development of scientific and methodo-
logical support for the comprehensive solution of the main technical, economic and organizational problems 
of designing, functioning and development of modern district heating systems (DHS). These studies were 
conducted at the Melentiev Energy Systems Institute of SB RAS (Irkutsk city) by the scientific team of the 
Laboratory of Heat Supply Systems. Within the framework of the developed scientific and methodological 
support, the following basic problems were solved: optimization of levels of district heating in DHS with 
feasibility study for connecting new consumers, selection of optimal forms and models of heating market 
for DHS, comprehensive analysis and ensuring (optimization) reliability of DHS taking into account the 
fuel supply of heating sources (HS), and other additional problems. Based on the developed scientific and 
methodological ensuring following practical researches were carried out on existing DHS schemes of cities 
of the Irkutsk region: optimal management of DHS in Angarsk, Irkutsk region, taking into account the di-
verging interests of heating market participants; determination of the optimal scale of development of the 
existing DHS in Irkutsk based on the optimization of the effective heat supply radius taking into account the 
reliability of heating to consumers; comprehensive reliability analysis of DHS in Shelekhov of Irkutsk re-
gion, taking into account the fuel supply to HS. 

1 Introduction  

In Russia, heat supply has great social, economic, energy 
and ecological importance. Russia produces about 44% 
of the world total heat energy produced in district heat-
ing systems (DHS). Here the largest potential of energy 
saving is concentrated (175–190 million tce, more than 
20% of the total consumption of boiler and oven fuel in 
the country). Realization of this potential necessitates the 
solution of two interrelated problems. 

The first of them consists in transition to the new 
level of technologies and equipment and assumes com-
plex transformation of the DHS in order to increase their 
reliability, controllability and profitability. The market of 
the modern energy efficient equipment and technologies, 
both domestic, and foreign production that was created 
and continuing to develop, emergence of the service 
infrastructure providing servicing of innovative level of 
power stations promote it. 

The second task is formation of methodological bases 
and principles of creation of new modern DHS, the de-
velopment of modern information and technological 
platform and computational tools for management of 
development and operation of DHS. Implementation of 
new energy-efficient technologies should be carried out 
in accordance with the methodology of optimal design of 
DHS, taking into account their existing condition and 
modern requirements for efficiency and reliability. The 
application of the scientific bases corresponding to mod-

ern requirements for making decisions on the designing 
and development of the DHS will allow to organize the 
process of their innovative transformation, that as much 
as possible use effects of cogeneration, provides an op-
timum combination of the district and distributed (decen-
tralized) heat supply to consumers. 

The paper presents a synthesis of research results on 
the development of scientific and methodological sup-
port for the comprehensive solution of the main tech-
nical, economic and organizational problems of design-
ing, functioning and development of modern DHS. 
These studies were conducted at the Melentiev Energy 
Systems Institute of SB RAS (Irkutsk city) by the scien-
tific team of the Laboratory of Heat Supply Systems. 

The developed approaches, methods, models and al-
gorithms form an unified methodology, which includes 
the 3 following main sections:  

1) determination of the optimal scale of development 
of the district heat supply sector in DHS; 

2) optimal managing of DHS taking into account dif-
ferent forms of heating market in modern conditions of 
liberalization of heat power industry;   

3) comprehensive analysis and optimization of the re-
liability of DHS taking into account the full technologi-
cal stages of production and distribution of heat energy. 

The following is a thesis description of the main 
points of these methodological developments and the 
results of practical research (case studies) carried out 
using the developed methodological ensuring.  
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2 Methodology 

2.1 Determination of the optimal scale of devel-
opment of the district heating sector in DHS 
 
The technique for territory zoning by type of heat supply 
was developed, which consists in dividing the urban area 
into zones of district and distributed (decentralized) 
heating based on the determination of the heat load den-
sity (HLD). A mathematical model is proposed for opti-
mizing the levels of centralization of heat supply based 
on the criterion of linear heat density (LHD). The analy-
sis of the impact of standard LHD values on the optimal 
levels of centralization of heating and the analysis of 
separated of technical and economic factors on results of 
heat and power planning are provided. 

Mathematical models and methods have been devel-
oped for solving the following problems of determining 
the optimal scale of new and developing DHS: 1) deter-
mination of the optimal coverage areas of existing heat 
sources (HS) and the rational extent of their pipelines of 
heat network (HN) based on an indicator of the effective 
heat supply radius (EHSR); 2) assessment of the appro-
priateness of enlargement/downsizing of the system; 3) 
the allocation of consumer zones requiring the construc-
tion of new HS; 4) preliminary selection of new HS 
locations. 

To coordinate the proposed methods and models, a 
combined algorithm has been developed that combines 
various types of computing process (linear, branched, 
cyclic, etc.) and allows you to take into account the 
changing parameters when solving a mathematical mod-
el. In the framework this algorithm a method was pro-
posed for substantiating decisions on connecting con-
sumers to DHS based on the connection efficiency coef-
ficient (CEC) of a new consumer. 

These methodological developments presented in de-
tail in publications [1–5].  

2.2 Optimal managing of DHS taking into ac-
count different forms of heating market in mod-
ern conditions of liberalization of heat power 
industry 

 
Organizational, structural and mathematical models have 
been developed to find the optimal distribution of heat 
load between district HS taking into account the interests 
of different market participants in the DHS. For each 
model appropriate algorithms were developed for the 
realization of calculations. The obtained results allow us 
to analyze the impact of various conditions of the model 
on the main technical and economic indices of DHS 
(optimal distribution of heat load between sources, opti-
mal flow distribution in the HN, volumes of heat energy 
consumption and costs for its production and transporta-
tion, heat energy prices, etc.). Based on this analysis, 
decisions on justify the method of tariff regulation for 
consumers in DHS of any complexity and scale are 
made. Special attention is paid to the consideration of the 
actual organizational model “Unified Heat Supply Or-

ganization” (UHSO), for which balanced solutions was 
obtained for each participants of the heating market, 
which ensure the needed consumer demand. 

A comprehensive scientific and methodological en-
suring has been obtained for solving the problems of 
functioning and developing DHS in market conditions, 
based on a combination of methods and models of the 
theory of hydraulic circuits (THC), the theory of industry 
markets, approaches to game theory and engineering 
fundamentals for the design of pipeline systems. As a 
result of optimization of the heating market, based on the 
methodology of redundant design schemes of DHS, 
optimal levels of production and consumption of heat 
energy are determined that correspond to market equilib-
rium (equal supply and demand for heat energy), taking 
into account benefits of each participants of the heating 
market in DHS. 

These methodological developments presented in de-
tail in publications [6–11].  

2.3 Comprehensive analysis and optimization of 
the reliability of DHS taking into account the full 
technological stages of production and distribu-
tion of heat energy 

 
A methodology has been developed for a comprehensive 
analysis of DHS reliability taking into account fuel sup-
ply to HS, which contains a number of scientific and 
methodological approaches, methods and models aimed 
at evaluating reliability taking into account technological 
connectivity, continuity and mutual influence of internal 
and external factors of fuel supply processes, production 
and distribution of heat energy. Developed comprehen-
sive approach provides the maximum level of systematic 
solution to considered problems of analysis and synthe-
sis of the reliability on each stages of the entire consid-
ered technological chain of heat supplying. The algo-
rithm for the comprehensive analysis of the reliability of 
the DHS taking into account the fuel supply to HS in-
cludes the following main steps: 1) imitating modeling 
of the functioning of the system of fuel supply (SFS) 
based on the statistical test method (Monte Carlo meth-
od); 2) probabilistic modeling of the functioning of DHS 
based on the apparatus of markov random processes; 3) 
modeling of post-failure thermo-hydraulic modes in HN 
based on models of THC; 4) calculation of nodal relia-
bility indices (RI) combining the results of assessing the 
probabilities of DHS states and levels of heat supply to 
consumers in these states. As a result, the maximum 
emergence effect for the considered processes of genera-
tion and distribution of thermal energy in the DHS is 
achieved, which, in combination with the nodal reliabil-
ity indices provides the DHS reliability evaluation best 
corresponding to real conditions. 

Special methodological approaches to the modeling 
of non-ordinarity and dependent events in the DHS are 
proposed, which are considered at the level of probabil-
istic modeling of functioning of the DHS when solving 
problems of analysis and synthesis of DHS reliability. A 
case studies based on calculated experiments for DHS 
schemes showed the area of required use of modified 
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markov random models taking into account non-
ordinarity and dependent events in the DHS. 

A technique has been developed to ensure (or in-
crease) the parametric and operational reliability of the 
DHS, consisting of a number of mathematical models 
and approaches that can determine such reliability pa-
rameters of system components (failure and restoration 
rates) that provide the required level of reliability of heat 
supply to consumers at the minimum cost of achieving 
these parameters and constrains on its technically possi-
ble values. In the framework of this technique the for-
malization of the functions of prosumers with additional 
heat power and time redundancy due to its own HS was 
proposed. To account for the functioning of prosumers 
the corresponding formalized components are integrated 
in the model for calculating of nodal RI for taking ac-
counting an additional functional and time redundancy. 

These methodological developments presented in de-
tail in publications [12–16]. 

3 Case studies 

3.1 Determination of the optimal scale of devel-
opment of the existing DHS of Irkutsk city 
based on the optimization of EHSR taking into 
account the reliability 
 
The developed methodological support for determining 
the optimal level of district heating was applied for the 
DHS of Irkutsk city. The general scheme of this system 
is shown in Fig. 1. The total length of the HN from the 
district HS (Novo-Irkutskaya Combined Heat & Power 
Plant or NICHPP) is 474.3 km, including 112.9 km of 
transmission pipelines (TP). 

 

 
 
Fig. 1. General scheme of the DHS of Irkutsk on the city map 

 
A calculated scheme of the considered DHS with de-

cisions on EHSR is presented in the Fig. 2. Its values for 
the NICHPP disregarding reliability requirements along 
the TP and their branches are limited by nodes highlight-
ed in red in the Fig. 2. The values of the radius vary from 

2 km (the least distance between the consumer and 
source) to 15.5 km. An reliability analysis of DHS shows 
that the standard values of nodal RI are not met for some 
nodes that belong to the zones of EHSR. According to 
the reliability indices obtained, we adjusted EHSR in the 
considered system. In the Fig. 2, the boundaries of 
EHSR, considering reliability, are shown in blue color 
and dashed lines. Thus, the maximum EHSR for the 
NICHPP, considering the reliability requirements, will 
decline from 15.5 km to 14.6 km and the total length of 
TP in the zone of EHSR will shrink by 4.2 km and make 
up 67.7 km. According to the obtained results, consider-
ing reliability requirements, the zone of EHSR embraces 
284.3 km of network out of 474.3 km, i.e. 40% of the 
networks are beyond EHSR zone. Specific heat cost for 
the longest branches of TP and average specific heat cost 
for the system are presented in the Fig. 3. Correlation 
between the heat load and a material characteristic of the 
heat network has a significant influence on the specific 
heat cost for each node. The greater the specific material 
characteristic of the heat network (per heat load unit), the 
higher the specific heat cost and vice versa [1–3]. All 
network sections have different specific material charac-
teristic and EHSR depends on it. 

In addition to the proposed method for determining 
the optimal EHSR, a method has been developed for 
assessing the effectiveness of connecting a new consum-
er, which consists in determining the maximum length of 
HN pipeline from the point of connection of new con-
sumer to the existing DHS. Fig. 4 presents the maximum 
length of the pipeline from the point of connection to the 
existing HN to new consumers depending on their heat 
load and different temperature modes of HN. 

So, for example, from Fig. 4, it can be determined 
that connecting a new consumer is effective if the pipe-
line is constructed at the basis of 500 m per 12.5 GJ/h at 
a supply/return temperature of 138/70°C (or at a temper-
ature difference in supply and return pipelines equal to 
68°С). A lower temperature difference in supply and 
return pipelines in the network section is characterized 
by an uplift in capital and operating costs. Therefore, the 
maximum length of the heat pipeline declines. 

Connection of new consumers within the zones of 
EHSR, taking into account the requirements for reliabil-
ity, will decrease the growth of operating costs in DHS, 
reduce heat losses and provide the required level of sys-
tem reliability. 

Heat supply to consumers outside the EHSR zone, as 
a rule, requires the construction of a new HS. At the 
same time, the expansion zone of EHSR (that is, con-
necting new consumers) cannot be determined by only 
one it level due to the irregular distribution of heat loads 
on the system. To solve this problem, it is proposed to 
use an additional criterion of the local EHSR, which 
allows one to assess the economically feasible distance 
between the consumer and the point of connection to the 
district network. 

The obtained values are recommended to be updated 
annually or when EHSR changes due to a considerable 
change in the connected heat load of consumers and total 
length of HN pipelines. 

171



 

  
Fig. 2. Calculated scheme of the DHS of Irkutsk with decisions on EHSR: red nodes are corresponded decision without accounting 
the reliability; blue nodes are corresponded decision with accounting the reliability (TP1–TP4 – transmission pipelines) 
   

 
 
Fig. 3. Specific heat cost for the longest branches of TP of the 
DHS in Irkutsk city on based NICHPP 

3.2 Optimal management of DHS in Angarsk city 
(Irkutsk region) taking into account the diverg-
ing interests of heating market participants 
 
Practical research has been carried out based on scheme 
of the existing DHS in Angarsk city using the developed 
methodological support for optimal managing DHS in 
the conditions of the market organization of relations 
between the subjects of the city’s heat supply. 

A general scheme of the studied system on the plan 
of Angarsk city is presented Fig. 5. A calculated model 
of this system is shown in the Fig. 6, which is obtained 
by aggregating the initial scheme. 

 
 
Fig. 4. Maximum length of the pipeline from the point of con-
nection to the existing DHS in Irkutsk to the new consumer 
 

The heat loads of the Angarsk is covered by three 
district HS: CHP-1, CHP-9, and CHP-10 of the energy 
company “Irkutskenergo”. The total heat power of these 
sources is 4177.8 Gcal/h. The calculated scheme of the 
DHS of Angarsk consists of 1273 network sections and 
1242 nodes, of which 534 are aggregated (jointed) con-
sumers. 

The following initial data is used in the practical re-
search: heat loads of consumers, functions of demand for 
heat energy, cost functions for HS, parameters of HN 
sections (lengths, diameters, etc.), annual schedule of 
heat loads (schedule and Rossander equation), climatic 
parameters (mainly, outside air temperatures); cost indi-
ces (electricity tariff, fuel price, etc.), and other data. 
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Fig. 5. Scheme of the DHS in Angarsk on the city map 
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Fig. 6. Calculated scheme of the DHS in Angarsk 
 

The studies of the heat energy market in Angarsk 
were carried out in order to determine the impact of the 
form of organizing heating to consumers on the technical 
and economic indices, including the optimal distribution 
of heat load between HSs, costs for the production and 
distribution of heat energy, as well as prices for heat 
energy for different categories of consumers.  

The calculation for considered DHS was carried out 
for several possible options for organizing heat supply to 
consumers in Angarsk, including the “Single Buyer” 
model with a competitive market and a number of mod-
els in the form of UHSO with various methods of tariff 
regulation, including those with free pricing. As a result 
of calculations, optimal solutions were obtained for the 
following indicators: HS capacity taking into account 
their effective participation in covering heat loads, dis-

tribution of covering zones for each HS, flow distribu-
tion in the HN, costs of operation and development of 
the system, prices for thermal energy.  

The results for the UHSO model with free pricing 
(liberalized monopoly market) are shown in Fig. 7. For 
the considered model, CHP-9 covers 57.5% of the total 
heat load of consumers, the share of CHP-10 is 27.7%, 
and CHP-1 is 14.8%. At the same time, the average 
annual equilibrium tariff for household consumers and 
will be 733.2 rub/Gcal, and for the largest industrial 
consumer Angarsk petrochemical plant (Angarsk PCP) 
will be 965.1 rub/Gcal. The total revenue of the UHSO 
from the sale of heat energy to consumers will amount to 
5.63 billion rub; and its profit for under calculated period 
will be about 1 billion rub or 17.7%. 

The results for the model “Single buyer” in the HN 
(competitive heat market) are shown in Fig. 8. The cal-
culation for this model showed that 28.5% of the heat 
energy in the system is generated on CHP-1, 44% – on 
CHP-9 and 27.5% – on CHP-10. The main share of the 
generated heat energy (76%) falls on household consum-
ers, for which the price of heat energy will be 695.2 
rub/Gcal, and for Angarsk PCP the price of heat energy 
will be set at 859.3 rub/Gcal.  

The results obtained make it possible to choose the 
most effective forms of organizing heat supply (heat 
energy market), depending on the conditions under con-
sideration DHS. A diagram with a comparative analysis 
of the main indices of the calculations for various forms 
of the heat energy market for the DHS in Angarsk is 
presented in Fig. 9. As seen from this diagram, studies of 
the DHS showed that the form of organization of heat 
supply to consumers significantly affects not only the 
total heat production for HSs and its distribution between 
them, but also on other technical and economic indices 
of the system. A comparative analysis of the considered 
models for optimizing heat supply in Angarsk (heat 
energy market) revealed that its optimal form of organi-
zation is UHSO model when regulating the heat energy 
tariff for household consumers at the level of average 
total costs. At the same time, the maximum equilibrium 
consideration of the interests of each market participant 
in the system is ensured and optimal technical and eco-
nomical indices of the system are achieved. 

 
 

 
Fig. 7. Distribution of coverage areas (a) and load schedules (b) of district HS in the DHS of Angarsk in the conditions of “Unified 
heat supply organization” model with free pricing (monopoly market) 
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Fig. 8. Distribution of coverage areas (a) and load schedules (b) of district HS in the DHS of Angarsk in the conditions of “Single 
buyer” model in HN (competition market) 
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Fig. 9. Results of the comparative analysis of the various forms of the heat energy market for the DHS in Angarsk 

3.3 Comprehensive analysis of the reliability of 
the DHS in Shelekhov (Irkutsk Region) taking 
into account the fuel supply to HS 
 
The developed methodology for a comprehensive analy-
sis of the reliability of DHS was applied on the scheme 
of the existing DHS in Shelekhov city (Irkutsk region) 
with district HS (CHP-5 of the energy company “Ir-
kutskenergo”) with a capacity of 1843 GJ/h (440 Gcal/h 
with peak boiler) and district HN with a total length of 
transmission part of 15.7 km.  

The calculation schemes of the considered DHS are 
presented in Fig. 10: the initial general scheme on the 
city map (a) and the calculated scheme (b) obtained by 
aggregating the system components (network sections 
and nodes-consumers). According to an comprehensive 
approach to the analysis of the DHS reliability, the DHS 
calculated scheme for reliability modeling is formed by 
combining the HS and HN calculation component 
schemes [12–15]. The final aggregated calculated 
scheme of the DHS obtained in this way consists of 89 
components, of which 41 components correspond to 
sections of HN and 48 components correspond to main 
technological units of HS.  

On the basis of the obtained calculated scheme, the 
graph of DHS states is formed, shown in Fig. 11. The 
structure of the states and events is formed with the con-
dition of the Poisson stream of events (simplest stream). 
The element number of the graph corresponds to the 
number of the failed component of the studied system. 

States on the graph are grouped according to combi-
nations: to the left of the fully operational state “0” there 
is a subset of failure states of HN components (from 1 to 
41), to the right is a subset of failure states of HS com-
ponents (from 42 to 89), their combinations are given 
below as complex states of simultaneous failures of HN 
and HS components which are indicated by their num-
bers with a “+” sign. The event structure also takes into 
account the interruptions of fuel supply to HS or the 
functioning of SFS. To take into account possible fuel 
shortages at HS (STS failures), two additional states with 
numbers 90 and 91 (Fig. 11) have been added to the 
general structure of the DHS states, corresponding to the 
range of fuel shortages (min and max). According to the 
previously described methodology for a comprehensive 
analysis of the reliability of DHS, these fuel shortages 
are determined based on the results of simulation model-
ing of fuel supply to HS, carried out using the method of 
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Fig. 10. Schemes of DHS in Shelekhov: a) general scheme on the city map; b) aggregated calculated scheme with unified consumers 
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Fig. 11. Graph of the states of DHS in Shelekhov tacking into account the functioning of SFS (i.e. states corresponding to shortages 
of fuel supply to HS – 90 and 91) 

statistical tests (Monte Carlo method) based on actual 
data on the supply and demand of fuel. These states of 
possible fuel shortages are combined with HS and HN 
failures and expand the graph with new groups of corre-
sponding states (Fig. 11). 

Probabilistic modeling of the functioning of DHS in 
Shelekhov to assess its reliability was carried out using 
the markov stationary model in accordance with the 
structure of states and events described by the presented 
graph (Fig. 11). This process is described by the corre-
sponding system of linear stationary Kolmogorov equa-
tions containing more than 3000 variables. The result of 
its solution is probabilities of all considered states, which 

are then used together with the results of calculations of 
post-emergency modes to determine the nodal RI. 

Determination of the levels of heat supply to con-
sumers in different states of DHS (post-emergency 
modes of DHS), including taking into account interrup-
tions of the fuel supply to HS, it is carried out on the 
basis of multivariate calculations of the flow distribution 
in the network using methods of THC. The results of 
these calculation for identification of post-emergency 
modes in DHS contain a significant amount of data. The 
relation of the levels of heat supply to consumers in 
different states corresponding to failures of HS and HN 
components is presented in Fig. 12. 
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Fig. 12. Levels of heat supply to consumers in case of failures 
of components of DHS subsystems (HS and HN) 

 
The results of the comprehensive and decomposition 

analysis of the reliability of DHS in Shelekhov are pre-
sented in summarized form in Fig. 13 and Fig. 14, where 
the ranges of values of the availability factor (AF) and 
the failure-free operation probability (FOP) are given as 
for a comprehensive solution and for the subsystems 
under consideration separately. Based on the decomposi-
tion of nodal RI (AF and FOP), the degree of impact of 
each of subsystem on the total level of reliability of heat 
supply to consumers is determined. Within the limits of 
the RI ranges presented in the diagrams, their values are 
contained for all considered consumers of the system. 
Comparison of the obtained indices with the standard 
values showed that the requirements for AF are not en-
sure for all consumers of the system, for FOP – for 32% 
of consumers. Changes in nodal RI for considered sub-
systems of DHS in relation to the integrated assessment 
level are shown in Fig. 15. 

Analysis of the presented results allows us to formu-
late the following conclusions about preliminary general 
directions for improving the reliability of heat supply to 
consumers of DHS in Shelekhov. 

1. Fuel supply interruptions on HS in the considered 
system reduce the reliability of designed level of heat 
supply to consumers to a greater extent than failures of 
HS and HN components. This is confirmed by lower 
values of AF for SFS compared with DHS (Fig. 13 and 
Fig. 15). The range of increase in its values to the stand-
ard level is from 1 to 9.3%. Improving the reliability of 
SFS is achieved by regulating and increasing fuel re-
serves, providing the system with additional sources of 
fuel and a more reliable system for its transportation. 

2. Index AF, calculated relative to HS, has the high-
est values, and for some consumers it complies with the 
standard. For the group of jointed consumers with the 
highest values of this index, achieving its standard level 
will require a minimal redundancy in the HS scheme. 
For other consumers, HS-related AF is low. To increase 
it, more significant measures for increasing of functional 
and structural HS redundancy will be required. It is also 
necessary to take into account that the installed heat 
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Fig. 13. Ranges of nodal AF for comprehensive and decompo-
sition analysis of the reliability of DHS 
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Fig. 14. Ranges of nodal FOP for comprehensive and decom-
position analysis of the reliability of DHS 
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Fig. 15. Changes in nodal RI (AF and FOP) for SFS, DHS and 
subsystems of DHS in relation to the comprehensive level of 
this indices (the ratio of indices of decomposition and compre-
hensive reliability assessment) 
 
capacity of HS (CHP-5) is significantly higher than the 
required generation for heat supply to house-hold con-
sumers of the city, since most of this power covers tech-
nological loads. Therefore, there is an additional reserve 
for heating during periods of low heat loads. 

3. The reliability of the reduced level of heat supply 
to consumers, characterized by index FOP, is affected to 
a greater extent by the failures of the DHS components 
(Fig. 14 and Fig. 15). Decomposition of RI is showed 
that HN is a less reliable subsystem. In this regard, one 
of the main directions of increasing the reliability of 
DHS are related to the implementation of a set of 
measures for the component and structural redundancy 
of HN. Such, the additional looped network connections 
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(bypass) in the network and duplication of some sections 
will provide the required level of reduced heating to 
consumers in emergency modes. Replacing the network 
components with more reliable ones and increasing its 
restoration rates (incl. due to improvement of emergency 
and restoration service) will increase the values of both 
indices (AF and FOP). 

4. The presented results of the reliability analysis are 
aimed at obtaining the basis for making further decisions 
on searching the optimal ratio of measures to increase 
the reliability of heat supply to consumers. The rational 
distribution of reliability both in DHS (i.e. for subsys-
tems – HS and HN) and SFS, and in the ways to ensure it 
(functional, component, structural redundancy, fuel re-
serves, energy storages, etc.) are a subject of special 
research of the problems of reliability synthesis. For 
example, the methodology for the optimal in-
crease/ensuring the reliability parameters of DHS com-
ponents as the one of the problem of reliability synthesis 
is considered in articles [14] and [15]. Some reliability 
optimization issues for the DHS with prosumers are 
presented in works [17–19]. 

4 Conclusion 
 
As a result of the provided researches, scientific and 
methodological ensuring was developed for the compre-
hensive solution of a number of key technical, economic 
and organizational tasks of designing, functioning and 
developing modern DHS, taking into account their rela-
tionship. Within the framework of the developed scien-
tific and methodological support, the following basic 
problems were solved: optimization of levels of district 
heating in DHS with feasibility study for connecting new 
consumers, selection of optimal forms and models of 
heating market for DHS, comprehensive analysis and 
ensuring (optimization) reliability of DHS taking into 
account the fuel supply of HS, and also other additional 
problems. 

The developed scientific and methodological plat-
form makes it possible to solve different problems for 
the innovative transformation of DHS (designing, man-
agement, reliability and others) in a joint complex, tak-
ing into account their logical relationship and methodo-
logical compatibility, which ultimately provides support 
for decisions to achieve the maximum efficiency, econ-
omy and reliability of heat supply to consumers. 

Provided practical studies have confirmed the ap-
plicability and efficiency of the methods and models 
developed in the project, not only for test calculation 
schemes but also for existing DHS of cities. As results 
the new characteristics for studied systems were ob-
tained, directions for their effective functioning and 
development were formulated with the joint solution of 
the complex of the most key and relevant technical and 
economic problems for modern DHS. The implementa-
tion of provided methodology into the practice of design-
ing and development of DHS will contribute the increas-
ing their efficiency and reliability, and transition the heat 
supply industry into an effective part of the economy. 
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Abstract. Ontological engineering is performed for studies on the environmental impact of energy objects. The 
work was carried out within the framework of the project supported by the Russian Foundation of Basic Research 
“Methods of building an ontological knowledge space for intelligent decision-making support in the energy 
sector and environment, in terms of the quality of life”. The study proposes developing a set of interconnected 
ontologies with the view to harmonizing terminology of different subject domains for research and decision 
support. The basic terminology used to examine the environmental impact of energy objects and to perform 
appropriate quantitative assessments is considered. Semantic methods are proposed, in particular, an ontological 
analysis of the subject domain, to systematize environmental assessments and establish relationships between the 
main indicators describing the impact of energy sector activity on the components of the environment. The 
ontological approach allows systematizing and visualizing the relationship between the components of the 
environment, energy objects and their characteristics, and impact factors. Ontological engineering made it 
possible to build a sequence of research and systematize the methodology used to assess the energy-related 
environmental impact. 

Keywords. Anthropogenic impact, anthropogenic factor, ontology, energy objects, ontological engineering, 
ontological approach. 

1 Introduction 

Assessment of the environmental impact of energy objects is 
undoubtedly an urgent issue. Melentiev Energy Systems 
Institute of Siberian Branch of the Russian Academy of 
Sciences works on the use of semantic methods, including 
ontological modeling of this subject domain. Currently, a 
research team of the Institute, with the support of the 
Russian Foundation of Basic Research, is implementing the 
project "Methods of building an ontological knowledge 
space for the intelligent decision-making support in the 
energy sector and environmental science with regard to the 
quality of life". This project suggests a systems analysis of a 
methodology for the studies of the environmental impact of 
energy. The first stage of these studies involves an analysis 
of the existing methods and models for research aimed at 
harmonizing the sources of information and systematizing 
the indices used to implement these methods. 

In general, the assessment of the impact of the energy 
sector in this study means a comprehensive investigation of 
the relationship between the processes that occur at various 
levels of the phenomena studied: from the impact of energy 
objects, which subsequently creates anthropogenic pollution, 

to the consequences in the form of changes in the natural 
environment components. 

Ontological engineering involves the development of 
ontologies providing analysis and coordination of 
terminology of subject domains of energy and environment 
that intersect in our research, the establishment of 
relationships between the terms used, and structuring of the 
information necessary for this. 

The ontological engineering performed previously in the 
field of the research into the interaction between energy and 
geo-environment [1] reflects the diversity of anthropogenic 
factors at different stages of the heat and electricity 
production process. Anthropogenic impacts include all 
effects produced by human activities on the environment. 

This paper analyzes the methods applied today to assess 
the environmental impact of energy objects in order to 
structure the methodology necessary for this. The main 
attention is paid to the influence of energy generating 
facilities [2]. 
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2 The energy-related environmental 
impact and classification of anthropogenic 
factors 

In recent decades the anthropogenic pollution of the 
environment has been global in nature [3 - 6]. Today the 
human impact on nature is associated with changes in:  
• landscape and structure of the earth's surface; 
• composition of the biosphere; 
• thermal balance of the planet or its regions; 
• flora and fauna. 

Anthropogenic impact leads to a change in the state of 
the environment, where new components (pollutants) 
appear. The objects of pollution are the atmosphere, soil, 
water, plants, animals, and microorganisms. Sources of 
pollution are industrial facilities, including energy and utility 
facilities. 

The energy sector is one of the most serious sources of 
pollution. The anthropogenic impact of energy sector on the 
biosphere is seen in all stages of energy production - in the 
extraction and transportation of resources, in the production, 
transmission, and consumption of energy. 

The functioning of energy objects affects all components 
of the environment - the atmosphere, water bodies, flora and 
fauna, and humans. Energy production is associated with 
landscape changes, the formation of quarries and dumps. 
The transportation of coal leads to the spread of harmful 
substances in the atmosphere and soil. Typical harmful 
impurities due to the burning of solid fossil fuels are soot, 
ash, carbon oxides, sulfur, nitrogen, heavy metal 
compounds, water vapor, and other substances, including 
carcinogens. The transmission of electric power causes 
electromagnetic fields near power lines. The operation of 
power plants is always associated with heat emissions. In 
addition, large areas of land are withdrawn from economic 
use. 

In general, the harmful effects of energy objects on the 
environment are assessed based on a systems analysis of all 
interconnected processes at various stages of electricity and 
heat production. 

In this regard, it is necessary to take into account the 
types, sources, levels of the influence of various 
anthropogenic phenomena and factors. In literature, there are 
many classifications of anthropogenic factors according to 
different features [5]. For example, according to the general 
nature of the impact, i.e. a change in landscapes, withdrawal 
of natural resources, and environmental pollution. The 
objects of influence are the surface of the earth and mineral 
resources, soil and vegetation, water bodies and atmosphere, 
as well as the microclimate of the environment, the animal 
world, and humans. Quantitative characteristics of the 
impact include spatial scales (global, regional, local), the 
severity of impact, the degree of danger, and others. 

There is a classification of the anthropogenic factors [6] 
according to the following features: 

• by nature  mechanical, physical, chemical, landscape; 
• by physical properties - substance, process, 

phenomenon, object; 

• by the persistence of changes that occur in the 
environment (nature) - temporary reversible changes, 
relatively irreversible changes, absolutely irreversible 
changes, anthropogenic stress of ecosystems; 

• by the ability to accumulate - only at the time of 
production, for a long time; 

• by frequency - continuously acting factor, periodic 
factor, sporadic factor; 

• by the ability to migrate - non-migratory, migrating 
with streams of water and air, migrating with sources, 
migrating independently. 

3 Ontological engineering 

Ontological engineering is the process of designing and 
developing ontologies to analyze the domain knowledge, 
including its extraction, structuring, and formalization.  

The ultimate goal of ontological engineering is a 
formalized representation of the domain knowledge for its 
further use in the knowledge work and knowledge 
management system [7 - 9]. 

In this study, the development of ontologies is necessary 
to: 
• clarify and harmonize terminology of different subject 

domains – environment and energy; 
• define basic concepts in the study of the environmental 

impact of the energy sector; 
• systematize the relationships between the concepts and 

identify classes and subclasses of ontologies; 
• structure the knowledge and information in the context 

of the ongoing study. 
In this stage, a set of ontologies classified as non-formal 

is developed. They are the result of discussion and 
clarification of terms and their definitions, identification of 
basic concepts, and description of the relationship between 
the concepts. As for the purpose of their development, the 
proposed ontologies are of applied nature, since they 
describe a conceptual model of the objective of the study on 
the environmental impact of the energy sector. For 
illustration, the ontologies are presented graphically using 
CmapTools. This provides the possibility of interaction 
between specialists of different subject domains. 

The presentation of the ontologies in the formats 
necessary for computer processing is provided for further 
use of the developed system of ontologies. 

This study considers the following basic concepts related 
to the energy-related environmental impact: energy object, 
energy resource, and component of the environment, which 
is affected due to the occurrence of an anthropogenic factor. 
Based on the analysis of methods existing for the assessment 
of this impact, we propose separate consideration of the 
concepts of anthropogenic factor, anthropogenic impact, 
anthropogenic pollution, and its consequences. 

The definitions of these basic concepts are given below. 
Energy object is a combination of energy plants and 

auxiliary devices, which are integrated territorially and 
technologically, and designed to jointly perform production 
and engineering tasks. 

179



Energy resource is an energy carrier, which is or can be 
used in the energy sector at a given level of technology or in 
the foreseeable future of its development. 

Component of the environment is all that helps to ensure 
and maintain favorable conditions for the preservation of life 
on Earth. This category includes the earth, mineral 
resources, soil, flora and fauna, oceans, atmosphere, and 
near-Earth outer space. 

The anthropogenic factor is the cause of the 
anthropogenic impact on the natural environment, due to the 
process and operating conditions of the object, and its 
characteristic features. In terms of energy objects, 
anthropogenic factors are understood as emissions, waste, 
radiation, noise, vibration, radiance, etc. The anthropogenic 
factor depends on the type and kind of energy resource and 
type of technologies of the energy object. 

The anthropogenic impact is a consequence of the 
anthropogenic factor, the process of the influence of 
economic or other human activity on the components of the 
environment. Anthropogenic factors of energy objects have 
physical, chemical, biological, electromagnetic, noise, and 
radiation effects on various components of the environment. 
The level of anthropogenic impact is determined by the 
anthropogenic load, which depends on the magnitude of the 
factor, environmental conditions, and duration of exposure.  

Anthropogenic pollution is a result of changes in the 
components of the environment caused by anthropogenic 
impact. The degree of pollution depends on the 
anthropogenic load and determines the concentration of 
harmful substances in the components of the environment. 
The degree of pollution is determined by the composition of 
harmful substances, the ability to adapt to anthropogenic 
impact and its duration. 

The consequence is a result of anthropogenic pollution. 
This may be the withdrawal of land, land depletion, 
landscape disturbance, destruction of vegetation, 
acidification of soil, diseases of animals and humans, drying 
out of water bodies, etc.. Figure 1 shows the basic 
relationships between the basic concepts. 

 
Fig. 1. Metaontology of the environmental impact of energy sector 

In the study, these concepts are considered as the base 
classes of metaontology. The next level of ontologies details 
the basic concepts, clarifies relationships and reflects the 
properties of each of them. 

The concept of anthropogenic factor is the most 
important in this study. The anthropogenic factor results 
from the operation of an energy object, depending on the 
energy resource used. It is characterized by some properties, 

such as frequency of exposure, ability to migrate, and has 
one of the states. Anthropogenic factors include emissions, 
discharges, waste, noise, and radiation. A detailed definition 
of the anthropogenic factor concept is shown in Figure 2. 

 
Fig. 2. Ontology of the anthropogenic factor 

Each of the concepts used has been detailed similarly. For 
example, the concept of anthropogenic pollution, as noted 
earlier, is a consequence of anthropogenic impact. 

Anthropogenic impact forms the consequence of 
anthropogenic pollution. Its effect on the component of the 
environment is measured by the level of pollution and 
depends on the anthropogenic load. It is also necessary to 
take into account the properties of frequency and the ability 
to be accumulated, as shown in Figure 3. 

 
Fig.3. Ontology of anthropogenic pollution 

 Thus, a thorough examination of each concept makes it 
possible to factor in all the details in the study of the subject 
domain, classify terms, and establish relationships to take 
relevant information. 

The next levels of the ontology system deal with the 
types of energy objects, their technical and production 
characteristics necessary for the implementation of methods 
for assessing the energy-related environmental impact. 

The developed system of ontologies is the basis for an 
intelligent system of decision support and the creation of 
databases and knowledge bases. 

4 Methodological support of the studies 
on the environmental impact of energy 
objects 

The methodological support in this study means a 
method of quantifying the relationships between the 
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concepts and phenomena that reflect the environmental 
impact of energy objects. 

Considering successively the metaontology in figure 1, it 
is necessary to clarify that the anthropogenic factor implies 
the operation of energy objects, which causes changes in the 
composition, structure, and properties of the environment 
components: atmosphere, water bodies, soils, and living 
organisms.  

In this regard, the initial disturbance from the operation 
of energy objects is the appearance of irrelevant impurities 
and changes in the state of the components of the 
environment. Accordingly, a quantitative measure of the 
anthropogenic factor for each component of the environment 
is a respective set of characteristics/indices with their units 
of measurement. The existing approved methods for 
calculating emissions, discharges, waste, etc., can serve as 
methodological support for the quantitative assessment 
(Figure 4). 

 
Fig. 4. Methodological support for the quantitative assessment of 
the anthropogenic factor  

In general, the anthropogenic factor of the energy object 
operation is related to the anthropogenic impact through 
disturbance. The anthropogenic impact is a change in the 
natural environment components because of disturbances. 

At the same time, quantitative indicators of disturbances 
in combination with the characteristics of the properties of 
the environment components make it possible to determine 
whether or not there is an effect for a particular component 
of the environment, whether it is high or insignificant. 

The properties and state of the environment components 
are described by climatic models, and the “behavior” of 
incoming impurities is described by models of their 
distribution. 

A quantitative measure of impact is the anthropogenic 
load, which is assessed qualitatively as high, medium or 
low. 

The methodological support for the study of 
anthropogenic impact is associated with the collection and 
analysis of data on the current state using official reports on 
the state of the environment. The methodological support 
also includes certain climatic “behavioral” models that 
describe physical, thermodynamic, and chemical processes 
in the natural environment components for a particular 
territory. 

The methodological support contains the methods of: 
• assessing the current (background) state of the 

environment component; 
• analyzing and collecting the information about the 

pollutant, its properties, hazard/ harmfulness; 
• assessing the adaptation, self-cleaning and self-healing 

abilities of the environment components. 

The pollution of the environmental components is 
formed depending on the severity of the impact 
(anthropogenic load) and duration. The pollution is 
determined by the composition of harmful substances, their 
hazard class, and the ability to be accumulated in the 
component of the natural environment. 

Assessment of the extent to which the environment 
components are polluted due to the impact suggests 
determining the number of harmful substances, which “falls 
out” on the surface and forms the levels of pollution. 

This stage employs the models of the spread of harmful 
impurities with the view to determining the quantity of 
impurities washed out from the atmosphere and then the 
density of deposition of the pollutants on the surface of soils 
and water bodies, as well as potential volumes of their 
penetration into living organisms - plants, animals, humans 
(Figure 5). 

 
Fig. 5. Scheme of the formation of anthropogenic pollution 
depending on the density of the deposition of pollutants 

Accordingly, a quantitative measure of anthropogenic 
pollution is the concentration of pollutants in the 
environment components, given the density of their 
deposition. 

Thus, anthropogenic pollution due to disturbances and 
the impact of energy objects forms consequences for the 
environment components. The results of the consequences 
are the changes that occur: withdrawal, depletion, violation, 
destruction, acidification, disease, drying, etc. 

Methodological support for assessing the consequences 
is the systematization of existing quality standards for each 
component of the environment. A comparison of norms and 
actual pollution levels in the form of concentrations and 
density of deposition will allow us to assess the 
environmental impact of energy objects. The quantitative 
measure of the consequences, which is assumed in this 
study, is a comparison of concentrations with the existing 
maximum permissible concentration standards – their 
exceedance or non-exceedance in the environment 
components. 

Thus, the combination of these four research components 
makes it possible to build the methodological support for 
assessing the environmental impact of energy objects (Table 
1). In some cases, statistical materials, reporting data on the 
activities of energy companies and government reports on 
the state of the environment both nationally and regionally 
can also serve as methodological support. 

5 Conclusion 

The paper presents a study on the energy-related 
environmental impact in the form of ontologies and 
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descriptions of concepts and definitions corresponding to 
this subject matter. The investigation and assessment of 
changes in the components of the environment are carried 
out using the environmental approach, i.e. based on a 
universal connection of processes that occur at different 
levels of the phenomena studied. 

Table 1. Methodological support 

Research 
component 

Quantitative measure Methodological 
support 

Anthropogenic 
factor 

Emission, discharge, 
ash and slag waste 

Methods for 
calculating 
emissions [10 - 12], 
discharges, and 
waste from energy 
facilities [13, 14] 

Anthropogenic 
impact 

Anthropogenic load, 
indicators of the 
composition of 
pollutants, their 
dangers, climatic and 
orographic 
characteristics of the 
territory 

Assessment of the 
background state of 
the environment 
components and 
information on 
their properties. 
Systematization of 
information on 
properties of 
energy-related 
harmful substances 
[15-17]. Climatic 
models describing 
physical, 
thermodynamic, 
and chemical 
processes in the 
components of the 
environment 
[18,19] 

Anthropogenic 
pollution 

The concentration of 
pollutants, the density 
of deposition. 

Models of the 
spread of pollutants 
in various 
components of the 
environment 
(taking into 
account the relief 
of the underlying 
surface) [20 - 22] 

The effect of 
anthropogenic 
pollution 

The factor of 
exceedance of 
maximum permissible 
concentrations for 
various components of 
the environment, 
standards for 
permissible 
emissions/discharges, 
etc. 

Systematization of 
existing quality 
standards for each 
element of the 
environment [23-
25] 

 
We propose presenting the concepts, definitions and their 

relationships graphically as an ontology, which provides the 
visibility and possibility of harmonizing with the appropriate 
methods of calculating the quantitative measures of the 
studied components of the environmental impact of the 
energy sector. 

Various methodological approaches and mathematical 
models have been developed to assess the negative impact of 
the energy sector. They are used depending on the task. 

The formation of methodological support as a way to 
quantify the relationships between concepts and phenomena 
requires the collection and processing of a large amount of 
information and methodological material. The 
systematization of methods will allow us to build a clear 
sequence for both quantitative and qualitative assessment of 
the energy-related environmental impact. 
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Using intelligent technologies for knowledge formation in 
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Abstract. The article discusses the possibilities of using intelligent technologies, namely, ontological and 
cognitive modeling to represent knowledge in studies of the impact of energy facilities on the environment 
and the quality of life of the population. The relevance of this work is due to the need to improve research 
methods. An intelligent information system and an ontological space of knowledge are being developed, 
integrating tools and an information base to carry out research. It is proposed to use ontologies to identify 
and organize the basic concepts of different subject areas related to joint research, establish relationships 
between them, as well as for the structural representation of knowledge. The cognitive modeling 
methodology is designed to analyze and model situations and make coordinated decisions in the energy 
industry, taking into account its impact on the environment and quality of life. Cognitive modeling is used 
to identify causal relationships between concepts, visualize them, describe possible situations and support 
to decision-making. 

Introduction 

The Melentiev Energy Systems Institute of Siberian 
Branch of the Russian Academy of Sciences (MESI SB 
RAS) is implementing the project "Methods for 
constructing an ontological space of knowledge for 
intellectual support of decision making in energy and 
ecology, taking into account the quality of life", 
supported by the RFBR grant No. 20-07-00195. This 
project envisages the development of an intelligent 
information system (IIS) that integrates a complex 
information base for carrying out research, 
mathematical and semantic methods, tools for assessing 
the impact of energy on the environment and quality of 
life. The presence and operation of energy facilities on 
the territory affects the quality of life of the population, 
since, on the one hand, it provides the needs for the 
necessary heat and electric energy, and on the other 
hand, it is one of the most serious sources of 
environmental pollution. The relevance of this work is 
due to the need to support for making agreed decisions 
in the field of energy research, taking into account its 
impact on the environment and quality of life. For this 
purpose, such methods of semantic technologies as, 
cognitive, and ontological modeling are developed and 
used. A unified ontological space of knowledge is being 
developed, which ensures the integration of research in 
the subject areas of energy and ecology. The developed 
system of ontologies provides information support for 
research by integrating the necessary data, designing 
and developing databases based on the ontological 
description. The use of ontological and cognitive 
modeling methods and supporting tools is proposed to 
assess the impact of energy facilities on the 

environment. Thus, the formation of an ontological 
knowledge space for research involves the integration 
and coordination of all necessary data, information and 
knowledge for the scientific justification of decision-
making in the energy sector, taking into account its 
impact on the environment and quality of life. 

Opportunities and goals of ontological 
modeling 

For intellectual support of data from interdisciplinary 
research, taking into account the intersection of 
knowledge from different subject areas, it is proposed to 
use semantic technologies for describing and modeling 
knowledge. Domain knowledge modeling is the 
mainstream and basic paradigm of artificial intelligence. 
Ontological modeling is one of the leading areas of 
semantic modeling [1, 2]. Currently, ontologies are the 
main approach to the development and implementation 
of knowledge management systems [3 - 5]. The 
application of ontological modeling in energy research 
was considered in the works of Massel L. V., 
Vorozhtsova T. N., Skripkin S. K., Kopaygorodsky A. 
N. [6, 7]. At the same time, ontological engineering is 
used as the main method of working with knowledge 
and a fractal approach is used to knowledge structuring. 

Ontological engineering is the process of designing 
and developing ontologies based on the structural 
analysis of the subject area [8]. 

Knowledge about a subject area is a collection of 
information about the objects of this subject area, the 
properties of these objects, the relationships between 
objects, as well as about the processes and situations that 
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occur in this subject area. An ontology is usually 
constructed as a tree or network consisting of concepts 
and relationships between them. The ontological 
engineering process includes the following steps: 
• identifying the basic concepts of a given subject 

area - concepts. 
• identifying connections or relationships between 

concepts 
• building a hierarchy of concepts 
• description of the properties of the selected 

concepts. 
The main advantage of ontological engineering is: 
• systematic - ontology represents a holistic view of 

the subject area; 
• uniformity - material presented in a uniform form 

is much better perceived and reproduced; 
• scientific nature - the construction of an ontology 

allows you to restore the missing logical connections in 
their entirety. 

The possibilities of applying the fractal approach to 
structuring knowledge and building an ontological space 
are described in the work of L. V. Massel [9].The fractal 
approach assumes that knowledge about the object 
under study is presented in the form of several layers, 
each of which characterizes a certain aspect of data, 
information or knowledge about the object. 

Ontological models provide the following 
opportunities for working with knowledge: 
• are a means of representing knowledge 
• provide work with meaning of information 
• allows automated processing 
• provide application integration 
• provide inference capability 

In this work, the system of ontological models is 
designed for: 
• coordination of research in different subject areas 

(energy, ecology, quality of life) in accordance 
with the project goals 

• concordance of the concepts of these subject areas 
• ensuring the availability and perception of large 

volumes of complex structured information 
• descriptions of the structure and components of the 

AIS 

Components of the ontological knowledge 

space 

The system of ontologies of the developed ontological 
knowledge space for research includes knowledge 
representation for interrelated studies of energy, 
ecology, and quality of life. 

The ontological model is based on a fractal 
approach, which presupposes the inclusion of several 
layers - meta-levels and their further stratification, 
which provides for an increasing degree of detail at each 
next level. 

Metaontologies include basic concepts of the subject 
areas of energy, ecology and quality of life that are 
relevant to collaborative research. They are used as a 
basis for describing the components and structure of an 

intelligent information system, as well as for developing 
the system interface. The following levels of ontologies 
include: 
• Ontological description of research sections 
• Ontologies that describe the data and information 

used, database ontologies 
• An ontological description of knowledge bases that 

contain descriptions of classes and instances, their 
properties and relationships, and a set of rules that 
allow logical inference. 

Figure 1 shows metaontology, which combines the 
basic concepts of subject areas and shows the main 
research areas – energy, ecology, and quality of life. The 
presented concepts are the base classes of the ontology 
system. IIS components correspond to these sections. 

The section "Power industry" contains a description 
of energy objects and their properties, on which the 
anthropogenic influence on the environment and the 
quality of life depends. The section "Ecology" describes 
anthropogenic factors, elements of the natural 
environment, and methods for assessing anthropogenic 
impact.  

The concept of "Quality of life" is an aggregate 
characteristic of the   living standard and objective and 
subjective living conditions of the population, which 
determine the physical, mental, socio-cultural 
development of a person, group or community of people 
[10]. According to the World Health Organization 
(WHO), it is the perception of individuals of their 
position in life in the context of the culture and value 
system in which they live, in accordance with goals, 
expectations, norms and needs. Accordingly, the section 
"Quality of life" includes a description of indicators of 
quality of life, factors of influence and methods for 
analyzing this influence.  

Section "Task" contains a description of the tasks to 
be solved in these studies. Section "Methodology", as a 
component of IIS, includes a set of methodological 
approaches in research, methods and algorithms used to 
assess the impact of energy facilities on the environment 
and quality of life. 

 
Fig. 1. Metaontology of knowledge of subject areas research  

One of the important concepts of the presented 
metaontology is the "Anthropogenic factor" - the cause 
of anthropogenic impact on the environment, due to the 
process and conditions of the object's functioning, its 
characteristic features. In relation to energy facilities, 
anthropogenic factors include emissions, waste, 
radiation, noise, vibration, radiation, etc. The 
anthropogenic factor depends on the type and type of 
energy resource and the type of energy facility 
technologies. Using indicators of anthropogenic impact 
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on the environment and elements of the environment, 
the degree of negative impact on the quality of life of the 
population is assessed at the expert level. 

Cognitive modeling and its application in 

these studies 

Cognitive analysis and modeling are modern intellectual 
technologies that are used to study weakly formalized 
and weakly structured systems, which include 
economic, social, and environmental systems [11]. 
Currently, the application of cognitive modeling is 
developing in the direction of modeling and analysis of 
situations and support to decision making. Abroad this 
is reflected in the works of Peter Grumpos and 
Chrysostomus Stylios [12, 13]. In our country, this is the 
work of employees of the Institute of management 
problems of the Russian Academy of Sciences [14, 15], 
the scientific school of Kulinich [16], etc. At MESI SB 
RAS it is proposed to use cognitive modeling as a tool 
for studying the problem of energy security (ES) [17, 
18]. 

Cognitive analysis is based on the cognitive-target 
(cognitive) structuring of knowledge about an object and 
its external environment. Cognitive structuring is the 
identification of the most significant factors that affect 
the situation and the cause-and-effect relationships 
between them. The methodology of cognitive modeling 
is based on modeling the subjective views of experts 
about the situation. Experts knowledge is presented as a 
cognitive map. 

In this paper, we propose to use cognitive modeling 
to analyze the mutual influence of energy and ecology 
factors on the quality of life of the population. The use 
of ontologies in this case is necessary to identify these 
factors and formulate concepts. In the ontological space, 
compiled for the studied interdisciplinary interaction, 
there are factors from one area, which can both 
positively and negatively influence factors from another. 
For example, factors from the field of energy have both 
a positive effect on the quality of life (use of electricity, 
use of thermal energy) and a negative one 
(environmental pollution, noise impact, etc.). Therefore, 
the main task of cognitive modeling is to determine the 
final influence of factors on each other in a particular 
situation. Another task is to visualize the dependencies 
between the main factors of the study area. 

To build a cognitive map, the subject area is 
analyzed, and the main factors (concepts) that are 
important for research are identified. If there is already 
an ontology of the subject area, then concepts are 
allocated directly on the basis of this ontology. After this 
stage, connections and their nature are established 
between the concepts. In the simplest case, the 
relationships can be either positive or negative. In a 
more complex case, weight coefficients obtained by 
expert evaluation are added to the signs of connections. 
When analyzing a specific situation, the cognitive map 
is built either anew or selected from among existing 

ones, provided that it contains the necessary concepts of 
the subject area. 

Figure 2 shows an example of a cognitive map that 
describes the main factors of the situation "providing the 
population with heat energy" from the position of the 
main factor "Quality of life". 

 
Fig. 2. Cognitive map "providing the population with heat 
energy". 

This map shows the influence of factors on the 
"Quality of life" target factor. This influence is both 
positive and negative. To accurately determine the total 
impact, you will need to introduce weighting 
coefficients, which are determined by the method of 
expert assessments. In this case, it is possible to 
determine the final impact. 

Ontologies and data model 

Creation of information systems using the ontological 
approach provides a significant advantage in terms of 
the correct preparation of information components [19]. 

As noted, the developed system of domain 
ontologies for research involves several levels. 
Ontologies that describe the data and information used 
are the basis for modeling and developing databases, 
since the ontology is a convenient basis for developing 
a data schema [20]. One of the components of the 
developed intelligent information system is the database 
development module based on ontologies. As you know, 
a database consists of tables and data. An ontology is a 
connected graph from which you can get data, element 
values, and their generalizing properties. Generalizing 
properties of items should be interpreted as database 
tables, and values as data in tables. In Fig. 3, the concept 
of "Energy source" is presented as generalizing property 
of the objects "Diesel power station", "Thermal power 
plant", "Boiler house". In the database, we get the 
following structure: the table "Energy source" with the 
data "Diesel power station", "Thermal power station", 
"Boiler house". 

 
Fig. 3. Ontology "Energy source» 

An example of such a table is shown in figure 4. 
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.

 
Fig. 4. Table "Energy source" of the designed database 

 
The figure 5 shows a block diagram of the algorithm 

for converting an ontology into a database schema, and 
the figure shows a diagram of a database for storing 
information about an energy facility-a boiler house. 
Since the ontology uses natural language attributes, to 
align it with the database schema, it is necessary to limit 
the set of valid relationships between concepts ("has", 
"is", "measured in", "can take a value", "consists of"). 

 
Fig. 5. Algorithm for converting an ontology into a database 
schema. 

 
In the future, based on the constructed data model, 

an information system will be formed that will serve as 
information support for experts in supporting decision-
making in the energy and environmental sectors. 

 
Fig. 6. The database of the boiler 

Conclusion 

The paper describes examples of using intelligent 
technologies to perform research on the impact of 
energy facilities on the environment and the quality of 
life of the population. For this purpose, an intelligent 
information system is being developed that integrates a 
complex information and methodological base of 
interdisciplinary research. Semantic modelling methods, 
including ontological and cognitive modelling), are used 
to support coordinated decision-making in the field of 
energy, taking into account its impact on the 
environment. A unified ontological knowledge space is 
being developed that provides integration of research in 
the subject areas of energy and ecology. 

The developed system of ontologies provides 
information support for research by integrating the 
necessary data, designing and developing databases 
based on the ontological description. Ontologies are 
used to identify and organize the basic concepts of 
different subject areas that are relevant to joint research, 
establish relationships between them, as well as for the 
structural representation of knowledge. 

Cognitive modeling is used to analyze and model 
situations and make coordinated decisions in the energy 
industry, taking into account its impact on the 
environment and quality of life. Cognitive models are 
used to identify cause-and-effect relationships between 
concepts, their visual representation in the process of 
describing possible situations and making decisions. 
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Matrix structure of unified mathematical model of electric AC 
machines at control  

Rauf  Mustafayev*, Nurali Yusifbayli,  Laman Hasanova  

Azerbaijan Scientific–Research and Designed–Prospecting Institute of Energetics, Baku, Azerbaijan  

Abstract. The matrix structure of the equations of a generalized electric alternating current machine is 

proposed, which, based on the Parke equations, is written in the coordinate axes of the machines rotating 

with the rotor speed. In the matrix structure, the column matrices of the derivatives of the stator, excitation 

and rotor windings are equal to the product of diagonal matrices consisting of the machine parameters and 

the column matrices of the flux links themselves and the sum of the matrix columns of the control 

parameters which are the matrix columns of the stator voltage, excitation voltage, and rotor voltage. It is 

shown that the matrix structure of a generalized controlled AC machine is transformed into mathematical 

models of almost all encountered AC electric machines, namely, into a synchronous machine with two 

excitation windings - a longitudinal and a transverse one; in a synchronous machine with a longitudinal field 

winding (classic); in an asynchronous machine with a squirrel-cage rotor; into an asynchronous machine 

with a phase rotor. It has been shown that the matrix structure includes the controls of these machines both 

from the stator and from the rotor. On the stator side for synchronous machines, it is a frequency control 

that regulates both the amplitude and frequency of the applied voltage, and on the rotor side, a constant 

voltage control is supplied to the longitudinal and transverse windings. For asynchronous machines, the 

stator and rotor are frequency-controlled. The following are examples of frequency control of an 

asynchronous machine both from the stator and from the rotor. 

1 Introduction  

When designing complex electromechanical devices for 

such, for example, systems as “wind-power engineering”, 

“small hydropower engineering”, etc., which can contain 

controlled electric machines of different types, it is 

required not only optimally join electric machine with 

mechanical one, but in a number of cases to optimize the 

choice and the type itself of the controlled electric 

machine. 

The equations of a generalized electric machine are 

well known, which are given, for example, in [1]. It 

should be noted that these equations more reveal the 

principle of construction of electromagnetic and electrical 

connections in electric machine, for practical use they 

must be transformed taking into account the type of 

electric machine and the form of writing of their 

equations. 

In addition, the controllability principles and transient 

processes in individual AC electric machines are studies 

in papers of famous scientists [2; 3; 4; 5; 6; 7; 8]. 

2 Materials and methods  

The above circumstances predetermine the creation of 

a universal mathematical model of a controlled alternating 

current (AC) electric machine, which, remaining 

structurally unchanged, would allow for studying all 

modes of operation of AC electric machines used in 

practice: synchronous machines with electromagnetic 

excitation and permanent magnets, including frequency-

controlled ones; asynchronous machines with short-

circuited and phase-wound rotor, including frequency-

controlled ones. 

Here, Park's equations, written in axes rotating at the 

rotor speed of ωr, were taken as the basis of mathematical 

model of electric AC machines, and the machine has two 

stator windings and four rotor windings. In contrast with 

these equations, not angle θ between the rotor axis, 

rotating at the rotor speed of ωr, and the synchronous 

axis, rotating at the synchronous speed of ωs, but the 

angle between the rotor axis and fixed axis, hereinafter 

signed as angle α, is selected as a power angle. Thus, the 
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rotor speed is equal to ωr, where p – differentiation 

symbol, τ – synchronous time equal to τ=ωs·t=314·t. In 

addition, the equations of machines are written in flux 

linkages.  

In this case the equations of controlled electric AC 

machines can be written in cell wise-matrix form, which 

is represented in the form. 
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Column matrices are the essence of a vector with 

projections on d, q axes: 

– derivatives of flux linkages of stator, field and rotor 

windings: 
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– flux linkages Ψs, Ψr, Ψf themselves : 
 

          







=

qs

ds

s Ψ

Ψ
Ψ , 












=

qf

df

f
Ψ

Ψ
Ψ , 








=

qr

dr

r Ψ

Ψ
Ψ  

–voltages of stator, field and rotor windings (control 

actions): 
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Matrices As1, As2, As3, Bf1, Bf2, Bf3, as well as Cr1, Cr2, 

Cr3 are diagonal matrices, which are represented in the 

form: 
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First matrix As1 can be represented in the form: 








 −
+









−

−
=+=

0

0

0

0
1111

r

r

qss

dss

sss
ω

ω

kr

kr
AAA  

Since ωr – rotor speed of AC machine is a scalar 

value, then As1ω can be represented in the form:  

                rrωs ωω −=
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= JA
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1  

where J–matrix orthogonal to unity matrix E, i.e. (J2
=–

E), by analogy with complex unit j2= ‒1. 

Besides equations (1), it is necessary to take into 

account equations of motion with motive moment mt and 

electromagnetic moment mem: 
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Thus, equations (1) and (2) form a universal 

mathematical model of electric AC machines. In addition 

to the equation, the definition of active and reactive 

powers is of interest for mem: 
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It should be noted that the mentioned equations are 

written in the per unit system, for basic expressions the 

same units are taken as in the equations, which, for 

example, are given in [9; 10; 11]. 

Coefficients kds, kdsf, kdsr, kqs, kqsf, kqsr, kdf, kdfr, kqf, kqfr, 

kdr and kqr connect the values of currents of stator ids, iqs, 

field windings idf, iqf and rotor windings idr, iqr with 

appropriate flux linkages.  

They are easily defined from the matrix equality 

(direct and inverse matrices with inductive parameters of 

machine). 
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(4) 

where Lds, Lqs, Ldf, Lqf, Lqr, Ldr – full inductances along the 

d and q axes to the corresponding stator, excitation and 

rotor windings [relative units]; Mad, Maq – mutual 

inductances along the d and q axes [relative units]. 

 In expression (4) the right part is a matrix of machine 

parameters in relative units, but it is necessary to have in 

mind that they are equal to the inductances of the machine 

in relative units, i.e. currents and flux linkages are 

connected by the values of the corresponding inductances, 

which in relative units are equal to the values of the 

passport parameters of the machine. 

Structure of mathematical model of synchronous 

machine with excitation along the longitudinal and 

transverse axes d and q. In this case the matrix form 
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remains unchanged, except for control matrix 
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, since for such machines 

the rotor has damper windings that are short-circuited. 

Mathematical model of “classical” synchronous 

machine (having one field winding, located along the axis 

d), here besides the equality to zero Ur=0, the following 

column-matrices will change: 
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In addition, also diagonal matrices will change, which 

will occur in the form: 
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As a result of equality kqsf=0 and kqfr=0, As2 and Cr2, 

will also be transformed, which will take the form: 
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If the synchronous machine is made with permanent 

magnets, i.e. permanent magnets act as the exciter, then 

additionally the derivative matrix of flux linkages in 

expression (1) turns into the following matrix: 
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And the voltage Udf, on which the flux linkage Ѱdf, 

depends, should be interpreted as a value that determines 

the coercive force of permanent magnets, or more exactly 

the magnetic energy value of permanent magnets, referred 

to the unit volume of permanent magnets [12]. 

Expression for the moment of “classical” synchronous 

machine will take the form: 
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resistance matrix will appear in the form: 
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The structure of asynchronous machine model in this 

case: in matrix (1) the 3rd row disappears and in diagonal 

matrix the 2nd column and equation (1) transform into 

form: 

      







+
















=









r

s

r

s

rr

ss

r

s

p

p

U

U

Ψ

Ψ

CC

AA

Ψ

Ψ

31

31
 (6) 

Since the asynchronous machine is symmetrical in 

magnetic and electrical relation, then the parameters 

kds=kqs; kdsr=kqsr; kdr=kqr and rdr=rqr. Taking this into 

account, the submatrices are transformed into expressions,  
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 (7) 

Substituting (7) for (6), one can obtain in expanded 

vector form an expression for derivative flux linkages of 

stator and rotor loops Ψs and Ψr: 
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Coefficients kds, kdr, kdsr can be determined from the 

equation: 
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(9) 

It should be noted that expressions (8) by form 

coincide with the equations of asynchronous machine 

mentioned in [13].  

Expression for electromagnetic moment of 

asynchronous machine: 

)(s drqsqrdsrdem ΨΨΨΨkm −=  (10) 

As it was already mentioned, in the model structure of 

AC machines as control parameters can be used Us, fs – 

vector and frequency of the rotor winding voltage. Since 

the structure of the mathematical model of AC machines 

is based on the writing in the axes d, q rotating at the rotor 

speed ωr, then there are no problems of modeling of 

voltages of field and rotor windings, as they are directly 

supplied from regulating devices (e.g., from the output of 

automatic excitation regulator of synchronous machine, 

either the output of frequency converter feeding the rotor 

winding for asynchronous machine). 

This problem exists for stator winding. It is necessary 

to represent a vector of voltages, which supply stator 

winding of AC machine, whose components Uds and Uqs 

are, naturally, written in axes d, q, rotating with rotor 

speed ωr, in such a form so that to be able to join control 

system  with the electric AC machine (e.g. frequency 

converter). That is, it is necessary that they reflect the 
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change (regulation) of the amplitude and frequency of the 

voltage supplying the stator winding. For this purpose the 

following transformations must be performed [12]. 

Location of coordinate axes of AC machines is 

reflected on the diagram (Fig.1). Here α0, β0 – coordinate 

axes fixed in the space; αs, βs – coordinate axes rotating 

synchronously, with electric network frequency ωs; d, q – 

coordinate axes rotating at the rotor speed ωs. Angle 

between axes αs, βs and α0, β0 we designate as αs, which is 

equal to αs=ωs·τ, where τ=ωbaz·t=314·t – time in radians, t 

– time in sec. 

Angle between axes d, q and fixed axes α0, β0 we 

designate as α, which is equal to α=ωr·τ and finally, angle 

θ=α+αs – angle between axes d,q and axes αs, βs, which is 

called power angle. 

If the stator voltage vector to place in the initial state 

at an angle π/4 radians to the axes αs, βs, then its 

projections on these axes will naturally be the same and 

equal to Usα0=Usβ0=0.707·Us (in relative units.).  

 

 
 

Fig.1. The location diagram of the coordinate axes in the 

model of electric machines of alternating current. 

 

Projections of vectors Usα and Usβ on the axes d, q in 

accordance with Fig.1 can be written in the form: 
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General projections of these components on the axes 

d, q according to Fig.1 will be in the form: 
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Substituting expressions from (11) for (12) and taking 

into account that the vector Us just like the axes αs, βs 

rotates at the speed ωs, then Usα=Usβ=Usα0=Usβ0=0.707·Us. 

In addition, designating 
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where Us0=1 and ωs0=fs0=1 [r.u.], we’ll obtain: 
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By means of simple transformations, expression (13) 

can be represented in a more convenient form: 
 





 












−+

++=

+−

−−=









sin(cos)sin(

)sin(cos)cos(707.0

)sin(cos)sin(

)sin(cos)cos(707.0

fsk

fskuskqsU

fsk

fskuskdsU

 (14) 

 

The control of the AC electric machine from the stator 

side is represented in (14). And for synchronous and 

asynchronous machines, this expression allows for taking 

into account the change and control of both the amplitude 

kus of the voltage supplied to the machine and its 

frequency kfs. Moreover, all other equations of AC 

machines remain written in the axes rotating at the rotor 

speed. 

It should also be noted that in the absence of 

frequency converter in the stator circuit of AC electric 

machine, i.e. when the latter is connected directly to the 

electrical network kus=k us=1. 

As it was said, Uf and Ur vectors can also act as 

control coordinates in the generalized cellular-matrix 

equations (1). As for the excitation voltage vector Uf, in 

synchronous machine its components Udf and Uqf along 

the axes d, q assume the presence of longitudinal and 

transverse field windings and when presenting the 

equations written in the axes d, q, rotating at the rotor 

speed, in the structure of the equations they are constant 

and, if necessary, controlled values. 

Regarding the voltage vector Ur. For synchronous and 

asynchronous machines with short-circuited rotor it is 

equal to zero Ur=0. For double-way feed asynchronous 

machines: at supply both from the stator side and the rotor 

side its value, naturally, is not equal to zero and in general 

case its components are written in the form [12]: 
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where Udr, Uqr – components of rotor winding voltage, 

which are the output of frequency converter installed in 

rotor circuit, 

0r

r
ur

U

U
k =  – coefficient, taking into account 

the regulation of voltage amplitude, supplying the rotor 

winding, 

0r

r
fr

f

f
k =  – frequency of current at the output 

of the mentioned frequency converter, Ur0 – rotor voltage 

amplitude in source mode (in relative units Ur0=1). 

Thus, expressions (13) and (15) allow for reproducing 

frequency control both from the stator side and the rotor 

side of electromechanical AC converters, i.e. together 

with equation (1) create a single universal structure of the 

mathematical model of controlled AC electric machines.  
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3 Results  

The control of a controlled synchronous machine with one 

field winding along the d axis has been investigated [12].  

Just so a frequency-controlled synchronous machine with 

2 windings along the axes d, q respectively, can be 

studied [14]. 

Here study of controlled asynchronous machine has 

been conducted. In this case, the structure of the equations 

in vector form is represented by the expression (6), and 

the components of the stator voltage are modeled by the 

expression (14), and the rotary expression (15). 

Parameters of machine: xd=4.878; rs=0.01; xm=4.8; 

rr=0.31; kds=5.69; kdr=5.66; kdsr=5.56; 1/Tj=0.005; xr=4.9. 

Algorithm of solution of equations of asynchronous 

machine in general form is as follows: 
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On Fig.2 (a, b, c, d) at kus=kfs=1 (i.e. nominal values of 

amplitude and frequency of stator voltage) at the first 

stage at short-circuited rotor Ur=0 in the range from 0 to 

103 radians the starting of generator with the value mt=–

0.3, is implemented and is set in the value ωr=1.01
 
 

(Fig.2,а). At 103 radians the voltage is supplied to the 

rotor winding with steady-state value kus=kfs=–0.15 

(asynchronous machine with short-circuited rotor is 

transformed into double-way feed asynchronous 

machine). From 103 to 2000 radians the rotating 

frequency becomes equal to ωr=1.15 (Fig.2,a). 

Electromagnetic moment is determined by the value mt 

and remains constant mem=–0.3 (Fig.2,b) (“minus” sign 

corresponds to generator mode). Curve of general active 

power, equal to sum of powers of stator and rotor circuits, 

is shown in the (Fig.2,c): its steady-state value varies 

from value pw=–0.3 at short-circuited loop in the range 

from 0 to 1000 radians to value pw=–0.34 at τ>1000 

radians, when the rotor speed is increased to ωr=1.15 by 

means of regulation of frequency of current in the rotor 

winding of double-way feed machine. Reactive power 

(Fig.2,d) varies from value qw=0.24 (consumes from 

network) to value qw=–0.218 (delivers to network). After 

returning to source mode from 2000 radians to 3000 

radians (i.e. when kus=0), is supplied. At control 

kus=kfs=0.15 at 3000 radians the control equal to ωr=0.85 

(Fig.2,a), the active power decreases from pw=–0.3 to 

pw=–0.25, respectively, and the reactive power, remaining 

in consumption mode, increases from qw=0.24 to qw=0.49, 

the moment mem is unchanged and equal to mem=–0.3. 
 

0 500 1000 1500 2000 2500 3000 3500 4000

0.13
0.25

0.38
0.5

0.63

0.75
0.88

1

1.13
1.25
1.38

1.5



2

3

4

t1 t2 t3 t4 

a) 

0 500 1000 1500 2000 2500 3000 3500 4000

6

4.17

2.33

0.5

1.33

3.17

5

M

M2

M3

M4

t1 t2 t3 t4

 

b) 

0 500 1000 1500 2000 2500 3000 3500 4000

5

3.17

1.33

0.5

2.33

4.17

6

PP1ob

PP2ob

PP3ob

PP4ob

t1 t2 t3 t4

QQ1ob

QQ2ob

QQ3ob

QQ4ob

t1 t2 t3 t4

 

c) 

0 500 1000 1500 2000 2500 3000 3500 4000

5

2.5

2.5

5

7.5

10

QQ1ob

QQ2ob

QQ3ob

QQ4ob

t1 t2 t3 t4

 
d) 

Fig. 2. Fluctograms of change of operating parameters of 

an double-way feed asynchronous machine when using 

frequency regulation only from the rotor side with 

kur=kfr=‒0,15 and kur=kfr=+0,15 with kus=kfs=1. 

 

Fluctograms of change of regime parameters of 

double-way feed asynchronous machine at control of 

voltage and frequency both from the stator side and from 

the rotor side are represented in Fig.3 (a, b, c, d). Here 

kus=kfs=0.7, kus=kfs=–0.15 at the first stage and mt=–0.3. 

After starting the steady-state value is ωr=0.7 then at 

kus=kfs=–0.15 (after 1000 radians) the ωr becomes equal to 

ωr=0.85 (Fig.3,a), the mem remains unchanged and equal 

to mem=–0.3 (Fig.3,b). The active and reactive powers 

vary from pw=–0.21 to pw=–0.246, respectively, and 

qw=0.17 (consumes from network) to qw=–0.166 (delivers 

to network) (Fig. 3, c and d). 
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Fig.3. Fluctograms of change of operating parameters of 

double-way feed asynchronous machine when regulating 

voltage and frequency both from the stator side 

kus=kfs=0.7 and from the rotor side with kur=kfr=‒0.15 and 

kur=kfr=+0.15. 

 

There after source mode at 3000 radians at unchanged 

kus=kfs=0.7 the value kus=kfs, is regulated, which was set 

equal to kus=kfs=–0.15. At that the rotor speed ωr decreases 

to ωr=0.55. The active power accepts value pem=–0.16, 

and the reactive power in the consumption mode increases 

almost 2 times (as compared with the source mode) and 

becomes equal to q=0.34.  

The given example of calculation confirms the 

efficiency of the universal mathematical model structure 

of controlled electric AC machines. It is known that main 

power control means for electromechanical AC 

transformers are frequency converters, which at present 

are implemented on completely controlled IGBT-

transistors or GTO-thyristors with PWM control. The 

presented structure allows for taking into account in the 

mathematical model both amplitude and frequency of 

voltages supplying the stator and rotor circuits of AC 

machine. 

If it is necessary to take into account a saturation, then 

this can be very simply done by existing methods: to 

operate by either saturated parameter values, or famous 

methods of their functional dependence [12]. As regards 

the consideration of harmonic composition of voltage at 

the outputs of frequency converters, their consideration 

also doesn’t cause insurmountable difficulties – they can 

be taken into account in output voltage by means of 

harmonics factorized to Fourier series. 
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Abstract. The paper evaluates present-day retail market electricity rates in Russia from the 

standpoint  of demand response i.e., how they motivate the customers to reduce demand 
during critical peak periods. For that purpose, the daily payments of different types of 
customers in RF regions are analyzed. It is shown that not all the retail market rates now in 
force stimulate the reduction of peak loads. A theoretical game model is proposed for the 
formation of electrycity rates for different types of consumers that incentivizes the demand 
response.. 

Introduction 

Such peculiarities of electric power as simultaneous 
production and consumption, the impossibility of large-
scale electricity storage, difficulties of precise planning of 
electricity generation and consumption necessitate 
continuous maintenance of production and consumption 
equilibrium. Power plants traditionally play a major role 
in maintaining equilibrium. Also electricity markets are 
designed such that to give incentives to its players to 
maintain that equilibrium. But in the absence of special 
measures to manage the demand response, the electricity 
demand does not depend or to a little extent depends on 
the market prices as customers do not reduce electricity 
consumption if prices grow. 

At present, with the emergence of smart power meters, 
advanced high-speed technologies for measurement, 
transfer, conversion and displaying the information on the 
current electricity consumption, the problem of demand 
response is solved based on the corresponding contracts 
of a  load serving entity with individual power consumers; 
those contracts shall take into account economic benefits  
of both parties [1-6]. Load serving entities, based on the 
analysis of different power consumption facilities, 
identify such utilities that collectively allow almost 25% 
reduction of peak loads of the entity.  Such utilities usually 
include air conditioners of large dwelling, commercial 
and administrative buildings, electric boilers, electric 
drives of pumps of water sprinkling systems in the rural 
areas, and others. After analysis and optimization of 
electricity consumption, the companies develop the 
demand-response electricity program, and set privileged 
rates for power consumers who agreed to participate in 
those programs. 

RF is currently undertaking efforts to motivate 
customers to participate in raising the energy efficiency 

and leveling the load curves e.g., by the introduction of 
time-of-use (TOU) rates. The paper considers legally 
grounded rates that are most attractive for customers from 
the standpoint of their load response, i.e., rates that 
provide for payment for peak load or peak electricity 
consumption periods. They include a two-part rate with 
payment for electricity and capacity at peak loads of the 
power grid and TOU rate. The paper exploits the 
applicability of proposed rates for incentivizing the 
demand response (Section 1). The efficiency of the 
approach is exemplified by the assessment of daily 
electricity bills of two consumers of different types in 
different RF regions. Rates applied abroad [6-9] are 
considered in parallel, their incentives for demand 
response are assessed for customers that are similar to 
those in Russia. It is shown that RF rates, unlike foreign 
rates, do not always have the required incentives for 
reducing the peak loads. Studies on the foreign electricity 
markets that were undertaken recently propose an on-line 
demand response when a customer is capable to respond 
to variable power supply almost instantly [10-12]. In our 
opinion, such approach cannot be implemented in the 
conditions of the Russian market. We propose a pricing 
model that takes into account the interests of customers 
and the costs of a load serving entity for a month’s time 
interval (Section 2). 

1 Comparison of the electricity pricing 
system for different types of customers 
in different RF regions  

Consider the electricity supply system of two customers. 
The first one includes loads of a student campus (Irkutsk) 
whose daily curve is typical to that of individuals (Table 
1). This customer is assumed to be inactive, i.e., they do 

195

mailto:zen@isem.irk.ru


 

* Corresponding author: zen@isem.irk.ru 

Table 1. Daily load curves of two consumers:  Campus and TV tower. 

Hrs 0:00 1:00 2:00 3:00 4:00 5:00 6:00 7:00 8:00 9:00 10:00 11:00 
Campus, kW 51 44 38 35 34 30 32 46 48 49 48 47 
TV Tower, 

kW 166 164 163 163 163 167 167 168 170 169 172 169 

Daily zone night-
time 

night-
time 

night-
time 

night-
time 

night-
time 

night-
time 

night-
time 

night-
time 

semi-
peak peak peak peak 

Hrs 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00 
Campus, kW 58 53 55 52 54 62 66 69 76 73 73 63 
TV Tower, 

kW 168 169 170 169 169 166 167 167 168 167 166 165 

Daily period peak semi-
peak 

semi-
peak 

semi-
peak 

semi-
peak 

semi-
peak peak peak peak peak semi-

peak 
night-
time 

not change their electricity consumption pattern if saving 
is not considerable. The second one is a small business 
customer and its demand is conditioned by a certain 
production facility. In our case, it is a daily load curve of 
a TV Tower (Irkutsk), (Table 1). Let us assume that this 
customer is interested in varying demand response. The 
second customer is larger than the first one. Both 
customers belong to a group with a low voltage load 
below 670 kW. Such customers are legally offered several 
types of rates. The paper considers the main of them. They 
are 1PC (price category) rate (flat rate, i.e., the price for 
any unit of product is the same); 2PC rate (time-of-use 
(TOU) rate  (differentiated by three day periods); and 3PC 
rate  (a two-part rate that includes payment for capacity). 

Load serving entity is interested in load response by 
consumers and, hence, it selects rates motivating the 
electricity consumption curve optimization. In this case, 
they are 2PC and 3PC rates. Some authors [3] consider 
that a two-part rate is most demand-response oriented one 
as prices within  this rate vary from hour to hour, payment 
for power is related to a peak in the power grid, which 
creates an additional incentive to shift maximum 
consumption to other periods of the day. At the same time, 
the TOU rate is more understandable for a common 
customer owing to its simplicity. Therefore, both rates 
shall be well thought over to raise their efficiency and to 
have a stimulating effect at the retail market. 

Further, we will discuss how legally priced rates work 
at the RF electricity market as regards selected 
consumers. For that purpose, we will analyze the ratio of 
electricity payment under all the three rates. It should be 
noted that the daily load curves of selected customers 
correspond to their averaged January load; therefore, all 
the rates we use in the calculation are January 2019 rates. 
Calculated is the aggregate bill for the month.  

All the data on rates were taken from the websites of 
load serving entity in the corresponding RF regions where 
electricity is priced on the competitive base, i.e., for two 
price zones of the wholesale electricity market. As an 
example, Tables 2 and 3 present the data on rates for 1PC 
- 3PC for the following price zones: Siberia (Novosibirsk 
oblast) and European part of Russia (Moscow oblast). 
Rates are given without VAT. 

Table 2. Data on the flat rates  (1PC) and TOU rates s 
(2PC) specified by day periods (nighttime, semi-peak, peak). 

RF region 1PC, 
Rub/MW.h 

2PC, Rub/MW.h 

nighttime semi-
peak peak 

Novosibirsk 
oblast 3,861 2,922 3,977 7,298 

Moscow 
oblast 5,041 3,669 5,227 8,834 

 

Table 3. Data on two-part rate (3PC). 

Capacity rate, Rub/MW per month 
Novosibirsk oblast 656,357.4 

Moscow oblast 735,261.6 
Electricity rates, RUB/MW  

Hours of the day 0:00-
1:00 

1:00 
AM-
2:00 

2:00 
AM-
3:00 

3:00 
AM-
4:00 

4:00 
AM-
5:00 

5:00 
AM-
6:00 

6:00 
AM-
7:00 

7:00 
AM-
8:00 

8:00 
AM-
9:00 

9:00 
AM-
10:00 

10:00 
AM-
11:00 

11:00 
AM-
12:00 

Novosibirsk oblast  2,973 2,952 2,918 2,886 2,871 2,868 2,877 2,889 2,908 2,952 2,992 3,023 
Moscow oblast  3,471 3,385 3,332 3,316 3,339 3,393 3,454 3,604 3,731 3,827 3,884 3,888 

Hours of the day 
12:00 
PM-
13:00 

1:00 
PM-
14:00 

2:00 
PM-
15:00 

3:00 
PM-
16:00 

4:00 
PM-
17:00 

5:00 
PM-
18:00 

6:00 
PM-
19:00 

7:00 
PM-
20:00 

8:00 
PM-
21:00 

9:00 
PM-
22:00 

10:00 
PM-
23:00 

11:00 
PM-
0:00 

Novosibirsk oblast  3,036 3,053 3,055 3,027 3,028 3,039 3,060 3,060 3,049 3,033 3,029 3,007 
Moscow oblast   3,877 3,881 3,881 3,868 3,885 3,947 3,947 3,934 3,896 3,844 3,679 3,524 
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Fig. 1. Monthly electricity payments of TV tower under different rates. 

 

 
Fig. 2. Monthly electricity payment under different rates for a Campus. 

For calculating the payment for electricity in January 
2019, we used data on rates for Russian regions located in 
the price zones of the wholesale market. Figs. 1 and 2 
show how changes the payment for the same type of 
customers in different regions of RF (Campus and TV 
Tower, respectively). The Figures reflect payment as per 
the flat rate (1PC) sorted in ascending order. 

Figs. 1 and 2 demonstrate that the ratio between 
payments based on the rates in different RF regions may 
differ considerably. There are some important 
peculiarities: 

1. We assume that 2PC and 3PC rates stimulate load 
reduction by a consumer in the peak hours. Therefore, that 
would be proper for those rates to be lower than rates 
without incentives (1PC) or to coincide with bills as per 
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1PC. In the latter case, any measures taken to reduce the 
peak load would reduce payments based on demand-
response rates and a customer would prefer those rates as 
they would be more profitable for him. But, unfortunately, 
the described logical ratio of rates does not work for the 
selected customers.  

2. TOU (2PC) rate, in our opinion, works poorly in the 
regions. Payments based on this rate for the selected types 
of consumers are almost everywhere higher than those 
based on the flat rate, and the extra charge makes from 
13% to 150%. To get benefits from the demand-response 
rate, the TV tower load shall be about 83% of the total 
daily load. Such changes in the load do not look realistic 
and, hence, neither potential consumer of this type would 
select this ‘stimulating’ rate. The conclusion on the 
Campus as a consumer is similar.  

Table 4 gives data on excess payment under the 
demand-response rate versus flat rate  for a TV Tower 
consumer in some regions. It also gives estimates of a 
possible reduction in the peak load against the existing 
one such that selection of the demand-response rate was 
attractive. It is obvious that the proposed option does not 
look realistic. 

Table 4. Excess in payment under the demand-response rate 
(2PC) over the flat one (1PC). 

RF region 

Daily payment under the 
rates : Excess, 

% 1PC, 
Rub/MW.h 

2PC, 
Rub/MW.h 

Irkutsk 12,800 17,627 27 
Krasnoyarsk 25,828 31,485 18 
Moscow 20,215 23,505 14 
Lipetsk 26,841 30,989 13 
Sverdlovsk 22,007 24,650 11 
Chelyabinsk 21,167 23,904 11.5 
Astrakhan 22,390 28490 21 
Volgograd 30,267 35,604 15 

We assessed the scale of possible peak load shift by 
customers when selecting the demand-response rate 
(2PC) in order that it became profitable. Daily payment 
under the demand-response rate (2PC) in this case shall 
be less than daily payment under the flat rate  (1PC). It 
turned out that the peak load for the TV Tower  shall be 
changed by 83% and by 76% for the Campus  
(calculations were rate for Irkutsk and Moscow oblasts at 
load shift from the peak zone to the daytime zone). Those 
changes are not realistic. Hence, customers would never 
choose 2PC rate.  

3. The ratios between two-part rate (3PC) and flat 
(1PC) rates for different regions of Russia are not similar. 
For example, in Irkutsk, Rostov, Novgorod, and Perm 
oblasts the payment under the flat rate turns out to be more 
preferable. In this case it makes no sense to select the 
stimulating two-part rate  and undertake additional 
measures to respond.  There are regions where 3PC rate is 
beneficial for customers. They are RF regions where 
payments under both rates coincide or are close, which 
stimulates  energy saving measures for the peak load 
reduction.  

4. Stimulating the 3PC rate is more attractive for TV 
Tower  than for Campus In 11 regions payment at  the 
two-part rate for  Tower is lower than at the flat rate .  

5. We can conclude that rates in the Russian regions do 
not always stimulate peak load reduction (it is especially 
true for TOU (2PC) rate), whereas principles and 
constraints of rate pricing are the same throughout RF. It 
is necessary to adjust the system of rates as a whole, and 
assign rates depending on the rates of other rates. The type 
of customers prevailing in the region shall be taken into 
account as well.  

If we looked at the foreign practice of pricing at the 
retail sales market, we would notice that TOU rates  
prevail [8]. If we carefully investigate their rates, we will 
get a quite logical picture of rates ratio, and, hence, the 
working price-based incentives for load curve 
optimization.  

Results for rates for selected by TV Tower and 
Campus in Ontario (USA) in winter 2019 [9] are given in 
Table 5. We can see that payments at  the flat rate are 
lower than at TOU rate, which stimulates consumers to 
select this rate and to take active measures to reduce peak 
loads. 

Table 5. Daily bills of TV Tower and Campus at  rates valid in 
Ontario (Canada) in November, 2019. 

Time of Use Rate, 
$/kWh 

Daily payment, $ 
Campus TV Tower 

Off peak 0.101 
1.83 5.77 Mid peak 0.144 

On peak 0.202 
Flat rate  0.155 1.95 6.21 

Therefore, the ratio of rates in RF regions requires 
adjustment. In the third part of the article, we offer a 
model for rates assignment based on the specific loads of 
customers and costs of a load serving entity. Rates formed 
shall motivate consumers to reduce their peak load. 

2 A model for assigning the system of 
demand-response rates by the types of 
customers prevailing in the region 

In the previous section, we proved that rates in RF regions 
are priced such that one and the same customer might be 
stimulated to attake  different activities. We also know 
that rates providing for payment for peak capacity or 
peak-demand time of electricity consumption have an 
incentivizing effect. At the Russian electricity market, 
they are 2PC and 3PC rates.  

We considered two types of customers. The campus 
curve corresponds to that of common individuals who are 
difficult to be motivated  to change their behavior. They 
are not completely rational and poorly respond to 
financial stimuli at the expense of convenience. 
Nevertheless, the habits of such customers may be 
changed with time (in the long-run), therefore, the 
availability of incentives in rates assigned to them is 
important. Another group of customers is more rational 
and will respond to financial incentives more willingly. A 
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TV Tower is an example of such a customer: it is a small 
business interested in profit maximization, including 
owing to using energy saving measures.  

Further, we propose a technique aimed at forming the 
rates that would stimulate customers to optimize their load 
curves, i.e., those customers that belong to a more rational 
type would select rates providing for payment for peak 
capacity or peak-demand time of electricity consumption. 
Such customers as individuals (households) do not need 
that, i.e., we assume that they may select a flat rather than 
the demand-response rate (1PC). 

2.1 Mathematical statement of the model 

Let the costs of the load serving entity be described by 
function 𝐶𝐶(𝑃𝑃). They are costs of purchasing electricity at 
the wholesale market and of its transfer to customers. 
They are assumed to have a standard form, i.e. constant 
and variable parts. 

For simplification, let us consider the calculation of 
optimum rates for two different customers that is similar 
to calculations made in the previous section. The daily 
load curve of the first consumer corresponds to a standard 
household with peak loads in the morning and evening. 
This type of customer has a low total load.  Besides, their 
preferences belong to ‘limited rationality’, i.e., their 
behavior is determined more by convenience than by 
financial incentives. The behavior of the second consumer 
is assumed to be similar to that of a mid-scale business. 
The load is higher than in the household, the load curve is 
determined by the production activity of the company, 
and a customer is ready to undertake measures to reduce 
power payments even at the expense of some 
inconvenience.  

A load serving entity is interested in consumption 
optimization by customers, thus reducing the general 
costs of the grid, and it offers rates stimulating that.  
Realizing that large power customers (including 
production facilities) are easier to be motivated to apply 
energy saving measures, the rates shall be such that they 
were those customers who would select demand-response 
rates. In our case, they are TOU rates. Thus, the problem 
to be resolved by load serving entity is the maximization 
of profit provided that TOU rate is selected by a rational 
(larger) consumer. A flat rate, in this case, is formed based 
on the load serving entity costs and the permissible  sale 
extra charge.  

Let the load of the i-th customer be 𝑃𝑃𝑖𝑖𝑡𝑡, 𝑖𝑖 = {1,2}. A 
vector of loads of customers is 𝑃𝑃 = (𝑃𝑃1,𝑃𝑃2), where 𝑃𝑃𝑖𝑖 =
∑ 𝑃𝑃𝑖𝑖𝑡𝑡𝑡𝑡 . Time 𝑡𝑡 changes a load of a consumer from hour to 
hour, but in the model, it is taken account of by time-of-
use periods 𝑡𝑡 ∈ {𝑁𝑁,𝐻𝐻,𝑀𝑀}: N – nighttime period, H – 
semi-peak period, and M – peak period.  𝑝𝑝𝐿𝐿  – rate of a flat 
rate or 1PC rate.  𝑝𝑝𝑑𝑑𝑡𝑡  – rate of TOU rate 2PC depending on 
the time period t. The main objective of the load serving 
entity is profit maximization: 

        𝜋𝜋(𝑝𝑝𝐿𝐿 , 𝑝𝑝𝑑𝑑𝑡𝑡 ,𝑃𝑃) ≡ 𝑝𝑝𝐿𝐿 ⋅ ∑ 𝑃𝑃1𝑡𝑡𝑡𝑡 + ∑ 𝑝𝑝𝑑𝑑𝑡𝑡𝑃𝑃2𝑡𝑡𝑡𝑡 − ∑ 𝐶𝐶𝑡𝑡𝑡𝑡 (𝑃𝑃1𝑡𝑡 +
                          +𝑃𝑃2𝑡𝑡) ⟶ max

𝑃𝑃1
𝑡𝑡,𝑃𝑃2

𝑡𝑡,𝑝𝑝𝐿𝐿,𝑝𝑝𝑑𝑑
𝑡𝑡 ,𝑡𝑡∈{𝑁𝑁,𝐻𝐻,𝑀𝑀}

           (1) 

                                 𝑝𝑝𝐿𝐿 ⋅ ∑ 𝑃𝑃2𝑡𝑡𝑡𝑡 ≥ ∑ 𝑝𝑝𝑑𝑑𝑡𝑡 𝑃𝑃2𝑡𝑡𝑡𝑡 ,     (2) 

         𝑃𝑃𝑖𝑖 𝑚𝑚𝑖𝑖𝑚𝑚𝑡𝑡 ≤ 𝑃𝑃𝑖𝑖𝑡𝑡 ≤ 𝑃𝑃𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡 , 𝑡𝑡 ∈ {𝑁𝑁,𝐻𝐻,𝑀𝑀}, 𝑖𝑖 = {1,2}.  (3) 

A customer in his turn maximizes his practicality. This 
problem is not discussed here in the explicit form and it is 
assumed that a customer is interested in cost 
minimization. So that the load serving entity could not 
raise prices without control, the level of earnings is 
controlled by sales extra charge 𝑆𝑆𝑡𝑡 in each price period of 
the day 𝑡𝑡 ∈ {𝑁𝑁,𝐻𝐻,𝑀𝑀}. 

       𝑝𝑝𝐿𝐿 ⋅ 𝑃𝑃1𝑡𝑡 + 𝑝𝑝𝑑𝑑𝑡𝑡 𝑃𝑃2𝑡𝑡 ≤ 𝑆𝑆𝑡𝑡 ⋅ (𝑃𝑃1𝑡𝑡 + 𝑃𝑃2𝑡𝑡), 𝑡𝑡 ∈ {𝑁𝑁,𝐻𝐻,𝑀𝑀}. (4) 

Levels of rates for different types of customers will be 
separated by constraint (2). From the problem stated we 
get the following rules for rates assignment with an 
account of constraints on the sale extra charge: 

1. TOU rate (2PC) 

              𝑀𝑀𝐶𝐶𝑡𝑡 ≤ 𝑝𝑝𝑑𝑑𝑡𝑡 ≤ 𝑀𝑀𝐶𝐶𝑡𝑡 ∑ 𝑃𝑃2
𝑡𝑡

𝑡𝑡
∑ 𝑃𝑃1

𝑡𝑡
𝑡𝑡

, 𝑡𝑡 ∈ {𝑁𝑁,𝐻𝐻,𝑀𝑀}, (5) 

where 𝑀𝑀𝐶𝐶𝑡𝑡 are marginal costs in the price period t.  
2. The flat rate is the same for all the time periods 

(1PC).  

                                  ∑ 𝑝𝑝𝑑𝑑
𝑡𝑡𝑃𝑃2

𝑡𝑡
𝑡𝑡
∑ 𝑃𝑃2

𝑡𝑡
𝑡𝑡

≤ 𝑝𝑝𝐿𝐿 ≤ 𝑆𝑆. (6) 

As is seen from (5), prices within the TOU rate can be 
rather close to marginal costs. Moreover, if a customer 
who has chosen that rate lowers the peak hour load, he 
will impact the level of costs and, hence, will reduce his 
payments for electricity. Those are stimulating properties 
of TOU rate  in the long run. It is obvious that small 
customers have no considerable impact on the costs of the 
load serving entity. For using the above tool one can 
introduce structures that would aggregate small 
customers, for them to be able to participate in the demand 
response policy. 

2.2 An illustrative example  

Further, we give calculations made using the model for 
several RF regions. A possible adjustment of TOU rate for 
two consumers described in Section 2 is given as an 
example. Problem (1)-(4) was stated and solved for each 
region separately. It is assumed that only selected 
consumers (Campus and TV Tower) are in operation at 
the Russian electricity retail market. Costs taken into 
account in the model are assumed to be constant.  In this 
particular case, the task is to balance rates such that the 
TOU rate would stimulate the reduction of peak load. And 
a customer, both small- and mid-scale one would have 
incentives to select that rate  and to introduce in the long 
run the energy saving measures to additionally reduce 
payments under that rate.  

Loads of two customers presented in Table 1 were 
used in the model. It should be mentioned that in those 
calculations we did not consider load optimization by 
customers, therefore, variables of consumption volumes 
𝑃𝑃1𝑡𝑡 ,𝑃𝑃2𝑡𝑡 , 𝑡𝑡 ∈ {𝑁𝑁,𝐻𝐻,𝑀𝑀} for the problem (1)-(4) are assumed 
to be constant. Costs of a load serving entity are also 
assumed to be constant. Objective of study has been 
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formulated as follows: how rates for customers shall be 
adjusted (provided the load curves and load serving entity 
costs remain unchanged) so that new rates would 
stimulate peak load optimization and would not reduce the 
company’s profit.  

Company costs were calculated based on the average 
electricity price at the wholesale market for any day 
within the considered period (January 2019) with an 
account of the extra charge for electricity transmission 
services. Several selected regions were analyzed in terms 
of misbalance between payments at the flat (1PC) and 
TOU (2PC) rates. Rates of those rates are variables in 
problem (1)-(4). Constraint (4) was formulated in the 
following form. The profit of the energy company under 
load serving entity at new rates must not exceed that at 
previous  rates.  It should be kept in mind that a customer 
selects the rate  that gives him more benefits.  Under 
starting conditions as per those described in Section 2, 
both customers select the flat rate  (1PC). Further, we will 
simulate circumstances when one customer (TV Tower) 
is interested in the TOU rate  (2PC), whereas Campus may 
adhere to the flat rate (1PC).  

Thus we specify new rates under constant load when 
Campus selects 1PC rate, and TV Tower selects 2PC rate, 
and profit of the load serving entity is controlled such that 
to exceed the profit in the initial conditions when TOU 
rate is specified incorrectly and both customers select the 
flat rate (1PC). Table 6 gives detailed consideration to 
characteristics of the initial (described in Section 2) 

system of rates that is formed after solving the problem 
(1)-(4) for Moscow oblast. Initial rates are: 1PC – 5.04 
Rub/kW; 2PC (nighttime) - 3.67 Rub/kW, semi peak - 
5.19 Rub/kW, peak - 8.83 Rub/kW. After solving the 
problem (1)-(4) the optimum rates  were specified as 
follows: 1PC – 5.17 Rub/kW; 2PC (nighttime) - 3.67 
Rub/kW, semi peak - 4.98 Rub/kW, peak - 6.19 Rub/kW. 
Calculations were made under the assumption that the 
load serving entity (LSE) costs and a load of customers do 
not change.  

Results of calculation of the load serving entity profit 
and payments of customers under different rates are given 
in Table 6. The rate type is given in bold. This was the 
base for calculating the load serving entity profit. 

Table 6. Comparison of payments at the existing rates and 
rates adjusted based on the model for optimization of 

motivating properties of different prices for different types of 
customers (1)-(4). RF region: Moscow oblast. 

Customer 
Rates in force Demand-response 

rates 
1PC 2PC 1PC 2PC 

Campus 6,344 6,168 6,490 6,525 
TV Tower 20,681 24,359 20,681 20,070 
LSE profit 4,049 4,049 

Table 7 presents the results of solving problem (1)-(4) 
for some RF regions. 

Table 7. Payments at selected rates in different regions. 

Region Initial rates Optimum rates LSE Profit Campus TV Tower Campus TV Tower 
Irkutsk oblast 4,017 12,800 4,122 12,800 822 
Krasnoyarsk kray 8,105 25,828 8,209 25,724 2,949 
Moscow oblast 6,344 20,215 6,512 20,055 4,049 
Lipetsk oblast 8,423 26,841 8,634 26,695 2,869 
Volgograd oblast 9,498 30,099 9,666 30,267 4,258 
Astrakhan oblast 7,026 22,390 7,177 22,239 2,626 
Sverdlovsk oblast 6,906 22,007 7,056 21,857 3,019 
Chelyabinsk oblast 6,643 21,167 6,803 21,007 3,208 

In our opinion, the implementation of rate rates like 
this would add 2PC prices stimulating the reduction of 
peak loads to the system of retail electricity prices. The 
table shows total payments at the selected rates for the 
existing system of prices and for the system obtained in 
the course of optimization and strengthening the demand 
response properties. In every case, in the course of 
optimization, the flat rates  were growing, and TOU rates 
decreased. The decrease was mainly observed in the peak 
period prices. For this reason payment by Campus that 
selects flat rate in both cases somewhat grows. Payment 
of TV Tower that initially selects 1PC rate and then 2PC 
rate reduces. Thus, 2PC rate acquires incentivizing 
properties. In these circumstances, TV Tower as a 
customer becomes interested in 2PC rate that would 
reduce their payment subject to any energy saving 
activities within the peak zone. 

Conclusion 

Development of intelligent technologies motivated the 
active introduction of new methods for demand-response 
behavior of consumers, including by controlling retail 
market prices (rates). There are several approaches to that. 
One of them is the on-line demand response which 
implies immediate response of a customer to the changing 
supply. In our opinion, this approach cannot be 
implemented in the conditions of the Russian market. The 
level of smart grid introduction in Russia is rather low, the 
major share of customers has low rationality and they are 
not ready to spend time and forces to respond to 
changeable prices. The proposed model allows demand 
response within a month or a quarter of the year. The time 
interval used in our study was a month. The efficiency of 
the approach is represented by calculations using a model 
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for several RF regions for two consumers of different 
types subject to an unchangeable load curve. 
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Abstract. In this paper, a systematic study of the microstructure damage process of metals and alloys was 
carried out. The main elements of the microstructure surface image, as well as the rules for the formation 
and interaction of rough slip traces and cracks to determine the model of damage accumulation on the image 
of the microstructure surface under cyclic loading are determined. A classifier that allows to determine the 
number of loading cycles before a sample goes out of service is proposed. A modernized structure of the 
convolutional neural network was developed to classify images of the damaged microstructure of the metals 
and alloys surface. The proposed classifier for determining the number of loading cycles made it possible to 
achieve a classification accuracy of 78.43%. 
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1 Introduction 

The complication of technical systems, the transition to 
higher parameters of technological environments in 
order to increase the efficiency of production processes 
leads to an increase in the risk of severe accidents in 
various industries, transport, energy, oil and gas 
production, during transportation and processing of 
energy carriers. The increasingly severe and potentially 
possible environmental and economic consequences of 
such accidents lead to an increase in requirements for 
ensuring high reliability and safety in the operation of 
such systems. The solution to this complex problem 
includes, among other things, determining the resource 
characteristics of the machines and equipment of the 
systems, including the residual resource, assessing the 
operating conditions of production facilities, metal 
structures and equipment, predicting their condition 
during operation. The growing relevance of these tasks is 
evident both in the case of combating aging and 
destruction of structures during their operation, and 
when creating new materials with desired properties. 

One of the perspective areas for solving the problems 
of operational control and diagnostics of the metal 
structures state is to use surface images of the 
microstructures of metals and alloys, the dynamics of 
which during operation allows an assessment of the 
resource characteristics of objects. Conducting research 
in the field of assessing the damage to the 
microstructures of materials exposed to cyclic influences 
during their life cycle is an urgent task to determine the 
resource of safe operation of objects. The problem of 

safe operation of industrial facilities is devoted to a lot of 
work and research. A variety of factors make it 
impossible to solve this problem in a general way. 
However, a number of specific tasks within the 
framework of this problem are completely solved. 

The results of the study of fatigue processes and 
damage accumulation are relevant in solving problems 
of improving the mechanical properties of materials, and 
can also be used in developing programs for the 
inspection of metal structures. 

Visual control of microstructure images, which 
allows predicting the fatigue resistance of metals and 
alloys without damaging effects on the object, is a 
promising area in the development of automated systems 
for ensuring the reliability of metal structures, state 
monitoring and diagnostics in comparison with other 
approaches. 

Accumulation of damage on the surface 
microstructure during operation leads to the formation of 
rough slip traces (RST), the development of which leads 
to the formation of cracks and the destruction of metal 
structures. An important task is not only monitoring the 
accumulation of microdamages, but also developing 
criteria for determining the pre-defective state of the 
material. In theoretical terms, the task is to develop a 
model of the process of fatigue failure, taking into 
account the rotation and deformation of grains, the 
accumulation of microdamage, the formation of 
microdefects, their fusion and the formation of a main 
crack. 
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2 Matherials and methods 

A significant contribution to the study of images of the 
surface microstructure of metals and alloys was made by 
V.S. Ivanova, V.F. Terentyev, J. Carroll, A. Clayton, A. 
Cherrone, A.L. Zhiznyakov. 

Theoretical and experimental studies in the field of 
loading of materials, leading to the appearance of plastic 
deformations, the development of which ends with the 
formation of RST and the subsequent destruction of 
structures, are reflected in the works of A.V.Guryev, 
A.A.Weinstein, Yu.V.Sovetova, V.P.Baranova, 
V.E.Stepanova, D.I.Shetulova, A.V. Gonchar and others. 

Assessing the technical condition and quality of the 
material of structural elements and machine parts in 
order to ensure their safe operation is an urgent task, for 
the solution of which non-destructive testing methods 
are widely used. The stage of accumulation of 
microdamage during power loading, which begins from 
the moment the facility is commissioned, requires 
additional research. Currently, in all industrialized 
countries, methods and techniques of non-destructive 
testing of the actual state of the material are one of the 
most popular developments. At the Institute of Strength 
Physics and Materials Science of Siberian Branch of 
Russian Academy of Sciences it is proposed to diagnose 
the stages of damage accumulation in a material long 
before the appearance of visible cracks on the basis of 
the optical-television and acoustic-emission method [1]. 
The system records strain and acoustic emission signals 
during material deformation. 

At the Baikov Institute of Metallurgy and Materials 
Science, RAS, studies of the processes of localization of 
deformation and fracture by replica methods, acoustic 
emission, magnetic memory of metals, ultrasonic 
attenuation, micro hardness and electrical resistance are 
carried out. In particular, the relationship of the 
estimated physical parameters with the size of the plastic 
zone and the concentration of micro cracks in it was 
considered [2]. The mechanical properties of structural 
steels are studied by acoustic and magnetic methods in 
the process of stretching flat specimens with a 
concentrator and the physical parameters characterizing 
the achievement of the ultimate state corresponding to 
the yield strength and strength of structural materials are 
determined [3].  

Part of the research devoted to the problem of 
assessing the actual state of the material relates to the 
problem of predicting and detecting the moment of crack 
initiation on the surface of the material using information 
about the state of the microstructure of the material. As a 
rule, studies use X-ray diffraction analysis and scanning 
electron microscopy, which do not allow such "thin" 
studies at industrial facilities. 

In [4], localization of crystallographic slip in slices 
was studied under uniaxial compression of a single 
crystal of copper using long-range high-energy 
diffraction microscopy. During the study, a unique 
mobile detector step was used, which provided access to 
many diffraction peaks with high angular resolution. The 
authors obtained pole figures of different orientations of 
the single crystal, which made it possible to track the 

evolution of the distribution of the lattice orientation, 
which develops as the slip localizes. 

In the works of D.I.Shetulov [5, 6] on the basis of 
images, the complex adverse character of geyser 
instability, causing heat removal disturbances and 
additional adverse effects on the structural material of 
pipelines and the main technological equipment of 
nuclear power plants, in the form of difficultly predicted 
cyclic loads, was considered. 

3 Estimation of material durability 
based on microstructure analysis 

Obviously, the material used in the structures is 
subjected to periodic load of the body and gradually 
destroyed. 

It should be noted that the result of fatigue tests also 
depends on a set of factors - the conditions under which 
studies were conducted, among which structural, 
technological, metallurgical, and operational factors are 
shared (fig. 1). 

There are works [7-10], in which a relationship was 
revealed between the damage to the surface of the 
microstructure F (between the concentration of rough 
slip traces) and the number of loading cycles before the 
appearance of a macrocrack, i.e. the current state of 
structural elements. 

To perform a quantitative assessment, damage F 
must be represented as a function of many factors, such 
as n31 - the number of grains on the microstructure, n32 
- the number of damaged grains, n33 - the difference in 
the number of intact and damaged grains over their 
entire area, n34 - the number of grains damaged by wide 
slip bands , np1 is the total number of strips in the 
damaged grains, np2 is the number of wide, tortuous and 
intermittent slip bands, Fm is the actual area of the 
microstructure, Fobr is the area of the working surface of 
the sample: 

F = f(nз1,  nз2,  nз3,  nз4,  np1,  np2,  Fm,  Fobr) 
Theoretical and experimental studies of the 

relationship between the parameters of a damaged 
microstructure and the number of loading cycles have 
been carried out by many researchers. 

For example, in [7] it was established that the 
damage to the surface of microstructures is directly 
proportional to the following relative values: n32⁄n31, 
n34⁄n33, np2⁄np1, Fm⁄Fobr, and the revealed dependence 
has the form: 

F =  
nз2
nз1

nз4
nз3

nп2
nп1

Fm
Fobr

 

It is obvious that with an increase in the number of 
cycles N, the values n31, Fm and Fobr do not change. 

If n32, n33, n34, np1, np2 are absent, then F = 0, 
which corresponds to the original intact structure.  

Thus, using the data obtained by images processing 
of the microstructure of the surface of metals and alloys, 
it is possible to determine the number of loading cycles 
based on experimentally obtained quantitative 
information. 
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Fig. 1. Fatigue test model 
 
Obviously, the type of dependence of the degree of 

damage to the surface microstructure on the number of 
loading cycles is determined by a specific set of acting 
factors during the operation of metal structures or during 
their production. 

The form of this dependence can be extremely 
complicated, and its experimental preparation is a long 
and expensive process. 

In this regard, at present, the degree of damage to 
surface microstructures is assessed by operators based on 
visual analysis of the microstructure of the surface of the 
sample. 

 Obviously, due to the presence of the human factor, 
such estimates are specific: 

• a high degree of subjectivity of the results; 
• low accuracy of the results; 
• significant time costs for performing image analysis 

operations on the surface microstructure of metals 
and alloys. 
Due to the need to improve the accuracy of such 

estimates, it becomes urgent to solve the problems of 
automating the process of analyzing the image of the 
surface microstructure and developing a procedure for 
determining the number of loading cycles based on 
surface damage. 

Experimentally obtained images of microstructures, 
data on the number of loading cycles and descriptions of 
the conditions under which cyclic loading was 
performed, allow us to associate surface damage with a 
specific number of loading cycles in a certain n-
dimensional space of conditions for fatigue tests. 

Comparing the degree of damage with the number of 
loading cycles in a particular test, one can see the 
relationship connecting F and N for specific 
combinations of acting factors (fig. 2). 

Obviously, knowing the type of such a dependence, 
we can predict both the state of the structural material 
under cyclic loading (assess the degree of damage to the 
microstructure of its surface) and predict the durability 

characteristics, for example, evaluate the residual life of 
a part or structure. 

Thus, the urgent task of determining the analytical 
form of this dependence.  

Damage to the surface can be considered as the 
difference between the reference image (the image of the 
initial surface microstructure) and the image of the 
surface microstructure after cyclic loading. 

The training and test samples for the current task 
consisted of images that were obtained during fatigue 
tests described in [13]. An example of such images 
before and after 2,2·105 cyclic loading is shown in the 
fig. 3. 

 

 
Fig. 2. Dependences F(N) for specific combinations of acting 
factors 

 

 
Fig. 3. Example of metal surface images before and after cyclic 
loading 

4 Model 

Formally the problem of assessing the degree of damage 
to the surface microstructure depending on the number 
of loading cycles can be represented as follows. 

A reference image of the surface microstructure si ϵ S 
is presented, representing its initial state before the test, 
and for it there is a set of image samples Pi =
{pi1, pi2, … , pin}. Each element in the sample set is 
supplied with a numerical value corresponding to the 
number of loading cycles N. The set also contains 
images before and after the formation of a crack. 

The task is to build an algorithm that, for each 
reference image si and an image from the set Pi, would 
determine the number of loading cycles N that led to this 
result.  

N = f(si, pi). 
If we consider images after each loading cycle in the 

form of elements of one class, then the problem to be 
solved can be attributed to the image classification 
problem, where the number of loading cycles 
characterizes the class number. 
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In other words, it is necessary to formulate a 
classifier that allows us to determine whether the image 
of the damaged surface microstructure belongs to a class 
that characterizes the number of loading cycles. 

Neural networks are used to classify images [11, 12]. 
In this case, the main task that has to be solved when 
using artificial neural networks is the process of 
selecting network characteristics, such as the number of 
layers, the number of neurons in each layer, as well as 
the formation of training and test samples for each 
specific case. 

There are deep learning neural networks, which 
include convolutional neural networks. Work on 
convolutional neural networks showed quite good results 
in image processing tasks. 

The use of classical neural networks for image 
processing problems is usually difficult with a large 
array of input values, since in order to reduce the 
likelihood of errors of the second type, it is advisable to 
choose a large number of inputs of the neural network. 

The increase in the number of neurons and the 
connections between them entails a significant increase 
in the complexity of the learning process, and also 
requires significant costs for the computational processes 
used in training the network. 

For example, an experimentally obtained image of a 
metal microstructure has a size of 325 by 255 pixels, that 
is, an array of values of 82875 in the input layer. Let's 
say our neural network contains two hidden layers. The 
number of neurons in the first hidden layer is 4 times the 
number of input values of the neural network. 

Thus, the first hidden layer contains 4 * 82875 = 
331500 neurons and accordingly has 82875*331500 
connections to the input layer, and the second 165750 
neurons and 165750*331500 connections to the first 
hidden layer. 

Since the study uses three groups of images, in the 
output layer we have 3 neurons and 497,250 connections 
with the previous layer. 

Obviously, in this setting, the task of computing and 
training the network for classifying images is resource-
intensive. 

Convolutional neural networks can solve this 
problem. In addition, they showed quite good results in 
image processing tasks, since they allow you to take into 
account information about the relative position of the 
image pixels. 

The main concept in convolutional neural networks is 
convolutional layers consisting of feature maps that are 
formed by applying the same weighting factors to a 
group of neurons. 

Thus, each neuron of the feature map associated with 
a part of the neurons of the previous layer performs a 
convolution operation. 

Also, these types of networks may contain layers of 
subsampling, which make it possible to achieve partial 
scale invariance. Such types of layers reduce the spatial 
dimension of the image, but at the same time retain the 
features highlighted on previous layers. 

In addition to convolutional layers and layers of 
subsampling, these types of networks contain fully 
connected layers. The output layer, as a rule, is always 

fully connected. All three types of layers can alternate, 
which allows you to create hierarchies of feature maps, 
and therefore recognize them. 

The architecture of the proposed convolutional neural 
network for classifying images of the microstructure of 
the surface of metals and alloys to determine the number 
of loading cycles is shown in fig. 4. 

 
Fig. 4. The architecture of the proposed convolutional neural 
network for classifying images of the microstructure of the 
surface of metals and alloys to determine the number of 
loading cycles 

 
The vector obtained at the output of the “image 

transition into the vector of signs” unit is used when 
comparing the reference sample image s and the sample 
image d after loading. According to the vector space 
model [14], the similarity between two vectors can be 
definitely defined as the cosine of the angle between 
them: 

sim(xs, xd) =  cos θ =  xs∗ xd
‖xs‖‖xd‖

  (1) 
Expression (1) can be reduced to the form: 

sim(xs, xd) =  xsMxd, 
where M is the similarity matrix of the reference 

image s and the sample after loading d. The similarity 
matrix is a network parameter and is configured during 
the learning process. The size of the matching layer is 20 
+ 20 + 1 = 41 neurons and 20 * 20 + 20 * 20 = 800 
connections with the previous layer. 

Training the model with 250 epochs resulted in the 
highest test accuracy of more than 86,37%, and the test 
accuracy was 78.43%. 

5 Conclusion 

Using a neural network classifier to determine the 
number of loading cycles, a classification accuracy of 
78.43% was achieved. The results of the neural network 
classifier indicate the possibility of using the developed 
architecture as an element of an expert decision support 
system. In the case of assessing the degree of damage to 
structural elements, increased attention indicates the 
need to use expert opinion to decide on the possibility of 
further operation of the facility. The proposed approach 
will significantly reduce the accident rate at critical 
facilities. 
 
The work was supported by RFBR, Grant № 19-07-00455 
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1 Introduction 

Optimization of technical and economic indicators of 
operation of new NPP units during long-term operation 
can be achieved on the basis of methodological 
approaches to Life Time Management (LTM) [1], 
systematized based on the results of NPP operation 
feedback in the IAEA member countries [2-3]. 

The use of Digital twins – DT   for the NPP LTM 
unit is considered as a development of the approaches 
presented in [4] in relation to long-term operation 
conditions. 

The NPP LTM is inseparably linked to ensuring safe 
and cost-effective long-term operation for a period of 
more than 45-60 years for almost all NPP units of the 
Russian Federation [5]: for new units   in accordance 
with the design documentation, for existing units – in 
accordance with the procedures of service life extension. 

2 LTM and ageing aspects 

Correlation between LTM and ageing management is 
shown schematically on Fig. 1 taking into consideration 
the key role of systems, structures and components 
(SSC) integrity [6]. 

Lifetime management, Fig. 1, means the integration 
of ageing management and economic planning for NPP 
in order: 

- to optimise the operation, the maintenance and the 
lifetime of the plant, 

- maintain an accepted level of safety and 
performance, 

- maximise return on investment over the lifetime of 
the plant. 

 
 

 
Fig.1. The relationship between the processes of the LTM, 
ageing management and proof of integrity for SSC 

 
Ageing means the time-dependent gradual change of 

features and properties related to their function with 
regard to: 

- the conceptual aspects (modification of 
requirements, modification of safety philosophy), 

- the engineering aspects (mechanical SSC, 
buildings, electrical equipment), 

- the systems and control devices relevant to NPP 
operation (including obsolescence of NPP I&C systems 
electronic components), 

- the technical specifications and the documents,  
- requirements and training of NPP personnel. 
This also takes into consideration the development of 

the state-of-the-art of science and technology. It is 
possible that conceptual design and engineering methods 
as well as administration rules may become obsolete 
compared to the state-of-the-art. 

Ageing management, Fig. 1, covers all engineering 
and organisational actions for the utility to guarantee 
safe operation during the lifetime including control of 
possible ageing degradation. 

Recommendations on modern approaches to 
accounting for the effects of aging on SSC damage 
during operation (aging degradation) are contained in the 
IAEA documents [7-9]. 
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The issues of ensuring the structural integrity of 
passive elements – equipment and piping - are 
considered in the report [10]. 

3 Possible DT types 

Depending on the range of tasks to be solved within the 
framework of the NPP LTM, it is possible to create and 
apply DTs at different levels. 

One of the integrated DT options for NPPs is an 
automated enterprise management system of ERP class, 
the implementation of which is a complex one, taking 
into account the involvement of economic issues that are 
extremely sensitive for the NPP and utility management. 
Within the framework of the task [11], the technical 
requirements for the development of an automated 
control system for one of the new NPP unit is presented. 

The implementation of Rosatom state Corporation's 
work on an industry-specific project for managing the 
NPP construction cost   TCM NC (Total Cost 
Management Nuclear Construction)   has prospects of 
creating a DT of the NPP unit as stated in [12]. 

The NPP operation Template has the Central place in 
the General scheme of the DT integration   Figure 2 [12]. 

As can be seen from Fig. 2, the Maintenance 
automated control system (MACS) is a part of the NPP 
operation Template. 

The possibilities of creating an NPP engineering 
radiation model are described in [13] and schematically 
presented in Fig. 3. 

 
Fig.2. The functional composition of “NPP operation 
Template” (two areas highlighted in blue present finished 
product) 

The use of similar technologies (as laser scanning, 
spherical photography, etc.) for forming the "as built" 
NPP model during construction was proposed in 2014 
[14], but had no practical implementation during the 
construction and commissioning of VVER-1200 units of 
Novovoronezh NPP-2 and Leningrad NPP-2. 

4 Areas for current DT application 

Rosatom state Corporation has announced about the start 
of the design work for two sites: Leningrad-2 (units 3 
and 4 with VVER-1200) and Smolensk-2 with VVER-
TOI [15]. So it seems valuable to include in design 
documentation generic DT development for NPP units at 
sites mentioned above.  

Development of engineering model “as built” at 
constructing stage could be based on technologies 
described in [13] with further upgrade to engineering 
radiation model during NPP unit operation. 

The technologies tested for decommissioning of the 
Kozloduy NPP power units [13] are considered relevant 
for use at unit 1 of the Leningrad NPP with the RBMK-
1000 reactor as part of decommissioning operations 
presented in [16]. 

According to the concept of decommissioning of 
units No. 1-4 of the Leningrad NPP [17] optimistic 
forecasts, the work (including site survey and drawing 
up a sanitary passport) can last almost until 2060. 

So DT development for the unit 1 of the Leningrad 
NPP decommissioning is an actual and urgent task for 
effective management of decommissioning process via 
nearest 40 years and recordkeeping. 

Proposed in [4] option for development of a DT for 
NPP unit based on MACS worth to be effective for 
application of DT-technology in parallel in both parties: 
Design company (Party #1) and the Rosenergoatom 
Utility filial   NPP unit (Party #2). Development of 
Digital passport (DP) as one of the DT basic parts could 
be started from early design stage with step-by-step 
adding information gathered via all pre-operation stages 
as shown on Fig. 4. 

 
Fig.3. Assembly diagram of an engineering radiation model 
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Fig.4. Processes of design, construction and operation of NPP unit related DT technology application 

 
Mutual information exchange between Parties 1 and 

2 provides both sides of the interaction with reliable and 
up-to-date information "as built" at all stages of the NPP 
life cycle (Fig. 5). 

General designer of NPP site is responsible for 
development of final safety analysis report for “as-built” 
NPP Unit condition before starting commercial 
operation. So this company worth to be nominated as 
Task Leader from Party #1. 

 
Fig.5. Preliminary scheme of information interaction in parallel 
application of DT technology by two parties (DP - digital 
passport; DS - digital shadow) 

DT Digital Shadow (DS) gains on-line input 
information from NPP unit Technologic Process 
automated control system (ACS-TP) and local 
monitoring/diagnostic systems as shown on Figure 4. 

DS role is to provide actual information for NPP 
operational personnel about deviations in SSC operation 
from design parameters and to supply DT prognostic 
module (implemented into DT shell) by on-line data. 

Finally DT prognostic module can be used for 
different kind of operation trend assessment and NPP 
staff medium-term predictions for example on remaining 
life assessment of critical SSC (Fig. 6). 

DT gives also possibility to predict obligatory 
(minimum required) scope of SSC maintenance during 
upcoming NPP outage within the NPP staff maintenance 
conception (as for example RCM (Reliability Centered 
Maintenance) according to [18-19]) taking into account 
level of specific SSC failure influence on NPP safety 
[20] and availability [21]. Optimization of periodicity of 

safety system testing based on procedure [22] could also 
be a benefit for NPP staff from DT application. 

The proposed approach based on DT application can 
be an effective means of authoring the designer support 
for NPP staff at all stages of the life cycle, for example, 
when developing periodic safety reports prescribed in 
national regulatory documents [23-24]. 

Early application of DT technology helps to collect 
to collect comprehensive data on SSC condition which is 
important for preparation of NPP unit decommissioning 
stage. Such approach helps to optimise time and labor 
costs for implementation of final comprehensive 
engineering and radiation survey (CE&RS) as shown on 
Fig. 4. 

 

 
Fig.6. Scheme of interaction between DS and the predictive 
module in DT-shell for actual SSC remaining life assessment) 

5 Conclusion 

Finally it could be stated that proposed DT technology is 
effective for NPP units at all stages of life cycle. 

Information exchange interfaces between the DT-
prototype (Party #1) and the real DT (Party #2) can 
provide the most adequate forecasts for the 
implementation of optimal maintenance strategies. 

DT is an effective tool for NPP comprehensive data 
collection, management and recordkeeping during long-
term operation. 
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DT application is of high importance at unit 1 of 
Leningrad NPP with RBMK-1000 at early stage of 
preparation to decommissioning in order exclude any 
loss of valuable information due to use of obsolete big 
data handling technology. 

 
The reported study was funded by RFBR according to the 
research project № 19-07-00455. 
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1 Introduction 

One of serious issues during VVER-1000 NPP operation 
is damage of primary circuit header (collector) to steam 
generator (SG) vessel branch welds. The welds under 
consideration are conventionally indicated as SS-111 for 
both “hot” and “cold” SG headers. 

VVER-1000 NPP Units are significant part of the 
existing Russian NPP fleet and are also the basis for 
development of domestic nuclear energy in the future 
and essential component of nuclear technologies export 
abroad. 

Analysis of the operating experience of the VVER-
1000 NPP is important both for long-term operation of 
existing power units and for future effective operation of 
new NPPs with VVER-1200 and VVER-TOI reactor 
facilities with a design life of 60 calendar years. 

The analysis is of rather high importance due to lack 
of clearly established root causes of damages in SS-111 
zones. It can be used for the VVER-1200 NPP units 
under construction and under design to clarify the 
requirements for diagnostics of technical state 
parameters of the SS-111 zones both at the stages of 
commissioning and long-term operation. 

2 Operation experience of VVER-1000 

The operation of the VVER-1000 NPPs was not perfect, 
in particular, because of damages revealed on the 
primary circuit collectors and forced replacement of a 
significant amount of SGs at NPP Units in Russia and 
Ukraine [1]. The next problem area turned out to be the 
SS-111 zone. 

Specific design features of SS-111 zones under 
consideration are shown in Fig.1 [2]. SG branches 
connected to headers are oblique ones having long and 
short forming lines. A typical view of the SS-111 zone 
"pocket" is shown in the right part of Fig.1. 

 

 
Fig.1. Steam generator PGV-1000M [2] 

 
Damage of SS-111 starts on the inner surface from 

the "pockets" under corrosion impact of the secondary 
circuit coolant. Water chemistry parameters inside the 
"pockets" (Fig.1) may differ for the worse with 
accumulation of corrosion products and increased 
content of impurities. 

For the first time, SS-111 damage was detected in 
1998 at unit No. 5 of Novovoronezh NPP due to a leak. 
Subsequently, damages of SS-111 welds of "hot" and 
"cold" SG headers were detected at the Russian NPP 
units (unit No. 5 of Novovoronezh NPP, units No.No.1, 
2 and 4 of the Balakovo NPP), as well as at the 
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Ukrainian NPPs (South Ukrainian NPP and Zaporozhye 
NPP). 

3 In-service damage mechanism 
assessment 

Examinations of metal cut from damaged SS-111 zones 
revealed corrosion-mechanical damage in form of cracks 
initiating from the inner surface of the "pocket" in 
contact with secondary side coolant. 

Damage in the SS-111 zone of cold SG collector of 
Kalinin NPP unit No.1 had specific features as long 
chains of pitting (Fig.2). 

 

 
Fig.2. Pitting areas in the SS-111 zone of cold SG collector of 
Kalinin NPP unit No.1 [3] 

 
Mechanism of crack initiation and growth in the SS-

111 zones was defined as delayed deformation corrosion 
cracking [1,4]. Studies performed in Ukraine have 
confirmed the same nature of damage of defective SS-
111 zones of "hot" and "cold" headers [8]: 
"comprehensive studies and data obtained earlier suggest 
that the nature of destruction of welded joints in the 
steam generators of the South Ukrainian and Zaporozhye 
NPP is the same, despite the fact that the cracks were 
formed on the "hot" header in the first case, and on the 
"cold" – in the second". 

In [2] based on results of computational 
substantiation of strength of the header and its 
connection zone with the SG branch, using refined three-
dimensional finite element models and taking into 
account the significant factors (pressure environments of 
the first and second circuits; temperature field during 
facility operation at nominal parameters, loads from 
piping of the main circulation circuit (MCC)), it was 
noted "powerful" impact of MCC on the area of damage 
in combination with improper work of SG supports PG 
due to their jamming and additional resistance to SG 
movement via supports. 

In the report of JSC OKB “Gidropress” [6] on the 
SS-111 zone, it was stated that "the highest level of 
loading of the zone is realized during hydraulic testing of 
SG secondary circuit (at yield strength level) and when 
cooling via blowdown lines, and high loading is also 
possible during improper operation of the SG supports". 

Characteristically, the position of the primary 
damages in the SS-111 zones of "cold" headers is also 
close to so-called "MCC line" as for “hot” headers 
(Fig.3) both on VVER NPP Units of "small" series, and 
on VVER NPP Units of the project V-320 (according to 
JSC NPO "CNIITMASH" reports [4, 7]). 

 
Fig.3. Zones of primary damages for VVER-1000 of “small” 
series and V-320 series from [8] 

 
The results are consistent with the hypothesis that 

there is a directed mechanical impact of the MCC piping 
on the SS-111 zones, which should be considered as the 
main factor in the formation and growth of primary 
cracks in the direction of the "MCC line" (Fig.4-6). Fig.4 
shows caption comments that are common to Fig.4-6. 

Other factors (technology of rolling heat exchange 
tubes, presence of deposits in the "pockets" of SG, actual 
parameters of the secondary circuit water chemistry, 
etc.) should be considered as concomitant, despite their 
possible influence on crack initiation under delayed 
deformation corrosion cracking mechanism. 

 
Fig.4. Zones of primary and repeated defects in SS-111 of 
VVER NPP Units of the project V-320 ([2]) 

 

213



 

 
Fig.5. Zones of primary and repeated defects in SS-111 of the 
unit No. 5 of Novovoronezh NPP ([2]) 
 

 

 
Fig.6. Zones of primary and repeated defects in SS-111 of the 
unit No. 1 of South Ukrainian NPP ([2]) 

 
Layouts of MCC piping of VVER NPP Units of 

"small" series and VVER NPP Units of the project V-
320 are shown on Fig.7 and 8 from [2]. 

 

 
Fig.7. Layout of MCC piping of VVER NPP Units of "small" 
series (“hot” MCC piping in rose color) 

 
Points A (Fig.7) and B (Fig.8) show maximum 

loaded zones located near short forming line of SG 
branches and “MCC line” (Fig.3). 

Fig.8. Layout of MCC piping of VVER NPP Units of the 
project V-320 series (“hot” MCC piping in rose color) 

 

4 Damage cause analysis 

Additional resistance to SG movement via supports due 
to their jamming generates extra loads for the SS-111 
zones during start-up and shut-down of NPP unit. 

Table 1 provides information on repairs of the SS-
111 zones at all NPP units with VVER-1000 reactor 
facility according to [4, 6, 9]: the intense yellow 
background highlights the primary damage of the SS-
111 zones of the "hot" headers, and the blue background 
highlights the "cold" headers. The "+" symbols indicate 
the number of repeated damages in different years. 
Information on absence of cracking of the SS-111 zones 
at several VVER-1000 NPPs was confirmed in the 
speeches of representatives from Ukraine (Rivne and 
Khmelnitsky NPPs), Bulgaria (Kozloduy NPP) and the 
Czech Republic (Temelin NPP) at the WANO MC 
seminar held in Yerevan (Armenia) in May 2015 [10]. 

Information on repeated damages of the SS-111 
zones are shown in Table 2: the intense yellow 
background highlights the primary damage of the SS-
111 zones of the "hot" headers, (the cases of repeated 
damages are highlighted in light yellow background), 
and the blue background highlights the "cold" headers. 
Through-wall damages are marked by "▲" symbols. 
Negative assessment of the dynamics of damage in 
2010-2014 is too pessimistic, since many of these 
damages are repeated, that is, after the use of repair 
technology with through-thickness metal removal and 
subsequent volume filling by welding. However, the 
repeat leakages in almost the same place (Fig.4) of the 
5SG-1 hot collector at unit No. 5 of Novovoronezh NPP, 
first ~9 years after the replacement of the SG, and then 
~15 years after the repair of this defective zone by 
welding, show that the main factors that led to through-
wall damage were not identified and eliminated during 
the period from 1998 to 2013. 

In [11], it is erroneously stated that the time before 
appearance of through-thickness defect in the metal of 
the 5SG-1 hot collector at unit No. 5 of Novovoronezh 
NPP was 24 years. 
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Table 1. Information on repairs of the SS-111 zones at all NPP units with VVER-1000  

 
Note: at Unit No.3 of South Ukrainian NPP sub-surface flaws were revealed by In-service Inspection [13] and repaired in 2012 (*) and 2014 (**) 

 
Table 2. Information on repeated damages of the SS-111 zones 

 
Note:   - damage revealed by leak. 

 
As can be seen from table 1, the damage of the SS-

111 zones affects mainly the group of SGs replaced at 
NPP units due to damage of the headers and/or due to 
plugging of the heat exchange tubes over the limit. Of 
the 15 damaged units, only 3 were damaged on SGs 
operating on the units since installation. Information on 
SG replacements is provided in the report [12] based on 
several sources [1, 13-14]. 

When replacing the SGs on an NPP unit in operation, 
one of the welded joints SS-111 of “hot” or “cold” 
header becomes the closing one, whereas when installing 
SG to MCC at construction stage both welded joints SS-
111 of the "hot" and "cold" headers to Dn850 pipelines 
are never the closing ones. 

Thus, it seems acceptable to assume that part of the 
SGs was installed with the presence of implicit mounting 
preload during replacement (tables 1 and 2), which was 
not detected after repair and was not recorded in the 
reporting documentation. A similar hypothesis assumed 
presence of implicit mounting preload during the 
installation of part of the SGs in the MCC on newer 
blocks also seems realistic, since table 1 shows that the 
percentage of damaged SGs (from the number of not 

replaced) is significantly lower than among the sample 
of replaced SGs. 

In the future, implicit mounting preload during the 
installation/repair could lead to restrictions (jamming) 
when SG moving via supports, taking into account the 
specifics of design solutions for MCC of VVER NPP 
Units of "small" series, and VVER NPP Units of the 
project V-320. 

Therefore, the main cause of primary cracks in the 
SS-111 zones is the interaction of several factors that 
were excluded earlier from the analysis of the causes of 
damage in [15], namely: «4.1 Preload of the Du850 
MCC piping during the replacement of the SGs», «4.3. 
Jammed roller and/or ball bearing supports of SG and/or 
MCC», «4.4 SG jammed for other reasons», which can 
be combined into a common cause: "shortness 
(jamming) of SG displacement on the supports". The 
crack growth rates depend to a significant extent on 
water chemistry inside the SG "pockets". 

5 Conclusion 

So primary damages in the SS-111 zones did not lead to 
extensive propagation along the circumferential weld 
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perimeter, and the correlation of their location with the 
“MCC line” indicates the role of mechanical loads in the 
process of damage that does not pose a threat of 
complete break. However, for long-term cost-effective 
operation of the SG, it is necessary to improve load 
monitoring system for the SS-111 zone (for early 
detection of prerequisites for cracking initiation) and SG 
maintenance and repair/replacement technology. 

Measures to monitor the thermomechanical loading 
of the SS-111 zone (especially after weld repair or/ and 
SG replacement) will allow to get an early warning for 
NPP personnel about non-project loading and the need 
for compensative actions in the form of an extraordinary 
preventive maintenance of SG supports and more 
frequent ISI of the SS-111 zone. 

It should be noted that in-service damages of the SS-
111 zone lead to decrease of NPP unit availability rather 
than safety. Operation experience should be also taken 
into account for VVER-1200 NPP Unit design to avoid 
in-service damages of the SS-111 zone during long-term 
operation. 

 
The reported study was funded by RFBR according to the 
research project № 19-07-00455. 
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Abstract. The reliability of the human operator is an essential indicator of the safe operation of nuclear 
power plants. Mistakes can be made during performance checks, maintenance, at the stage of accident 
management, etc. A number of different factors affect the stability of a nuclear power plant: level of 
organization of the project, quality of equipment in operation, selection and training of competent 
personnel, maintaining the qualifications of NPP workers, and etc. In the "man-machine" system, the 
reliability of the technical component is calculated by known methods and in accordance with established 
reliability standards. However, the “human” component cannot be technically and accurately determined, 
therefore, it is necessary to undertake systematic efforts to increase and subsequently maintain the achieved 
level of reliability of this component. The contribution of the human factor to emergencies at technosphere 
facilities is significant: 70% of air crashes, 50% of disasters in the fleet occur precisely due to incorrect 
actions (low reliability) of personnel. According to statistics, the main causes of accidents are improper 
actions (low reliability) of personnel (60-70%), technical reasons (20-30%), adverse effects of external 
factors, etc. 

Keywords. personnel, the most dangerous (beyond design basis) accidents, personnel reliability, stress, 
normal operation, emergency. 

 

1 Introduction 

Since 1997 (since the approval of OPB88 / 97 (replaced 
by the Federal Norms and Rules in the Field of Atomic 
Energy Use “General Provisions for Ensuring the Safety 
of Nuclear Power Plants” (NP-001-15) [1])), at all 
Russian NPPs Probabilistic Safety Analysis (PSA) has 
become mandatory. In November 2004, Order No. 506 
[2] was signed at the Russian Emergencies Ministry, 
according to which a standard safety data sheet for a 
hazardous facility was further developed. To fill out 
section II of the safety data sheet [3], it is necessary to 
carry out a risk assessment of the objects in question. 
The problem of evaluating the risk indicators of 
especially dangerous objects (in particular, nuclear 
power plants) is devoted to the works of both domestic 
([4-8 and others]) and foreign scientists ([9-13 and 
others]). However, the vast majority of studies in this 
area are devoted to such problems as: physics and 
kinetics of nuclear reactors; reliability theory; safety 
analysis; risk assessment. Tasks like assessment of the 
reliability of personnel under psychological stress in the 
writings of these authors have not been investigated.. 

In 2015, the work “Assessment of risk indicators for 
the second phases of Smolensk and Kursk NPPs” [14] 
was published. In [14] such methodological approaches 
like a methodological approach for calculating the doses 

of external and internal irradiation of the population in 
the ring segment of the rumba and a methodical 
approach for assessing damage to the population in the 
ring segment of the rumba due to exposure to radioactive 
substances. However, the tasks of estimating the doses of 
external and internal radiation and the damage to the 
population (taking into account the age composition of 
the population) living around nuclear power plants 
during the most dangerous (beyond design) accidents 
involving the emission of thermal neutron sources with a 
low flux density were not studied in this work either. 

In mid-2017, work began on the study of the 
dependence of the results of assessments of the radiation 
risk of nuclear power plants on the composition of the 
population living around nuclear power plants [15, 16]. 
But even these works do not address the issues of 
personnel reliability under psychological stress. 

2 Personnel reliability analysis under 
psychological stress 

According to [17], psychological stress is a reaction to 
the characteristics of the interaction between a person 
and the surrounding world. The state of stress is mainly a 
consequence of personal cognitive processes, a way of 
thinking and assessing a situation, knowing one's own 
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abilities (resources), the degree of training in 
management methods and behavioral strategies in 
extreme conditions, and their adequate choice. 
Factors that determine the stressfulness of an event: 

• emotions that are associated with this event; 
• the uncertainty of the situation associated with the 

lack of information for its assessment; 
• the significance of the event, reflecting the degree 

of its danger to a person or others; 
• importance to achieve the end result. 

Phases of the physiological adaptation process under 
stress [18]: 

1) Initial adaptation. This phase develops at the very 
beginning of the action (physiological or 
pathogenic factors); consists of two 
multidirectional complexes of reactions: 
• An indicative reflex (accompanied by inhibition 

of many types of activities carried out up to this 
time). 

• Activation of neuro-trophic influence (stores 
and provides the body with the necessary 
energy). 

The initial phase of adaptation can be expressed in 
different ways, depending on the strength of the 
annoying factors (the stronger they are, the more 
pronounced this phase). Accordingly, it can be 
accompanied by a strongly or weakly expressed 
emotional component. 

2) Transition phase. During this phase, the adaptive 
mechanisms of the body gradually switch to a 
deeper cell level. These shifts provide a new level 
of homeostasis. The nonspecific resistance of the 
organism increases, and at the same time, various 
mechanisms of specific adaptation develop. 

3) Sustainable adaptation. It is of a long-term nature, 
the basis of the prerequisites for the development of 
this phase are memory mechanisms in the central 
nervous system. Control mechanisms are 
coordinated. A characteristic feature of life in the 
phase of sustainable adaptation is the relative 
profitability (“turning off unnecessary reactions”) 
of energy costs to maintain it. Switching the body's 
reactivity to a new level is accompanied by both the 
mobilization of a number of reactions and the 
return of the activity of auxiliary systems to the 
initial indicators. 

4) The phase of disadaptation. This condition can 
occur as a result of depletion of physiological 
reserves and a violation of the interaction of 
regulatory and metabolic adaptation mechanisms. 
As a result, the body disrupts the balance of 
consumption and recovery in organs and tissues, as 
well as the relationship in the work of physiological 
systems. Once again, auxiliary systems come to a 
state of increased activity - respiration and blood 
circulation; energy in the body is not spent 
economically. Disadaptation occurs most often in 
cases where the functional activity in the new 
conditions is excessive or the action of factors that 
were the main stimulants of adaptive changes in the 
body increases, and they approach extreme 
strengths. 

3 Comparison and analysis of data 
obtained under normal use and in an 
emergency 

The study was conducted on the basis of data obtained 
from the simulator of the Novovoronezh NPP based on a 
survey of 30 operators [19]. The survey of operators was 
depersonalized. The tests were carried out in the 
afternoon and evening shifts. At this time, as a rule, 
work is carried out on equipment, bypasses of the 
management personnel, therefore this period can be 
considered normal loaded.  

Operational personnel account for 55% of violations 
of normal operation. 

In case of emergency situations, as a rule, a group 
reorganization of the control room switchboard occurs. 
There are the following types of group behavior of 
operators in case of accidents: 

– the main operator (supervisor) takes on a leading 
role, monitors the situation and makes decisions, 
and the remaining members of the watch carry out 
his decision; 

– the supervisor and other members of the watch 
work on an equal footing, so it is difficult to 
identify the decision maker. 

The table 1 shows data on the reliability of tasks by 
operational personnel on the simulator in normal use. 

Table 1. Statistical data and reliability indicators for the 
performance of tasks by operational personnel on the simulator 

VVER-440 Novovoronezh training center. 

№ Task characteristics and reliability 
indicators 

Operator groups 

Interns Experienced 
operators Together 

1 Number of task types presented 70 37 78 

2 The number of completed task 
implementations 299 85 489 

3 

Of the total number of tasks: 
performed unmistakably 217 49 356 

executed with minor errors 43 25 75 
failed (failure to execute) 39 11 58 

According to the main indicators presented in table 1, 
we construct the graph shown in Fig. 1. The graph 
clearly shows that in normal use, the percentage of error-
free operations is high (72.6% error-free operations for 
trainees, 57.6% - for experienced operators, 72.8% - for 
joint tasks) 

 
Fig. 1. Schedule of reliability of tasks by operational staff in 
normal use 
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When decisive action is required to solve a non-
standard task with a shortage of time, the situation 
becomes stressful. The more controversial the situational 
and target settings, the higher the level of stress 
experienced. 

For example, there is the desire to remove the 
controlled unit from a dangerous state and the realization 
that it is impossible to do this for objective, situational 
reasons or when the employee does not know how to do 
this in this situation. This is a typical situation preceding 
a forced shutdown of a reactor when there is not enough 
time or information to understand what needs to be done 
to prevent shutdown.  

The opposite picture may also occur - the operator 
knows what is being done in the specific threat of block 
exit from the given mode, but in the presence of even the 
smallest risk, he prefers to provide work to an automatic 
protection system that will stop the block.  

The dependence of the effects of stress on the 
emotional reaction of a person to a stressor indicates the 
participation of limbic structures in the higher control of 
the stress response. The decision is made with the 
participation of the frontal lobes of the brain, which 
together with the hippocampus provide a person's 
response to unlikely events.  

It is known that in the early stages of adaptation after 
exposure to stress (up to 4 days) there is an improvement 
in memorization of emotional stimuli (by 40-50%) and 
memory impairment for neutral stimuli.  

On the 11-21 day the state of the body returns to 
normal. Recollection of neutral information rises. At the 
same time, the accuracy of playback increases 
significantly (4-5 times). 

Adaptive rearrangements affect the most common 
mechanisms of the central nervous system, controlling 
the perception and memorization of any emotional 
stimuli.  

During an emergency, memory impairment due to 
neutral stimuli is expected. The effects of this reaction 
are more affected by experienced operators. Their 
emotional response is lower than that of trainees (since 
they have been repeatedly affected by severe stress, their 
body has adapted). They are more likely to trust their 
experience, but the accuracy of reproducing the 
information they know is lower. This means that the 
probability of making minor mistakes increases.  

The interns will try to remember an instruction, and 
complete the task in accordance with it. 

Table 2. Statistical data and reliability indicators for 
performing tasks by operational personnel on the vver-440 

simulator of the novovoronezh training center in an emergency 

№ Task characteristics and 
reliability indicators 

Operator groups 

Interns Experienced 
operators Together 

1 Number of task types presented 28 25 28 

2 The number of completed task 
implementations 271 286 697 

3 

Of the total number of tasks:    performed unmistakably 158 87 336 
executed with minor errors 51 153 242 
failed (failure to execute) 62 46 119 

 

The table 2 shows data on the reliability of tasks by 
operational personnel on the simulator in an emergency. 

According to the main indicators presented in Table 
2, we construct the graph shown in Fig. 2. The graph 
clearly shows that in normal use, the percentage of error-
free operations is high (58.3% error-free operations for 
trainees, 18.8% - for experienced operators, 22.9% - for 
joint tasks). 

 

 
Fig. 2. Schedule of reliability of task performance by 
operational personnel in an emergency 

4 Results 

The results of this analysis confirm a significant 
difference in the mistakes made under normal use and 
under stressful conditions. 

Thus, we see that the stress adaptation system can 
significantly reduce the emotional response of staff. It is 
this system that is responsible for the development of 
experience, which helps to increase the efficiency and 
correctness of decisions made. At the same time, in an 
emergency situation, the performance of experienced 
personnel is deteriorating. This is explained precisely by 
the system of adaptation of the body to stress, since a 
reduced emotional reaction reduces attentiveness, which 
leads to the commission of gross errors by the operator. 

5 Conclusion 

In the future it is planned: 
1) To continue work on the assessment of personnel 

actions in the most dangerous (beyond design 
basis) accidents with the emission of thermal 
neutron sources with a low flux density. 

2) To develop a methodological approach to solving 
the problems of assessing doses of external and 
internal irradiation and assessing damage to the 
population (taking into account the age 
composition of the population) living around 
nuclear power plants during the most dangerous 
(beyond design basis) accidents involving the 
emission of thermal neutron sources with a low 
flux density. 

To develop an atlas of risk indicator estimates; to 
develop a program for monitoring (control) the safety of 
nuclear power plants. 
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Abstract. Nowadays, thermodynamic cycles are actively studied, in which pure oxygen and 
fuel are fed into a combustion chamber, and a temperature of a working fluid is regulated by the 
supply of carbon dioxide and/or water vapor. These cycles are called “oxygen-fuel”. They allow 
easy to separate CO2, resulting from a fuel combustion, from the working fluid and remove it 
from the cycle in its pure form. In addition, it has already been shown that an efficiency of 
electric power generation of such cycles is approaching the best known technologies. However, 
the efficiency of cogeneration of electricity and heat is more important for many energy 
systems, especially for Russian, in comparison with the efficiency of electricity generation. The 
main goal of the study was to analyze the thermal efficiency for cogeneration of electricity and 
heat of one of the options for the implementation of oxygen-fuel cycles - compressorless 
combined cycle gas turbine (CCGT) units. A mathematical model of the compressorless CCGT 
units was developed, which allows to study the thermal performance in a wide range of 
operating modes. It is conventionally accepted that the system requires a maximum power for 
power supply of 300 MW, and a maximum power for heat supply of 600 MW. It is assumed 
that 300 MW of electricity is constantly supplied to the network. In addition, the heat load is 
provided according to the standard schedule depending on the ambient temperature, and at the 
same time an averaged data on the temperature of atmospheric air for central Russia over a ten-
year period is accepted. The comparison is made with a steam turbine CHP plant and a CCGT-
CHP plant. The results of the comparison showed a significant advantage of the compressorless 
CCGT unit. 

Introduction 

The desire to reduce anthropogenic emissions of 
greenhouse gases, including CO2, initiates the search 
for new technologies of generating electric and thermal 
energy. Recently, thermodynamic cycles, in which 
oxygen is extracted from the air before the combustion 
process, are actively studied [1-4]. Pure oxygen and 
fuel are supplied into the combustion chamber, and the 
temperature of the working fluid is regulated by the 
supply of carbon dioxide and/or water vapor. Thus, the 
spent working fluid consists of a mixture of carbon 
dioxide and water vapor. The phase transition 
temperatures of these components are very different 
that allow easy to separate such a mixture. Such cycles 
are called “oxygen-fuel”. The compressorless CCGT 
units are one of the most promising options for the 
implementation of oxygen-fuel cycles for cogeneration 
of electric and thermal energy [5-7]. 

The main objective of the research was to study the 
parameters of the compressorless CCGT unit at various 
heat loads and to analyze the thermal efficiency of it in 
the district heating systems. 
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Description of a сompressorless 
combined cycle gas turbine unit 
schematic 

A compressorless combined cycle gas turbine unit 
schematic is shown in Fig. 1. The pressure increase of 
the working fluid is carried out by the feed pumps of 
liquefied natural gas (LNG) 1, oxygen 2, carbon 
dioxide 3 and water 4. The LNG pump controls the fuel 
supply. After the feed pump, LNG is sequentially fed 
to a cold utilizer of LNG 5 and a LNG heater 6, and 
then heated fuel enters a primary zone of a combustion 
chamber 7. The oxygen supply is regulated by the 
oxygen pump. After the oxygen pump, oxygen first 
enters an oxygen cold utilizer 8, then into an oxygen 
heater 9. After which, the heated oxygen enters the 
primary zone of the combustion chamber. 

The carbon dioxide pump controls the flow of CO2. 
After the carbon dioxide pump, CO2 first enters a 
heater 10, and then goes to a regenerative heat 
exchanger 11. Heated CO2 is supplied simultaneously 
to primary and secondary zones of the combustion 
chamber so as to ensure an acceptable quality of fuel 
combustion and the required temperature field at the 
combustion chamber outlet. A small fraction of CO2 is 
used to cool hot parts in a flow part of a combined 
cycle gas turbine 12 (not shown). 

The feed water pump 4 supplies water to a 
recuperative heat exchanger 13, and then, like CO2, 

H2O enters the primary and secondary zones. Thus, 
fuel is supplied to the combustion chamber in an 
amount that provides required thermal and electrical 
load. The oxygen supply is regulated so that the 
required combustion efficiency is provided by a 
minimum excess of oxygen. The supply of CO2 
maintains the preset temperature of the working fluid 
in the turbine depending on the regulation law at the 
inlet or outlet. The supply of H2O regulates the ratio of 
generating heat and electric energy. 

The mixture of combustion products and 
recirculating СО2 and Н2О with the prescribed 
temperature, obtained in the combustion chamber, is 
the working fluid at the inlet of the combined cycle gas 
turbine 12. The working fluid expands in the turbine, 
doing work. The work, having performed in the 
combined cycle gas turbine, is converted into 
electricity by a generator 14. The working fluid, spent 
in the turbine, is sent to recuperative heat exchangers 
11 and 13, which heat up the recirculating СО2 and 
Н2О. In recuperative heat exchangers, the working 
fluid is cooled to a temperature as close as possible to 
the dew temperature when the water vapor, included in 
the working fluid, begins to condense. 

After the recuperative heat exchanger 11, the 
working fluid is directed to a low pressure contact 
condenser 15. It has two sections which locates one 
above the other. Water is supplied into a first section 
16 with a temperature slightly higher than the 

Fig. 1. Compressorless combined cycle gas turbine unit schematic. 
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temperature of return network water for cooling the 
working fluid. Cooling water is supplied into a second 
section 17 with a temperature slightly higher than the 
temperature of liquid CO2. At the outlet of the low 
pressure contact condenser, the working fluid is carbon 
dioxide with small impurities, including a small 
amount of H2O. Therefore, in order to avoid freezing, 
the pressure of the working fluid is increased by a 
compressor of CO2 18 to 3,5 MPa when the 
condensation temperature of CO2 is higher than the 
freezing temperature of H2O. 

After that, the residual of Н2О is condensed in a 
high pressure contact condenser 19. The working fluid, 
having cooled in the contact condenser 19, is sent to a 
liquefier of CO2 20. Cold of oxygen from an air 
separation unit (ASU) 21 and LNG cold are used for 
the liquefaction of CO2. For this purpose, the liquefier 
of CO2 includes the liquid oxygen cold utilizer 8 and 
the LNG cold utilizer 5. 

The entire shortage of cold, which is required to 
liquefy CO2, is compensated a refrigeration unit 22. 
Each contact condenser has its own circulating water 
circuit. The circulation pumps 23 and 24 take in water 
from the contact condenser water tanks. Water is 
divided into several streams in the circulation circuit of 
the low pressure condenser after the circulation pump 
23. Most of the water goes to a network water heater 
25 after which it returns to the first section of the low 
pressure condenser. The remaining water is supplied in 
parallel streams to the fuel heater 6, the oxygen heater 
9 and the CO2 heater 10. 

Having released the heat in the heaters, the cooled 
water returns to the second section of the low pressure 
contact condenser. After the pump 24, the circulation 
water of the high pressure condenser is supplied to the 
CO2 heater 10. It is designed so that two heating fluids 
are used for heating up. After the heater, this water 
returns to the high pressure contact condenser 19. The 
return network water is supplied to the network water 
heater 25. After that, water is heated to the temperature, 
required by the temperature graph, and returned to the 
heat network by a network water pump 26. 

Liquid oxygen is produced in the cryogenic ASU 
21. The liquefier of CO2 20 is equipped with a system 
for removing non-condensable gases and collecting an 
excess of liquid CO2. In addition, the selection of 
excess H2O is provided. 

Description of an adopted model of a 
district heating system 

It is assumed that a heat load is heating and a hot water 
supply. Thermal capacity of 600 MW allows to provide 
heat to a residential area for 100-130 thousand people. 
It is accepted that the hot water supply capacity is 20% 
of the maximum heat output. The schedules of electric 
power requirement, being very diverse, and the issues 
of regulating the electric power of the energy system 
are beyond the scope of this work. Therefore, an option 
has been adopted in which the compressorless CCGT 
unit is not involved in the regulation of electric power. 

Also, it is supposed that a power grid is large enough to 
accept a nominal 300 MW in all possible situations. A 
heat load chart was adopted on the basis of averaging 
data for air temperature of the central part of Russia 
over a ten-year period. This chart is converted into a 
dependence of total power on the duration of the days 
of work (Fig. 2). Total power is related to nominal 
electrical power  

 

Fig. 2. Adopted annual load schedule. 

An area under a line is the energy, generated over 
the corresponding period of time. The yellow color 
indicates the energy, generated in the summer, when 
the heating is not working. During this period of time, 
with the accepted operational model, approximately a 
quarter of all annual energy is produced. The heating 
period can be divided into three equal areas. Such a 
partition will allow to take into account correctly the 
change in thermal efficiency with a change in thermal 
load. 

Accepted efficiency criterion for 
cogeneration of heat and electric 
energy 

The most indicative criterions for the thermal 
efficiency of energy facilities work are the integral fuel 
consumptions during a typical period of time. Heat 
supply systems operate in annual cycles. Therefore, 
one year is chosen as a characteristic period of time. It 
is assumed that there are no other sources of energy 
than fuel. Thus, in the ideal case, the (minimal) annual 
fuel consumption will be equal to the ratio of total 
power (thermal and electric), generated per year, to the 
higher calorific value of fuel. This fuel consumption is 
taken as a reference point, and the value, which 
exceeds it, is taken as a criterion of thermal efficiency. 

Description of a calculation model for 
compressorless CCGT unit 

At this stage of the research, a relatively low level of 
detail for a calculation was selected, but it was quite 
sufficient to solve the tasks. All large parts of the 
installation are considered as “black boxes” the 
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operation of which is described by universal 
characteristics and integral equations. Also, an 
assumption is accepted that the fuel is pure methane 
CH4. To take into account the thermodynamic 
properties of the working fluid, the standard tabular 
values for the properties of pure components (CO2, 
H2O, O2, and CH4) were transferred to spreadsheets 
with an interpolation procedure. Before the combustion 
process, each component of the working fluid is 
considered separately as a pure substance. The working 
fluid is a mixture of gases after the combustion process 
in the combustion chamber. It is supposed that this is a 
mechanical mixture of individual gases which do not 
enter into any chemical reactions between themselves, 
obeying the Dalton law. 

A large group of equipment, being a part of the 
compressorless CCGT unit, affects the operation of the 
installation only by means of resistance to a movement 
of the working fluid. This is taken into account in the 
general model by the total pressure recovery factor. 
This group includes gas ducts, pipelines, fittings, 
nozzles, and etc. In a mathematical model, this 
equipment is taken into account by the total pressure 
recovery factors (a ratio of total pressure at outlet to 
total pressure at inlet of related equipment). As an 
assumption, it is assumed that the recovery factors of 
total pressure remain constant by the operating mode 
changes. Their values for the calculations are given in 
table 1. 

Table 1 

 Value 
Pipelines and fittings for each of the 
original components in the area from 
the feed pump to the combustion 
chamber 

0,95 

Combustion chamber 0,9 
All heaters and utilizers for hot and 
cold heat transfer fluid 

0,95 

Recuperators for cold heat transfer 
fluid 

0,95 

Recuperators for hot heat transfer fluid 0,97 
Contact condensers for cold heat 
transfer fluid 

0,9 

Contact condensers for hot heat 
transfer fluid 

0,97 

The pressure increase is carried out by pumping 
equipment. Theoretically, the required pump power is 
equal to the product of the volumetric flow rate of the 
pumped liquid and the pressure difference between the 
inlet and outlet of the pump. The efficiency of the 
pressure increase is taken into account the efficiency of 
the pump. Typical characteristics of centrifugal pumps 
were used to describe the operation of pumping 
equipment. A view of used characteristics in relative 
parameters is shown in Fig. 3. 

 

Fig. 3. Typical characteristic of feed pump. 

To describe the combined cycle gas turbine, a 
characteristic in dimensionless coordinates was used, 
as shown in Fig. 4. 

 

Fig. 4. Characteristic of the combined cycle gas turbine. 

The efficiency of heat exchange equipment is taken 
into account by three factors: thermal efficiency, total 
pressure recovery factor for a hot heat transfer fluid, 
and total pressure recovery factor for a cold heat 
transfer fluid. As an assumption, it is accepted that 
these coefficients are independent of the installation 
operating mode. Their values for the calculations are 
given in table 2. 

Table 2. Value of thermal efficiency. 

Heat exchanger Value of thermal 
efficiency 

Cold utilizers 0,95 
All heaters 0,9 
Recuperators 0,9 
Contact condensers 0,95 

 
There are two contact condensers in the scheme of the 
compressorless CCGT unit in addition to heat 
exchangers that transfer heat through the wall, 
separating the heat transfer fluids. In these devices, the 
heat transfer fluids are not divided. As a result of this, 
mass transfer processes take place simultaneously with 
the process of heat transfer. Therefore, the systems of 
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equations are supplemented by equations that take into 
account mass transfer for these devices. Moreover, a 
number of assumptions were made, the main of which 
are as follows. 

The device has two heat transfer fluids. The heating 
heat transfer fluid is in the gaseous phase, the cooling 
heat transfer fluid is in the liquid phase. Part of the 
heating heat transfer fluid passes from the gaseous to 
the liquid phase during the cooling process. It is 
assumed that the liquid phase completely separates 
from the heating heat transfer fluid in the contact 
condenser, and it represents dry gas at the outlet. Also, 
the all liquid phase passes into the cooling heat transfer 
fluid. It is neglected (not taken into account in the 
calculation model) that individual components of the 
heating heat transfer fluid dissolve in the cooling heat 
transfer fluid. 

In addition, it is considered that the phase transition 
occurs in equilibrium. At the same time, the partial 
pressure of water vapor fully corresponds to the 
saturation temperature. 

To describe the CO2 compressor at this stage of 
research, a compressor characteristic with a thoroughly 
expanded operating range is conventionally adopted 
(Fig. 5). 

 

Fig. 5. Сompressor сharacteristic with a thoroughly expanded 
operating range. 

Attention should be paid to the following two parts: 
a device for producing liquid oxygen - the air 
separation unit (ASU), and the liquefier for CO2. 
Despite the fact that these are rather complex objects, 
they are considered as “black boxes” in this study. 
Therefore, the purpose of the research was to determine 
the required ranges of operating modes of these 
devices, and not to study the operation of these devices 
at partial loads. 

To obtain liquid oxygen in the quantities, required 
to ensure the operation of a power plant, the most 
appropriate technology is cryogenic rectification. The 
energy, consumed by ASU, is spent mainly on the 
production of cold. The energy consumption for the 
production of cold can be determined by the following 
dependence: 

Qe = Qc×(Тh – Тc)/Тc×(1/η)                 (1) 
where Qe - energy consumption; Qc - required amount 
of cold; Th - temperature of a hot source (in this case, 
the environment); Тc - required temperature of cold; η - 
coefficient taking into account the difference between 

the real process of obtaining cold and the ideal Carnot 
cycle. 

Considering that the required amount of cold is 
proportional to the required amount of liquid oxygen, 
then the power of ASU (NASU) can be determined by 
the following dependence, taking into account (1): 

NASU = GO2×(Тh – Тc)/Тh×(1/EASU)       (2) 
where GO2 - required oxygen consumption; EASU - 
coefficient taking into consideration the production 
efficiency of liquid oxygen. 

The temperature, required for the air separation, is 
the temperature of it liquefaction. The following 
assumptions are accepted: temperature, required for air 
separation - 100 K; coefficient, taking into account the 
production efficiency of liquid oxygen, does not 
depend on the operating mode of the compressorless 
CCGT unit. For the performed calculations, a value of 
the liquid oxygen production efficiency corresponds to 
900 kJ/kg in standard climatic conditions. Such 
efficiency of modern air separation units is accepted 
when installations with oxygen fuel combustion are 
investigated [1]. 

A liquefaction of CO2 is also based on a 
refrigeration cycle. Only in this case, the required 
temperature is the liquefaction temperature of CO2. 
The power NlCO2, spent on liquefying, can be expressed 
by analogy with (2): 

NlCO2 = GCO2×(Тh –Тc)/Тc×(1/ElCO2)    (3) 
where GCO2 – consumption of СО2; ElCO2 - coefficient 
taking into account the efficiency of the refrigeration 
unit. 

The nominal mode is selected as follows: nominal 
external conditions in accordance with ISO standard; 
nominal power for the electric supply to the grid was 
adopted equal to 300 MW; rated capacity for output of 
heat energy was taken to be equal to 120 MW; 
maximum power for heat energy output was accepted 
to be equal to 600 MW; the nominal temperature of the 
working fluid before the turbine was adopted relatively 
moderate (1373 K); the nominal pressure of the 
working fluid before the turbine was taken to be equal 
to 20 MPa; the expansion ratio of the turbine was 
accepted equal to 30 (it is kept constant in all modes). 

The investigated scheme of the power plant has 
many degrees of freedom for independent control of 
parameters. It is necessary to choose the laws of 
regulation so that the problem has a unique solution 
(the number of degrees of freedom and the number of 
regulated parameters coincide). It is possible to 
independently control the speed of all pumps and the 
compressor for CO2. In addition, there is an 
opportunity to partially bypass the recuperator of H2O. 

At this stage of research, it is not the purpose to 
find the optimal laws of regulation, because these laws 
are highly dependent on the engineering solutions, 
adopted at the later stages of the creation of the 
compressorless CCGT unit. One of the possible control 
laws was adopted for the certainty of calculations 
(without any claims for the best variant). It is assumed 
that the regulation of the parameters is as follows:  
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− the network water pump regulates the consumption 
of water proportional to the square root of power, 
output to the heating network; 

− circulation pumps maintain the ratio of water 
equivalents for hot and cold heat transfer fluids as 
close as possible to one; 

− the CO2 compressor keeps constant an expansion 
ratio of the working fluid in the combined cycle gas 
turbine at all investigated operating modes; 

− the fuel pump regulates the fuel supply so that to 
provide a predetermined power supply to the grid; 

− the CO2 feed pump maintains a constant 
temperature of the working fluid at the combined 
cycle gas turbine inlet at all investigated operating 
modes; 

− the oxygen pump regulates the supply of oxygen so 
as to provide the minimum necessary excess of 
oxygen; 

− the H2O feed pump controls the water supply in 
such a way as to provide the set power for heat 
supply to the grid; 

If the СО2/Н2О ratio has reached its minimum value, 
the law of thermal power regulation changes. In this 
case, keeping the minimum value of СО2/Н2О, a part 
of the water is bypassed the H2O recuperator, going 
directly into the combustion chamber. 

Obtained results and their analysis 

In accordance with the adopted laws of regulation, 
calculations were performed that fully cover the power 
range for electric supply from 120 to 360 MW (For gas 
turbine units are required to allow exceeding the 
nominal power by 20% unless the parameters, limiting 
efficiency or resource of an installation, are not 
exceeded.) and heat supply from 120 to 600 MW. The 
dependence of the efficiency of electric supply on the 
operating mode is shown in Fig. 6. The dependence of 
the coefficient of fuel utilization (CFU) on the 
operating mode is presented in Fig. 7. The above 
dependencies take into account the energy 
consumption for own needs. 

 

Fig. 6. Dependence of the electric supply efficiency on the 
operating mode. 

 

Fig. 7. Dependence of CFU on the operating mode. 

It should be noted that the given efficiency and CFU 
are related to the higher calorific value of the fuel. 
Natural gas has the higher calorific value 
approximately 11% more than the lower calorific 
value. Therefore, this must be taken into account in a 
comparative analysis with installations in which these 
indicators are referred to the lower calorific value. 
Consequently, with minimal heat production (Fig. 6), 
the efficiency values, achieved in the compressorless 
CCGT units, for the electric supply at nominal and at 
maximum operating modes are equal to 46.9% and 
48.8%, respectively. These values are very close to the 
level, having achieved by the best combined cycle 
plants. 

Naturally, with an increase in the heat load, the 
electric supply efficiency decreases. In addition, at high 
heat loads, when the heat power is five times higher 
than the electric power, the efficiency can drop to 
almost 15% (Fig. 6). Nevertheless, CFU grows (Fig. 7), 
and it exceeds 95% at high thermal loads. If this value 
is reduced to the lower calorific value of the fuel, it 
will exceed 100%. Such high values of CFU are a 
consequence of the fact that almost all of the water 
vapor, included into the working fluid, condenses at 
pressures, corresponding to higher saturation 
temperatures than the temperature of the return 
network water. 

Therefore, almost all heat of the spent working 
fluid, including the vaporization heat of water vapor, 
resulting from the combustion of fuel, is converted into 
useful heat. In addition, a large amount of heat with the 
low temperature is utilized in the basic cycle (the liquid 
components of the working fluid are heated). As a 
result, only a part of energy, spent for own needs, is 
lost which cannot be converted into useful heat. The 
regulation of thermal power is carried out by changing 
the ratio of consumptions of recirculating CO2 and 
H2O. The effect of such regulation is associated with 
the redistribution of heat, removed from the cycle. To 
illustrate this redistribution, the process of heat 
removal from the thermodynamic cycle in T-S 
coordinates is shown in Fig. 8.  
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Fig. 8. The cooling process of the spent working fluid in T-S 
coordinates: 1 - line for heating the components of the 
working fluid before feeding into the combustion chamber; 2 
– line for cooling of the spent working fluid; 3 - heat for 
warming up fuel and oxygen to the temperature of CO2 
condensation; 4 – heat, removed into the environment; 5 – 
heat, delivered to the heating system. 

Entropies S are given in specific units, but all entropies 
are assigned to one kilogram of fuel for better 
comparison. The reference points for heating and 
heated flows are selected so that the minimum 
temperature head, required to heat transfer, is provided 
everywhere. If at some point the heat is removed from 
the cycle, the reference points are adjusted accordingly. 

Part of the heat of liquefied CO2 is distributed to 
fuel and oxygen heating up to the temperature of CO2 
condensation (area 3). The rest of the CO2 
condensation heat is removed by a refrigeration 
machine to the environment (area 4). This is the only 
irrevocably lost fraction of the energy during cooling 
of the spent working fluid. Part of the heat, removed 
from the cycle, is sent to the heating system (area 5). 
The possibility of heat removal to the heating system is 
connected with the fact that the water equivalent 
sharply increases at the beginning of water vapor 
condensation, and part of the heat can be removed from 
the cycle with a temperature close to the condensation 
onset temperature of H2O without prejudice to heat 
recovery in the cycle. 

The onset temperature of H2O condensation is 
higher than 400 K even with the ratio CO2/H2O=10. 
This heat temperature satisfies the requirements of 
many heating systems even in the coldest time. The 
partial pressure of H2O in the spent working fluid 

increases with a decrease in the CO2/H2O ratio, and, 
accordingly, the onset temperature of H2O 
condensation rises. The amount of CO2 decreases. 
Hence, the amount of heat, removed by the 
refrigeration machine, declines and the heat removal to 
the heating system increases. 

Already at a ratio of CO2/H2O=1, the heat removal 
to the environment approaches zero (Fig. 8b). Thus, 
almost all fuel energy (at the higher calorific value) is 
useful. Only a part of the energy, spent on the station 
own needs, and irretrievable losses during mechanical 
and electrical energy conversions are lost. The amount 
of energy loss can be 5-10% of the electric power of 
the station. At the same time, all theoretically possible 
heat is recovered and the temperature level of the 
network water, which is typical for the coldest days, is 
provided. The structure of energy losses for 
compressorless CCGT unit depending on the heat load 
is shown in Fig. 9. 

 

Fig. 9. The structure of energy losses for compressorless 
CCGT unit. 

Energy losses are attributed to fuel energy, determined 
by the higher calorific value. 

Using the dependence of energy losses on the total 
relative power (the sum of the electric and thermal 
power referred to the nominal electric power) and the 
annual load schedule, it is easy to obtain the excessive 
fuel consumption in the allocated time periods and the 
total annual excess fuel flow. A bar graph, showing the 
structure and the magnitude of annual excessive fuel 
consumption, is presented in Fig. 10. 

 

Fig. 10. Structure and magnitude of  annual excess fuel flow. 
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The highest excessive fuel consumption is occurred in 
the summer when the heat load is minimal. In addition, 
the more thermal load is observed, the less excess fuel 
flow will be. The total annual excessive fuel 
consumption is slightly less than 20%. This value is a 
fairly good indicator. It can be illustrated by 
comparison with alternatives. Two of the most 
effective technologies for cogeneration of heat and 
electricity are considered for comparison. Several 
assumptions are made for the correct comparison. 

It is assumed that the adopted operational model of 
the system in each compared variants refers to the rated 
power of the corresponding installation. The amount of 
excess fuel flow refers to the theoretically possible 
annual fuel consumption. It is expected that all 
compared options have a possibility to maintain a 
constant electrical load. 

The first technology for comparison is the 
cogeneration steam-turbine plant T-250/300-240. It is 
currently the most common unit, belonging to the 
heating combined heat power plants. This plant is used 
for cogeneration of electricity and heat for the needs of 
district heating. In condensation mode, this installation 
has a specific operating fuel consumption of 326 
goe/kW*h. This corresponds to an efficiency of 37.7%, 
if it attributes to the lower calorific value of fuel, and 
33.9%, if it relates to the higher calorific value. 

Consequently, the excess fuel flow in this mode is 
equal to 64.1%. Part of this excess is associated with 
mechanical and electrical losses in the equipment. 
Another part is connected with the power consumption 
for own requirements. These losses can be accepted by 
a constant share of electric power. Additional part of 
the excessive fuel consumption is related to water 
vapour, generated during the fuel combustion, which is 
emitted along with the exhaust gases of the boilers. 
This value is about 11% of fuel energy. 

Supplementary part is the heat of exhaust gases, 
less the heat of water vapour (The condensation heat of 
water vapour is artificially moved into a separate 
component to emphasize the difference between the 
higher and lower calorific values of the fuel.). When 
the possibilities of increasing the heat capacity due to 
the regulation of steam extraction have been depleted, 
peak boilers are switched on. The exhaust gases heat of 
the peak boilers is another component of the excessive 
consumption of fuel. But the largest part of the excess 
fuel flow in the condensation mode is associated with 
the removal of heat into the condenser. 

In the production of heat, steam extraction is 
produced and, thus, the heat, removed to the condenser, 
is transferred to the heating system. Thermal capacity 
is controlled by steam extraction until all steam is 
redirected to the heating system. In the real case, it is 
not possible to redirect all steam to heat production, but 
these small heat losses can be neglected. The structure 
of energy losses for a steam turbine CHP plant, 
depending on the heat load, is shown in Fig. 11. 

Fig. 11. The structure of energy losses for the steam turbine 
CHP plant 

The total energy losses of the steam turbine CHP plant 
in the entire range of heat loads are greater than in the 
compressorless CCGT unit approximately by 15%. The 
structure and value of the annual excess fuel flow, 
shown in Fig. 10, show that the steam turbine CHP 
plant at all time intervals is inferior to the 
compressorless CCGT unit, and the total annual value 
of the excessive fuel consumption exceeds more than 
15%. 

The second technology, adopted for comparison, is 
a CCGT-CHP plant with cogeneration steam turbines 
[8]. The initial data for comparison are the following 
results of thermal tests [8]: efficiency in the 
condensation mode, referred to the lower calorific 
value, is equal to 59.8% (this value corresponds to 
53.7% for the higher calorific value); guaranteed 
thermal power in the cogeneration mode is 40% of 
electric power; CFU in the cogeneration mode equals 
80% and 72%, respectively, attributed to the lower and 
higher calorific values. Based on these data, as well as 
for the steam turbine CHP plant, the dependence of the 
energy losses structure on the heat load is plotted (Fig. 
12). 

 

Fig. 12. Energy loss structure of the CCGT-CHP plant with 
cogeneration steam turbines. 

In contrast to STP, heat removal to the condenser is 
significantly less in the CCGT-CHP plant with 
cogeneration steam turbines. Consequently, 
opportunity for heat production is also less. For the 
adopted operational model of the heat supply system, 
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the heat, generated by the CCGT unit, is sufficient only 
for hot heating. Additional boilers will be required for 
heating in winter. It is required 2–3 times more exhaust 
gases per unit of fuel in the CCGT unit than in STP. In 
addition, the factors are the same that determine the 
temperature at the exhaust. 

Thus, the component of the excess fuel flow, 
associated with the exhaust gases in the CCGT unit, is 
also 2–3 times more. These differences lead to a 
change in the nature of the structure of annual 
excessive fuel consumption. The excess fuel flow is 
approximately the same in all selected time ranges 
(Fig. 10). In the summer period, the CCGT-CHP plant 
defeats the compressorless CCGT unit about 5%. 
However, the CCGT-CHP plant is inferior in all other 
time periods and loses a little more than 5% in general 
for the annual period. 

Conclusions 

A mathematical model for the compressorless CCGT 
unit has been developed. It allows to study thermal 
characteristics in a wide range of operating modes at 
the earliest design stages. Researches have shown that 
the cycle of compressorless CCGT unit permits to 
achieve very high rates of thermal efficiency. The 
efficiency for electricity supply at the nominal mode 
can reach 46.9% even with a relatively moderate 
temperature of the working fluid before the turbine 
(1373 K). In addition, CFU exceeds 95% at high heat 
loads (referred to the higher calorific value of the fuel). 

The obtained design characteristics of the 
compressorless CCGT unit were used to analyze the 
thermal efficiency of cogeneration of electricity and 
heat in district heating systems. The analysis of the 
efficiency of the compressorless CCGT unit in district 
heating systems showed their high potential for 
possible use in such systems. The annual excess fuel 
flow (exceeding the minimum theoretically possible) is 
less than 20% with the adopted operational model of 
the district heating system, while this value reaches 
25% for the best CCGT units, and more than 35% for 
the steam turbine plants. 

The high thermal efficiency of the compressorless 
CCGT unit is achieved by the rational configuration of 
the heat recovery and utilization system that allows to 
use all spent working fluid heat, including the heat of 
water condensation, generated during combustion. 

Even without considering the fact that the thermal 
efficiency of the compressorless CCGT unit is adopted 
with all the energy costs for removing pure CO2 from 
the cycle in the liquid phase state (the most convenient 
for transportation), there is a significant advantage over 
the traditional steam turbine plants and CCGT units on 
this indicator, in which CO2 is emitted into the 
atmosphere along with a number of harmful substances 
in flue gases. 

Acknowledgment 

The research was financially supported by the 
Russian Science Foundation (project № 19-19-00558). 

References 

1. Sanz W., Jericha H., Luckel F., Heitmeir F. A 
further step towards a Graz cycle power plant for 
CO2 capture //ASME Paper GT2005-68456, 
ASME Turbo Expo. 2005. 

2. Oxy-fuel gas turbine, gas generator and reheat 
combustor technology development and 
demonstration / R. Anderson, F. Viteri, R. Hollis 
et. al. //ASME Paper GT2010- 23001, ASME 
Turbo Expo. 2010. 

3. Yang H. J., Kang D.W., Ahn J.H., Kim T.S. 
Evaluation of design performance of the semi-
closed oxy-fuel combustion combined cycle 
//Journal of Engineering for Gas Turbines and 
Power. 2012. Vol. 134. No 11. P. 111702. 

4. High efficiency and low cost of electricity 
generation from fossil fuels while eliminating 
atmospheric emissions, including carbon dioxide / 
R.J. Allam, M.R. Palmer, G.W. Brown et. al. // 
Energy Procedia. 2013. Vol. 37. P. 1135— 1149. 

5. Kosoi А.S., Popel О.S., Sinkevich М.V. 
METHOD AND PLANT FOR MECHANICAL 
AND THERMAL ENERGY GENERATION// 
Patent RU 2 651 918 C1: 24.04.2018 Bull. № 12. 
http://www1.fips.ru/wps/PA_FipsPub/res/BULLE
TIN/IZPM/2018/04/27/INDEX_RU.HTM 

6. A.S. Kosoj, A.A. Kosoj, M.V. Sinkevich, Y.A. 
Antipov METHOD AND PLANT FOR 
MECHANICAL AND THERMAL ENERGY 
GENERATION // Patent RU 2 665 794 C1: 
04.09.2018 Bull. № 25. 

7. The Conceptual Process Arrangement of a Steam–
Gas Power Plant with Fully Capturing Carbon 
Dioxide from Combustion Products / A. S. Kosoi, 
Yu. A. Zeigarnik, O. S. Popel, M. V. Sinkevich, S. 
P. Filippov, V. Ya. Shterenberg // Thermal 
Engineering, 2018, Vol. 65, No. 9, pp. 597–605. 
DOI: 10.1134/S0040601518090045 A. S. Kosoi, 
Yu. A. Zeigarnik, O. S. Popel et. al., Thermal 
Engineering, 65(9), 597–605 (2018) 

8. Эксплуатационные характеристики 
теплофикационной парогазовой установки 
мощностью 420 МВт [Текст] / Ольховский Г. Г. 
[и др.] // Электрические станции. - 2014. - № 1. 
- С. 14-20 : 7 рис. - Библиогр.: с. 20 (2 назв. ) . - 
ISSN 0201-4564 

229

http://www1.fips.ru/wps/PA_FipsPub/res/BULLETIN/IZPM/2018/04/27/INDEX_RU.HTM
http://www1.fips.ru/wps/PA_FipsPub/res/BULLETIN/IZPM/2018/04/27/INDEX_RU.HTM


* Corresponding author: burraabr@gmail.com

Factor analysis of energy saving in households
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Abstract. The paper discusses such issues as the role and importance of studying energy-saving behaviorof households in the national economy and society, the need for new methodological approaches to theirstudy, neoclassical, institutional, technological approaches to the study of the behavior of households in theenergy sector. Also the basics of construction of multi-parameter mathematical models of householdbehavior are proposed..

1. Introduction
The energy-saving behavior of households as anobject of research is constantly in the field of view ofresearchers from different countries. Among thesignificant works in recent years, one can single out thestudy by Mahmoud Salari and Roxana J. Javid onmodeling household energy expenditures in the UnitedStates [1], Boudet X. and others on clustering energy-saving behavior in the family [2], Ito and Koichiro onthe consumption or the average price of electricity [3].Much attention in scientific works is paid to the study ofindividual manifestations of the energy-saving process,such as the problem of managing energy conservation inan apartment building, in everyday life. However, inorder to solve the problems facing mankind in the fieldof ensuring the demand of economic entities and societyfor energy consumption, deeper and more fundamentalresearch is needed, based on the principles of economictheory. It is not just about energy energy, but other typesas well [4].

2. Data and Methods
The solution of problems in the field of energy saving ofthe population is one of the most important tasks of thestate economic policy of any country, since thepopulation of the Russian Federation consumes morethan 14% of the total amount of electricity. According tostatistics, in the structure of consumer spending byhouseholds in the Russian Federation, electricityconsumption in 2018 amounted to 1.4 percent of thefinal data. A separate issue is the efficiency of energyuse by all types of households. So, according to theresearcher Boogen Nina in Switzerland, the averageinefficiency of electricity use by Swiss households isabout 20-25% [5]. Probably, in Russia, the population

spends inefficiently a large share of total energy,including electricity.The solution of problems in the field of energysaving of the population is one of the most importanttasks of the state economic policy of any country, sincethe population of the Russian Federation consumes morethan 14% of the total amount of electricity. According tostatistics, in the structure of consumer spending byhouseholds in the Russian Federation, electricityconsumption in 2018 amounted to 1.4 percent of thefinal data. A separate issue is the efficiency of energyuse by all types of households. So, according to theresearcher Boogen Nina in Switzerland, the averageinefficiency of electricity use by Swiss households isabout 20-25% [5]. Probably, in Russia, the populationspends inefficiently a large share of total energy,including electricity.
3 Results

A deep study of the energy-saving behavior ofhouseholds as an object of research and projects shouldbe based on theoretical and methodological approaches,which determine the effectiveness of the measures takenin the field of energy conservation. Depending on thesemethods, the mechanism for achieving the final goal,namely the optimization of energy consumption atdifferent levels of management, can be predetermined.Thus, the energy-saving behavior of households as anobject of study of integral science will receive a morefundamental justification if the methodology ofeconomic theory is used.Thus, from the point of view of representatives of theneoclassical direction of economic theory, the behaviorof households in the use of energy resources ischaracterized by such concepts as “utility”, “benefit”,“profitability”, “marginal”, etc. Energy elasticity isessential for shaping household behavior. It is knownthat the most stimulating direction in energy saving is
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getting benefits from energy saving, that is, there is amarket model of consumer behavior. The increase inelectricity debt is one of the most pressing problems.Turning off the lights on time, good housekeeping andthe use of energy-saving lamps in the household cansave a lot of energy.Resh Energy-saving behavior of households in termsof institutional theory is defined by such concepts as"institutions", "rules and regulations", "property","energy contracts", etc. The institutional behavior ofhouseholds in the energy sector is also influenced byinformal norms. Among the problems is the theft ofelectricity. If in European countries the volume of theftdoes not exceed 4%, in the USA - 1-2%, then in manyregions of our country it reaches 18-30% of the totalelectricity consumption. According to experts, half ofthis figure is the so-called technical losses, the other halfis unaccounted electricity consumption, in other words,theft. From the side of the institutional theory, it is alsopossible to study the influence of the institution ofownership on the energy saving of households. Inparticular, the principles of using electricity byhouseholds in their apartment are different from usingelectricity in a common space. The lack of incentives forapartment owners to carry out energy saving measuresand equipping buildings with general house meteringdevices makes itself felt. Laws, bylaws and othergoverning rules of the game in the energy sector areconstantly reviewed, supplemented, etc. This isespecially noticeable in the field of providing energyservices to the population. Each year, households facechanges in electricity tariffs, billing, etc.According to the moral and educational concept as apart of institutionalism, the energy consumption ofhouseholds is related to such institutions as customs andtraditions, a careful attitude to energy - heat resources.Thus, researchers Marlyne Sahakian and Béatrice Berthohave identified the effect of household emotions on bothreducing and improving energy use [6].The technological concept of energy-saving behaviorof households involves the use of modern energy-savingtechnologies. “Smart home”, “smart city”, “smart grids”are already becoming common concepts. Energyefficient technologies hold great promise for reducingthe financial costs of households. For example, it is nolonger a secret for anyone that LED lamps are moreprofitable than incandescent lamps of the old type.Technologies do not stand still, therefore there are ahuge number of devices and systems for energy savingand energy efficiency. In particular, researchers from theUniversity of Gothenburg have found a way to turnordinary windows into solar-powered heaters that cansignificantly increase the temperature of the glass, evenin freezing weather. The main functional components ofthe invention are plasmonic nanoantennas. With the helpof plasmons, nanoantennas are capable of intenselyabsorbing light, which then heats up the entire surface.In the economic-mathematical model, the process ofenergy-saving behavior of households can be describedby a single or multi-parameter representations.In a model with one parameter, it is possible to takethe growth (or vice versa) of the population's income,

which most of all forms the energy-saving behavior ofenergy users.The multiparameter mathematical models take intoaccount the influence of external (main and secondary)and internal (main and auxiliary) factors on the energy-saving behavior of households. Each variable can bepositively or negatively reflected in the rational orirrational in the behavior of households in energy saving.So, external factors, that is, influencing the process ofenergy saving from outside, include:- the main factor (determining the purpose andmeaning of energy saving), for example, a change inenergy prices or the introduction of a tax on incomereceived as a result of energy savings in households;- minor factors (affecting the actions andinterrelationships of the elements of the energy savingsystem), for example, the use of outdated houseinfrastructure of power grids, an increase in the numberof used gadgets.Internal factors of energy saving in households, thatis, influencing the process of energy saving from withinthe energy saving system, include:- basic (target settings in energy saving of familymembers), as using the principle "when leaving, turn offthe light";- auxiliary (for example, the level of equipment withenergy-saving devices, the presence of energy receiversin the household with the class "A +++".
4. Discusion and Conclusion
The factorial approach will allow finding more viablemodels for the development of energy conservation inhouseholds.At the same time, it is necessary to pay attention tothe need for government intervention in the process ofshaping energy-saving behavior of households. The stateshould take certain measures to form the optimal energy-saving behavior of households, taking into account theirpossibilities of using nature-like technologies. Forexample, in France, the cost of purchasing energyefficient equipment is deducted from the tax base ofcitizens.In general, the current state of development ofenergy-saving and nature-like technologies willtransform the behavior of households in the field ofconsumption of any type of energy.

Acknowledgments. The reported study was funded by RFBR,project number 20-01-00001-00099 "Theoretical andmethodological approaches to the development of models ofenergy-saving behavior of households in a nature-likeeconomy.
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Abstract. There are a lot of problems related with thermal utilization of municipal solid waste, including 
the agglomeration of fuel particles, which occurs during combustion and gasification of waste for energy 
production. In order to investigate the features of the agglomeration processes, experiments were carried out 
on melting polyethylene granules in a mixture with ceramic particles. Using a mathematical model, the 
characteristics of agglomeration in a fixed bed heated with a hot gas are investigated.  

1 Introduction  

Municipal waste, as a rule, contains a large fraction of 
combustible components, but their combustion is often 
difficult due to high moisture content, compositional 
heterogeneity, and complex thermal behavior. Polymer 
materials in waste can melt, swell and agglomerate. 
Agglomeration leads to a decrease in the combustion 
efficiency, the formation of burnouts and clinkers. In a 
number of experimental works, the formation of 
agglomerates during combustion and gasification of 
biomass and char [1, 2], peat [3], and plastics [4] was 
investigated. In our works [5, 6], we discussed the 
limitations on the gasification process efficiency 
associated with the agglomeration of fuel particles. 

In this work, using experimental and theoretical 
methods, we investigated some features of the formation 
and decomposition of polyethylene agglomerates in a 
mixture with inert material. 

2 Experimental section  

Samples of agglomerates were prepared in a laboratory 
setup (internal diameter 15 cm, layer height 14 cm). 
Mixtures of polyethylene granules and expanded clay 
particles (mass ratio 1:1, batch weight 600 g, particle 
size about 5 mm) were used. The experimental setup is 
shown in Fig. 1. The walls of the reactor are electrically 
heated to a temperature of 350-400°C. To prevent 
ignition, argon is used as gas medium (flow rate is 2 
l/min). In the process of heating, polyethylene melts and 
fills the porous space, as a result of which the bed 
shrinks. Fig. 2 shows a typical agglomerate obtained by 
sintering polyethylene and expanded clay. In the above 
formulation, the size of the agglomerate is determined by 
the inner diameter of reactor, although a decrease in the 

polyethylene content is observed near the walls, which is 
associated with better conditions for melt flow.  

a 

 
b 

 

Fig. 1. Experimental setup scheme (a) and its exterior (b). 
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Fig. 2. Polyethylene-expanded clay agglomerate. 

 

Fig. 3. Experimental results on agglomerate thermal 
decomposition: temperature in bed (a) and pressure drop 
between gas feed line and output (b). 

After cooling, agglomerate was heated up to 700°C in 
air flow to clean reactor. The temperature curves are 
shown in Fig. 3a: thermocouples No. 1-3 are located in 
the bed, thermocouple No. 4 is at the gas outlet from the 
installation. The decomposition of the agglomerate 
occurs on its surface, and most of the mass does not 
participate in the reaction. Combustion occurs extremely 
slowly due to melting and deformation of the 
polyethylene surface layer. Therefore, despite the 
significant external heat input, the decomposition 
process takes more than hour to complete. Significant 
oscillations of temperature and pressure are observed 
during the process (Fig. 3b). Active combustion with a 
temperature rise in the wall temperature layer is 
observed only at the very late stage of agglomerate 
burnout. After the temperature and pressure had 

stabilized, the heating was turned off. Inspection of the 
contents showed that the decomposition of polyethylene 
was quite complete: expanded clay completely restored 
permeability, no polymer or soot residues on the walls 
and at the bottom were found after removing the material 
from the reactor. 

3 Theoretical section 

Numerical calculations of heating modes were carried 
out under the conditions of an experimental setup using 
the mathematical model from work [7] (similar models 
were used in works [8, 9]). The following assumptions 
are made: the heat and mass transfer equations are two-
dimensional; gas filtration occurs according to Darcy's 
law; the effect of gravitational convection is negligible; 
uniform initial distribution of the polymer mass over the 
bed; decomposition of polyethylene is a single stage 
chemical reaction, the effective kinetic coefficients of 
the decomposition reaction are taken from [10]. Heating 
is carried out due to the heated gas, which is supplied to 
the particle bed at a constant pressure drop (10 kPa). The 
initial temperature of the bed is 27°C, the heating gas 
temperature rises from bed temperature to 327°C with 
different heating rates. When heated to the melting point 
(200°C), the polyethylene melts and fills the porous 
space, as a result of which the permeability decreases by 
several orders of magnitude. The effective cross section 
of the bed decreases and the gas flow rate decreases 
sharply. In fig. 3 shows the change in the gas flow rate 
through the upper boundary of the bed at different 
heating rates. 

 
Fig. 3. Change in the mass flow rate of gas through the bed at a 
constant pressure drop (the numbers in the legend are the 
values of heating rate, K/s). 

 
It can be seen from fig. 3 that with rapid gas heating 

(up to 0.5 K/s), the gas flow rate almost linearly 
decreases with time at the initial stage, after which the 
decrease in flow rate slows down. In this case, the lower 
part of the bed heats up quickly, the molten polymer 
forms a clinker, after which the bed is heated due to the 
thermal conductivity of the material. 

With a further decrease in the heating rate, two stages 
of gas flow rate change are observed: the first stage with 
a slow decrease and the second stage, at which the flow 
rate decrease is close to exponential. The stage of a slow 
decrease in flow rate is apparently associated with the 
temperature dependence of the gas viscosity and density 
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on temperature. After reaching the melting point of the 
polymer, the bed permeability drops sharply. Fig. 4 
shows the dependence of the solid polyethylene fraction 
in the reactor on the heating time. Melting of about 15-
20% polyethylene in the lower part of the reactor is 
sufficient to block the bed. With a decrease in the 
heating rate, the required fraction of molten polymer 
decreases: with slow heating, melting occurs in a larger 
volume of the reaction zone, therefore, the decrease in 
permeability becomes more uniform. 

 
Fig. 4. Overall unmelted polyethylene fraction during bed 
heating (the numbers in the legend are the values of heating 
rate, K/s). 

4 Conclusion 

In this work, a study of the agglomeration of fixed bed 
consisting of polyethylene granules and inert material 
particles (expanded clay) was carried out. Samples of 
agglomerates were obtained, and their oxidative thermal 
decomposition was carried out. The features of clinker 
formation during polyethylene melting were investigated 
using a mathematical model. It is shown that with an 
increase in the gas heating rate, agglomeration in the 
lower part of the bed accelerates; therefore, to block the 
fixed bed, melting of a smaller fraction of the polymer is 
required. 

 
This work was supported by Russian Fund for Basic Research 
(project number 19-08-00744) and was carried out using 
equipment of the multi-access scientific centre "High 
Temperature Circuit". 
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Abstract. The paper considers the influence of technological factors (design of the boiler-unit, load, air 
excess, the number of working dust collecting systems) on the formation and reduction of sulfur dioxide 
emissions in boilers with liquid slag removal. Understanding of this influence can be used both at many 
operating heat and power sources, and in the development of new combustion technologies. The long-term 
experience of burning brown coals of the Kansk-Achinsk basin (KAC) at CHPP-6 in Bratsk in boilers of 
the BKZ-320-140 PT type is studied and analyzed. The analysis uses the results of various thermodynamic 
and industrial studies of the sulfur dioxide formation during the combustion of KAC, including those 
carried out by the authors. They identified the temperature and structural zones of the boiler unit, where 
the resulting reaction of the sulfur dioxide transition to calcium sulfate occurs. It was found that such a 
zone is the upper part of the cooling chamber, where the indicated transition occurs at temperatures of 
1500 ÷ 1400 K. It was found that SO2 emissions rise with an increase in the boiler load and air excess. 
They also depend on the number of dust systems and their combination (determining the turbulization of 
combustion processes). A technological mechanism for the sulfur dioxide transition to calcium sulfate for 
the operation of boilers with liquid slag removal is proposed. Regime and constructive measures are 
proposed to reduce emissions of sulfur dioxide. 
 
Keywords. Boilers with liquid slag removal, calcium sulfate, sulfur dioxide, excess air, boiler load, dust-
forest systems, pollutant emissions, thermodynamic modeling of combustion processes  
 

1 Introduction  

The identification and clarification of factors  increasing 
the efficiency of boilers with liquid slag removal can be 
in demand both at many operating TPPs and in the 
development of new combustion technologies. In this 
paper the authors analyze the long-term experience of 
burning Kansk-Achinsk coals (KAC) at CHPP-6 in 
Bratsk in boilers of the BKZ-320-140 PT type. The 
above experience includes successful upgrades of 
combustion technologies of the KAU Irsha-
Borodinskoye field, as a result of which emissions of 
nitrogen oxides (NOx) were significantly reduced [1], as 
well as experimental studies, during which the 
concentrations of NOx, sulfur dioxide (SO2), benzo [a] 
pyrene (BaP)  were measured at various points of the 
boiler , and other technical and economic parameters 
[1,2]. 

All values of various parameters presented in these 
reports and publications [1,2] coincide with the 
exception of SO2 concentrations. In the paper [2], the 
concentration of SO2 in the effluent gases during the 

combustion of KAC of the Irsha-Borodinskoye field is ≈ 
100–150 mg / m3, and in publication [1] ≈ 330 mg / m3. 
The differences in the presented SO2 values are 
explained by the doubts of the authors [1] in the 
reliability of the SO2 determination method. Currently, 
there are repeated measurements of SO2 carried out at 
the station by various organizations, in which, when 
burning Irsha-Borodinsky coal, SO2 emissions were 
always recorded less than 200 mg / m3. Taking these 
measurements into account, this study gives the SO2 
values from the above work [2] as more representative in 
comparison with [1]. 

When analyzing the experimental data, the authors of 
this paper employed the results of the thermodynamic 
calculations of the KAC combustion carried out at the 
Siberian Power Engineering Institute (SEI, now ISEM) 
[3,4], including by the author [5]. 

In a number of kinetic studies [6] it was found that 
with a lack of air, sulfur-containing combustion products 
of fuel oil consist of H2S, S, SH, SO, SO2, and the 
concentration of sulfur oxides tends to zero. Under 
stoichiometric conditions, sulfur is mainly represented in 
the form of SO and SO2, and traces of sulfuric anhydride 
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appear in the system. At α> 1, the highest sulfur oxides 
SO2 and SO3 prevail. Both domestic [7,8] and foreign 
researchers believe that the oxidation of sulfur dioxide to 
sulfuric anhydride is 0.2-2.5% for boiler units. 

When burning solid fuel containing alkali metal 
oxides, reactions can occur such as: 

 
кmol/кJ500CaSOO5,0SOCaO )с(422)с( −=++ (1) 

 
Note that for the KAC Irsha-Borodinsky deposit, the 

molar ratio of calcium to sulfur (Ca/S) is approximately 
equal to three. 

Until recently, this reaction has practically not been 
studied in relation to the combustion of KAC. This can 
be explained by the fact that during the combustion of 
KAC in traditional furnaces with the corresponding 
operating parameters, the formation of condensed 
gypsum occurred only to an insignificant extent, the 
equilibrium of reaction (1) was shifted to the left. It is 
believed that the gypsum formation reaction takes place 
mainly in the boiler flue pipes at low temperatures. This 
provision is incorporated into the methodology for 
determining emissions of sulfur compounds from boilers 
[9,10]. 

However, in connection with the recent development 
of technologies for low-temperature combustion of solid 
fuel, the above approach can lead to large inaccuracies or 
errors. Therefore, it becomes necessary to provide 
accurate information on the conditions of reaction (1) as 
applied to the combustion of KAC. When conducting 
thermodynamic studies of the KAC combustion [3,4,5], 
the authors found that in the state of thermodynamic 
equilibrium, all sulfur in the fuel is converted to CaSO4 
at T <1400 K and the air excess coefficient α = 1.2; the 
transition begins at T ≈ 1500 K. It can be assumed that, 
upon combustion of other fuels (with different Ca/S 
molar ratios), the transition temperatures will change. 

The results obtained are important because such 
combustion conditions are suitable not only for fluidized 
bed boilers, but also for some solid fuel flaring 
technologies, which will be discussed below. It follows 
that, in principle, it is possible to achieve a significant 
reduction in sulfur emissions from boilers using 
appropriate combustion technologies without the use of 
expensive de-sulfurization plants. 

The parameters of the transition of gaseous sulphide 
anhydride to gypsum established during thermodynamic 
studies require experimental confirmation. It is also 
important to understand what the thermodynamic 
limitations  of this transition depend on in order to obtain 
the possibility of increasing the temperature of gypsum 
formation and expanding the range of corresponding 
combustion technologies. 

2 Combustion technologies 
implemented in boilers 

The boiler is equipped with four individual dust systems 
with an industrial bunker. Drying and transportation of 
dust in the pulverization system is carried out by a 
mixture of "hot" and "cold" flue gases. The boilers are 

equipped with 16 systems for the supply and combustion 
of high density dust under vacuum (HDDV), including 
dust pipes, steam ejectors and burners. Moreover, for 
each of the 8 primary burners (see Fig. 1), two dust lines 
are installed. The above papers [1,2] consider 
experiments carried out on various boilers (boiler units) 
of the station, including at the boiler units No. 5 and 7. 
B.u. No. 5 was equipped with two closed (B, C) and two 
open dust collecting systems (CS), and at b.u. No. 7 (and 
other boilers) all dust collecting systems were closed 
(Fig. 2). For our further analysis it is important to note 
that the discharges of the drying agent from closed dust 
systems are brought into the upper part of the 
combustion chamber above the primary burners, and 
from open dust systems A and D  (b.u.No. 5) - into the 
gas duct in front of the multicyclone collector.  

 

 
Fig. 1. Boiler furnace BKZ-320-140PT 

 
Furnace b.u. (Fig. 1) is divided by protrusions of the 

front and rear screens into combustion and cooling 
chambers with a length of ≈ 6.3 and 19 m, respectively. 
The cooling chamber has a rectangular section, and the 
combustion chamber has a section of two 
communicating octahedrons (Fig. 2.). On the side faces 
of these octahedrons, two-tier burners are installed, the 
axes of which are directed tangentially to imaginary 
circles with a diameter of 0.98 m. Thus, the combustion 
chamber includes two pre-furnaces, in which "cyclonic" 
vertical torches are formed. 

The concentrations of pollutants were determined 
according to the methods of the CAB ARRI promgas ( 
the Cental Asian Branch of All-Russian Research 
Institute promgas).  
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Fig. 2. Diagram of the combustion chamber in plan (A-D - 
supply of waste gases from the corresponding dust systems) 

 
Since 2005, the plant began to burn KAC of small 

deposits (Kansky, Irbeysky and others). The use of KAC 
from these fields has led to a sharp increase in emissions 
of the main gaseous pollutants: NOx and SO2. The aim 
of this paper is to analyze the environmental 
characteristics of the combustion processes of KAU and 
identify technical solutions to reduce emissions of all 
major pollutants, including SO2. 

3 Test results  

To identify new patterns in the formation of pollutants, 
let us consider the results of tests of the b.u.  No.5 and 7, 
stated in the above conclusion, taking into account the 
aerodynamics correspond to the numbers of the 
experiments. Numbers consisting of one figure refer to 
b.u.  No.5, and the numbers of two figures, the first of 
which is 7, - to b.u. No.7. 

11 experiments were carried out at the b.u. No.5. 
During experiments the working dust collecting systems 
were changed, and αs (steam superheater) and Gs (steam 
consumption for ejectors) were varied, all of them are 
shown in Fig. 3. 18 experiments were carried out at  the 
b.u. No.7. 4 of them are shown in Fig.3 to give an 
opportunity to compare them with b.u. No.5. 

SO2 concentrations were measured at the output of 
the furnace. All values have been refined by the authors 
of the presented work for standard conditions determined 
with an excess of air in the exhaust gases (αexh) 1.4. 

Figure 1 shows the area (shaded)  where the flue 
gases have the above temperatures. The lines of gas 
temperatures marked in Fig. 1 are constructed according 
to the literature data [1] and correspond to the boiler load 
D = 300 t/h and αs = 1.3. Let us note some provisions of 
the boiler unit operation that are important for further 
analysis. When gaseous working bodies (water vapor, 
air, etc.) are introduced into the combustion chamber, the 
temperature in the combustion chamber decreases, and at 
the output of the cooling chamber it rises. This result can 
be explained by a decrease in the residence time of the 
combustion products in the cooling chamber and was 
recorded during tests [1]. 

Figure 3 shows the results of the SO2 content 
measurements  in flue gases depending on the load (D), 
excess air behind the superheater (αs) and the 

combination of working dust cjllecting systems.  The 
analysis of the obtained characteristics indicates that 
SO2 emissions do not exceed 143 mg/m3 (it corresponds 
to the coefficient of binding of sulfur oxides by the 
mineral part of the fuel ≥75%). The SO2 value decreases 
almost 1.5 times with a decrease in load from 297 to 205 
t/h. The value of αss significantly affects SO2 emissions: 
with a decrease of αs, SO2 emissions also decrease, other 
parameters remain constant. 

4 Technological mechanism of the 
sulfur dioxide transaction to calcium 
sulfate 

The presented dependencies can be explained by the 
following circumstances. 

The rate of direct reaction (1) will be highest at the 
maximum temperature, that is, in the range of 1400-1500 
K. The longer the flue gases will be at the indicated 
temperatures, the higher the binding coefficient of sulfur 
oxides will be. 

Flue gases move relatively slowly in the cooling 
chamber, where reaction (1) predominantly takes place. 
Then in convective gas ducts the gas velocity increases 
and the temperature decreases. Accordingly, the reaction 
rate decreases sharply (1). Consequently, the earlier the 
flue gases in the cooling chamber cool down to 1500 K, 
the longer the reaction time (1) and the higher the 
binding coefficient of sulfur oxides will be . 

It is known that with an increase in the boiler load, 
the temperatures of gases in the entire volume of the 
combustion chamber increase. This leads to a decrease in 
the SO2 binding coefficient. The same happens with an 
increase in αs in flue gases (an increase in the flow rate 
of blast air into the combustion chamber and a decrease 
in the residence time of the combustion products in the 
cooling chamber). 

The influence of the vacuum systems number  on the 
course of reaction (1) is ambiguous. On the one hand, 
when two vacuum systems are turned on, the rotational 
component of the gas movement, their turbolization and 
the reaction rate increase (1). On the other hand, an 
increase in the consumption of flue gases (with an 
increase in the number of dust systems) leads to an 
increase in their temperatures in the cooling chamber, 
which reduces the reaction time in the cooling chamber. 
So the SO2 emissions in experiment 10 (when 1 dust 
system is in operation) is noticeably lower than in 
experiments 11 and 2 (with the dust systems turned off). 
However, switching on two vacuum systems (eg 7.11) 
again increases SO2 emissions to the values of tests 11 
and 2. 

Taking into account the above analysis, the following 
measures to reduce SO2 emissions can be proposed. 
Excess air should be supplied not to the combustion 
chamber, but to the cooling chamber so that the 
temperature of the gases after mixing with air is 1500 K. 
This will increase the reaction time (1) and, accordingly, 
the SO2 binding coefficient. The fuel should be burned 
in the combustion chamber at αc.ch ≈1.015±0.05. The 
proposed measure is a special case of staged 
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compression technology and, of course, requires 
additional reconstruction of air ducts. As you know, 
staged combustion technologies are widely used to 
reduce NOx emissions. In this case, they can reduce both 
NOx and SO2. 

 

Another measure to reduce SO2 emissions can be 
recirculation of part of the ash from the ash collector to 
the cooling chamber. It will increase the area of its 
contact with SO2 and, accordingly, the formation of 
gypsum. 

Fig. 3. Dependence of the density of sulfur dioxide on the boiler load, the number of working dust collecting systems and their 
combination, excess air (=== gases from two dust systems are discharged into the furnace;        gases from one dust system are 
discharged into the furnace; - - - - -  no drying agents are discharged into the furnace) 

 

5 Conclusions 

1) Based on the analysis of thermodynamic and 
industrial studies, a mechanism for the transition of 
sulfur dioxide to calcium sulfate during the combustion 
of Kansk-Achinsk coals in boilers with liquid slag 
removal is proposed; 
2) It is shown that during the combustion of  KAC in 
boilers with liquid slag removal, most of the fuel sulfur 
(≥75%) is converted to calcium sulfate in the boiler 
cooling chamber in accordance with thermodynamic 
studies; 
3) It was revealed that SO2 emissions increase with an 
increasing boiler load and air excess; 
4) The number of operating dust collecting systems has a 
complex effect on SO2 emissions. On the one hand, an 
increase in this number leads to an increase in the 
consumption of flue gases and a decrease in the 
transition time of SO2 to CaSO4, on the other hand, the 
turbulization of combustion processes increases, and it 
accelerates the above transition; 
5) Regime and constructive measures are proposed to 
reduce emissions of sulfur dioxide. 
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Abstract. The tasks of thermal power plants (TPPs)modernization are to improve technical and 
environmental indicators, reduce the cost of energy, and take into account the requirements of international 
and Russian legislation. At the initial stage of modernization design, coordination of TPP indicators with 
specialists of various profiles and development of a general concept and structure of the station is necessary. 
In the traditional technical standards of the Russian Federation there are no documents regulating this 
process. To date, developed and adopted as national standards in a number of countries, including Russia, 
the IDEF methodology and family of standards, covering all stages and design aspects. This article 
discusses some aspects of the IDEF0 standard application at the initial stage of designing the TPPs 
modernization. 

1 Introduction 

Any technical objects in the process of operation become 
obsolete physically and mentally. To bring the operated 
technical facilities in line with modern technical, 
environmental, legal, social requirements, modernization 
or reconstruction is required. The purpose of TPPs 
modernization is to increase work efficiency according 
to a set of diverse criteria. The tasks of TPPs 
modernization are to improve technical and 
environmental indicators, reduce energy production cost, 
take into account the requirements of international and 
Russian legislation, increase reliability and reduce the 
risk of accidents, to improve the social relations in the 
station located region. Modernization of existing thermal 
power plants includes a number of stages: determination 
and analysis of thermal power plant problems, setting 
goals and tasks of modernization, studying the market of 
specialized technologies and equipment, preliminary 
preparation of alternative modernization projects, 
choosing a priority project [1], pre-project preparation of 
documentation and object of modernization, design 
(often understood as exclusively technical), project 
implementation, testing and commissioning, operation of 
the upgraded TPP. 

Thermal power plants, especially solid fuel ones, 
have a great negative impact on the environment. As the 
result of fuel combustion, ash and slag materials are 
generated and accumulated, harmful oxides and excess 
steam are released into the atmosphere, soil and water 
bodies are polluted by heavy metals, and thermal 
pollution occurs. One of the ways to solve these 
problems is the transformation of thermal power plant 
into an energy technology complex (ETC) in the process 

of modernization. The task of the TPP functioning is the 
production of energy, electric and, possibly, thermal. 
The task of the ETC functioning is waste-free energy 
production; other (material) marketable products are 
produced from the energy cycle waste. In addition to a 
power plant as a producer of electric and thermal energy 
(heat-energy zone), an ETC based on TPPs can include 
up to 5 additional zones in various configurations 
(industrial separation, industrial utilization, analytical, 
service, transport and logistics) [2]. 

Design and operation of thermal power plants in 
Russia are standardized by a variety of regulatory and 
technical documents [3-8, etc.]. However, a number of 
aspects of the TPP life cycle, which must be agreed upon 
before the start of the technical design, are not covered 
by these documents. In some cases, these aspects should 
be agreed with environmentalists, lawyers, economists 
and other specialists who do not have technical 
education and do not have the skills to work with 
technical documents, drawn up, for example, according 
to a unified system of design documentation (USDD). 

At the end of the 20th century, a methodology and a 
family of IDEF standards were developed, covering all 
stages and design aspects [9-12]. IDEF standards are 
accepted as national standards in a number of countries. 
The IDEF0 methodology is also adopted in Russia [13-
15]. The IDEF methodology has an intuitive graphic 
language, which makes it possible to use it as a means of 
interprofessional communication, including when 
designing the modernization of thermal power plants in 
ETC [16]. 
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2 Design standards for thermal power 
plants 

Today, two groups of design standards can be 
distinguished: traditional technical standards (in Russia 
these are state standards of the Russian Federation) and 
standards based on the functional modeling methodology 
(IDEF). 

Design of thermal power plants in Russia is carried 
out in accordance with national technical standards [3-8]. 
Separate documents, for example, [17, 18], regulate the 
procedure for TPPs technical and economic indicators 
calculating. But many aspects that need to be 
coordinated with relevant specialists and taken into 
account during design cannot be fully implemented and 
described by these means, namely: 

– legislative conditions governing the construction 
and operation of TPPs; 

– organizational relationships of TPPs with suppliers 
of fuel, equipment, consumables, repair organizations, 
electric grid companies; 

– the impact of TPPs on the environment, the amount 
of waste produced and the possibility of their disposal; 

– relationship with the social sphere, the number of 
jobs created, the need for various qualifications workers, 
the ability to train the required specialists in the station 
located region; 

– regional conditions, including climatic and 
infrastructural; 

– the need for electrical and thermal energy, 
including daily, weekly, seasonal, annual load 
fluctuations; 

– risks of various nature, etc. 
From the position of technical documentation, TPP is 

considered in isolation and only from a technical and 
technological point of view. But to ensure the successful 
functioning of the station should be considered as a 
complex system in collaboration with the external 
environment [19]. To take into account all aspects of the 
TPP life cycle, technical specialists will have to contact 
lawyers, economists, ecologists, sociologists, systems 
analysts, investors who speak other professional 
languages, which leads to the need to develop means of 
interprofessional communication. 

Requirements for the design documentation (graphic 
and text documents that fully and unambiguously 
determine the composition and structure of the product 
and contain all the necessary data for its development, 
manufacture, control, operation, repair and disposal), 
similar to the USDD RF, exist in different countries, 
have its features and the trend towards world uniformity 
[20-24]. These requirements, legally documented in 
national standards, continue to apply along with adopted 
national standards based on the IDEF methodology 
(United Kingdom, [25]). The current system of 
normative and technical documentation of the Russian 
Federation and the IDEF0 standard do not contradict 
each other and are not alternative, since they have 
different fields of application in the process of design 
and operation of TPPs. In particular, the use of the 
IDEF0 standard is advisable at the initial stage of design. 

The IDEF0 standard, and subsequently other IDEF 
family standards that do not currently have an 
interpretation in USDD RF, should mutually 
complement technical standards and regulations. This 
will speed up the design process and increase the 
efficiency of TPPs operation. 

3 Methodology and family of IDEF 
standards 

3.1 IDEF methodology overview 

In the 70s of the XX century, new approaches began to 
be developed to describe the structure and functions of 
complex systems, taking into account both the needs of 
social communication in the projects design and the 
opportunities provided by modeling and using computer 
software [26, 27]. One of such approaches was the 
development of a methodology and family of IDEF 
(Integrated DEFinition) standards, including 15 
standards, covering all stages and design aspects [9-12] 
(Table 1). 

Table 1. Classification of IDEF standards. 

Designation Name 

IDEF Integration Definition Metodology 

IDEF0 Function Modeling 

IDEF1 Information Modeling 

IDEF2 Simulation Model Design 

IDEF3 Process Description Capture 

IDEF4 Object-Oriented Design 

IDEF5 Ontology Description Capture 

IDEF6 Design Rationale Capture 

IDEF7 Information System Auditing 

IDEF8 User Interface Modeling 

IDEF9 Business Constraint Discovery method 

IDEF10 Implementation Architecture Modeling 

IDEF11 Information Artifact Modeling 

IDEF12 Organization Modeling 

IDEF13 Three Schema Mapping Design 

IDEF14 Network Design 
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3.2 Functional modeling in the IDEF0 standard 

Modern functional modeling is defined by the National 
Institute of Standards and Technology, USA, IDEF0 
standard [9], which directly describes the methodology 
of functional modeling and graphical notation for 
representing the generated models. This technology is 
taken as the basis for the development of national 
standards in a number of countries. So in the UK in 
1993, a similar SSADM (Structured Systems Analysis 
and Design Method) methodology was adopted as a 
national standard for the information systems 
development [25]. At the end of the 20th century, the 
Russian version of the IDEF0 standard was presented 
[13], later the State Standard of Russia developed, 
adopted and put into operation functional modeling 
standards [14-15] recommended for use in government 
agencies in order to support, in particular, the 
certification procedure for production activities for 
compliance with international standards ISO 9000 
(9001) for the creation of quality management systems. 
In recent years, the need to harmonize Russian standards 
with foreign standards, both in terms of product 
requirements and documentation, is relevant for 
organizations that have foreign partners. Thus, the use of 
the IDEF0 standard is a normatively justified design 
stage in the Russian Federation. 

The IDEF0 standard is the first in the lIDEF 
standards line. It is based on the concept of system units 
and the relationships between them. The IDEF0 
methodology is based on an approach called SADT 
(Structured Analysis & Design Technique). The basis of 
this approach and IDEF0 methodology is the graphic 
language for the description (modeling) of systems. Each 
functional block (object, process) within the framework 
of a single system under consideration must have its own 
unique identification number (Fig. 1, A0). A block has 
three inputs: on the left is an input stream, material, 
informational or other, subjected to processing and 
transformation in a given functional block, on top is a 
control action that affects the transformation algorithm 
of a functional block, on the bottom is a mechanism, 
means that allow the block to perform functional tasks, 
convert input stream to output. For the block, the output 
on the right is the result of the conversion, the output 
stream. According to the recommendations of [13], an 
informational output stream at the bottom can be 
provided – a challenge, feedback. When constructing 
and analyzing IDEF0 models, the focus is on the 
relationships between the blocks, rather than their 
(temporal) sequence. 

 

Fig. 1. Functional blok. 

The IDEF0 language is standardized in terms of 
syntax and semantics. Therefore, functional models are 

clearly defined, well-structured, visual, modifiable and 
easy to use, and can have any depth of detail defined by 
the developer. IDEF0 models are three-dimensional, 
since any two-dimensional IDEF0 diagram can be 
supplemented by child functions represented on different 
layers or levels of the model. There are no restrictions on 
the number of child functional layers in the IDEF0 
model. The standard provides for the possibility of 
developing models of two object states: AS-IS and TO-
BE. Changes in the object during the transition from one 
state to another, new blocks and connections are 
distinguish visually (Fig. 2-7), in contrast to the schemes 
made in accordance with the USDD RF (Fig. 8, 9). The 
IDEF0 standard allows you to simulate both functional 
(Fig. 2-7) and structural (Fig. 10-13) circuits without 
overloading the created model with data that is 
redundant for specific purposes. 

4 Energy facilities modeling using the 
IDEF0 standard 

4.1 An example of IDEF0 model constructing 
and an analysis of TPP ash and slag removal 
system simulation results 

During the modernization of TPP in the ETC, the focus 
is on the ash and slag materials disposal. In [1], using the 
Saaty′s Analytic Hierarchy Process, it was shown that 
this strategy is a priority in a wide range of diverse 
indicators values compared to strategies of other energy 
cycle wastes disposal. 

The two-level model of ash and slag removal AS-IS-
process at TPP is presented in fig. 2-3. The four-level 
model of ash and slag removal and disposal TO-BE-
process at ETC is presented in fig. 4-7. For comparison, 
in fig. 8-9 shows the flow chart of ash hydro-
transportation at TPP / ETC with dry ash collectors, 
made in accordance with the technical standards of the 
Russian Federation. 

In fig. 8, we can trace the movement of slag and ash, 
starting from the slag bath of the boiler and ash 
collectors and ending with the ash and slag dump. A part 
of the TPP water path related to the ash and slag removal 
system is shown. The main elements of the equipment 
are shown, but their relative position is rather arbitrary. 
The arrows indicate the movement of water, air, ash, slag 
and ash-and-slag pulp, the medium specific form 
becomes apparent from the context of the scheme. The 
dotted line marks the zone related to the main building of 
the TPP. Instrumentation locations are indicated on 
special diagrams. The requirements for staff, the 
procedure for site maintenance, and routine maintenance 
are reflected in job descriptions. Laws, state standards 
and technical regulations related to the design and 
operation of this workshop were taken into account at 
the initial stage of design. Changes in the legislation, in 
particular, in the field of coal waste management, may 
lead to the need of change this scheme. But at the same 
time, the legislative, environmental, economic, staff and 
social aspects of the TPP design and operation, affecting 

243



 

the work order and composition of technical 
documentation, do not themselves relate to technical 
documentation and are not combined in single document. 

According to fig. 2-7, all the components of the input 
stream «Control» (Laws, State standards, Technical 
regulations, Standards) and the components of the input 
stream «Mechanism» (Devices, Staff) are applied to all 
decomposition blocks without further elaboration. They 
form the so-called «Ttunnels», therefore, they are shown 
only in context diagrams. «Equipment», as a compo-nent 
of the «Mechanism» input stream, also applies to all 
blocks, but with the details disclosed in the 
corresponding diagrams. 

 

Fig. 2 Context diagram of the AS-IS-process ash-and-slag 
removal at TPP. 

 

Fig. 3 Decomposition of the AS-IS-process context diagram of 
the ash-and-slag removal at TPP. 

 

Fig. 4 Context diagram of the TO-BE-process ash-and-slag 
removal and disposal at ETC 

 

Fig. 5 Context diagram of the TO-BE-process ash-and-slag 
removal and disposal at ETC 

 

Fig. 6 Decomposition of the TO-BE-process «Recycling» stage 
of the ash-and-slag removal and disposal at ETC. 

 

Fig. 7 Decomposition of the TO-BE-process «Separation» 
stage of the ash-and-slag removal and disposal at ETC. 

In fig. 2 in the format of a context diagram, material 
flows are shown that in the «Ash and slag removal» 
function block are transformed, as well as the conditions 
and means of the transforming process. Quantitative 
characteristics can be indicated, for example, the volume 
of water con-sumed or the mass of the resulting ash and 
slag materials over a fixed period of time. If it is 
necessary to coordinate the positions of the diagram with 
lawyers, specific regulatory documents of the 
international, federal or regional levels, for example, 
dates of adoption and validity of licenses for land use 
and water use, can be indicated. In fig. 3 the 
decomposition of the context diagram is shown, the main 
stages of the ash and slag removal process are 
highlighted, and the phased conversion of input streams 
to output is shown. When considering this diagram, it is 
possible to agree on the complexity of the stages 
(introducing the Staff characteristics on the field of the 
diagram, indicating the labor costs, qualifications, and 
tolerance levels by stages). If necessary, the diagrams 
(fig. 2, 3) may indicate the marking and tech-nical 
characteristics of the equipment, in particular, the year of 
commissioning. This will make it possible to visualize 
the least reliable sections of the technological scheme 
that require priority equipment replacement. On 
technical informativeness the IDEF0 diagrams of the 
lower decomposition level correspond to the schemes of 
technical standards (Fig. 8). At the same time, the 
package of IDEF0 diagrams allows you to structure the 
process of ash and slag removal and present related 
information of legal, financial, social content, the 
coordination of which with relevant specialists is 
necessary when designing and operating the ash and slag 
removal system. 
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In fig. 4-7 shows the TO-BE process of ash and slag 
removal and disposal at the ETC with the introduction of 
the ash and slag processing section, in fig. 9 – a 
modernized ash and slag removal scheme, made in 
accordance with state technical standards RF. 

 

Fig. 8 Scheme of hydraulic ash removal at TPPs with dry ash 
collectors: 1 –  ash and slag dump, 2 – mine wells, 3 – clarified 
water pool, 4 – separation dam, 5 – open channel, 6 - pulp line, 
7 – pumps, 8 – pressure pumps, 9 – gravity channels, 10 – slag 
bath of the boiler, 11 – flushing pumps, 12 – installation for 
periodic cleaning of pipelines from carbonate deposits, 13 – 
incentive nozzles, 14 – ash collectors, 15  – pneumatic sluice 
gates or flashers, 16 – air chute, 17  – the end pneumatic layer 
shutter-switch, 18  – the mixing device for reception of an ash 
pulp, 19  – compressed air, 20  – dry ash. 

 

Fig. 9 Scheme of hydraulic ash removal at TPPs with dry ash 
collectors and the introduced section for processing of ash and 
slag materials: 1-20 – similarly to Fig. 7, 21 – section for 
processing ash and slag materials, 22 – selection of ash and 
slag for processing, 23 – crusher, 24 – devices for the isolation 
of morphological and chemical components, 25 – dryer, 26 – 
mechanical separator, 27 – bunkers of finished products, 28 – 
disposal secondary waste. 

The diagram (fig. 9) shows the ash and slag 
processing section general structure and the specific 
place of this section introduction. The scheme format 
does not provide for the indication of measuring 
instruments on it, in particular, for monitoring the 
content of radionuclides, the flow of water, air and 
electricity. The marking and parameters of the input 
equipment are indicated in the specification or in the text 
part of the project. 

According to fig. 4-7, in the TO-BE process, as 
compared to the AS-IS process, new components of the 
output stream are added – «Commodity products» and 
«Secondary waste». These changes will affect the entire 
technological cycle: the required amount of process 
water will change, new laws and regulations, measuring 
instruments and equipment will be required, the 
requirements for staff training will change. 

The most serious changes will affect the 
«Equipment»: new devices will be required, such as 
Separators, Crushers, Dryers, Scales, etc. Moreover, the 
Separators group combines devices that are different in 
purpose and principle of action: for the separation of 
carbon, magnetic separation of iron, mechanical 
separation by size, etc. To draw attention to this aspect, 
this equipment group is highlighted. It is planned to store 
secondary separation waste in the dump, which will 
affect the composition and properties of the material 
product located in the dump. The «Slag removal, ash 
collection» stage has not changed, the changes in the 
«Transportation» and «Warehousing in the dump» stages 
are insignificant, therefore, their decomposition is not 
shown on the TO-BE diagrams. Upon completion of the 
«Transportation» stage, ash-and-slag pulp is transferred 
either to «Warehousing in the dump» or to «Processing» 
– a new stage, which includes, in particular, 
«Separation», «Pre-sale preparation» and «Release to the 
consumer» of Commodity products based on ash and 
slag. Processing of ash and slag materials can be carried 
out both within the framework of a single energy 
technological complex on the basis of a coal TPP, and 
delegated to special structures independent of TPP. 
Modernization of the TPP ash and slag removal system, 
presented in Fig. 4-7, the most simple to implement, 
since it does not connect with the process of ash and slag 
formation in the TPP boiler and with the subsequent 
removal of ash and slag from the boiler. But at the same 
time, it does not take into account some of the features 
and possibilities provided by the TPP technological 
cycle, such as liquid slag separation during liquid slag 
removal, use of flue and mill gases for drying, use of 
contaminated wet gases which formed in the processing 
of ash and slag materials in the TPP technological cycle, 
etc. 

4.2 The modernization project of TPP into ETC 
in the IDEF0 standard 

In fig. 10 shows the AS-IS-structural diagram of TPP in 
the IDEF0 standard, in fig. 11 – decomposition of the 
context diagram. In fig. 12, 13 – the context TO-BE-
structural diagram of ETC based on TPP and its 
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decomposition, respectively. Internal flows that remain 
unchanged are not shown. In TO-BE diagrams, the color 
indicates the addition of new or changing process units 
and flows. 

 

Fig. 10 The TPP structural scheme in the AS-IS IDEF0 context 
diagram format. 

 

Fig. 11 Decomposition of the context AS-IS diagram IDEF0 of 
the TPP structural scheme. 

 

Fig. 12 The ETC structural scheme in the TO-BE IDEF0 
context diagram format. 

 

Fig. 13 Decomposition of the context TO-BE diagram IDEF0 
of the ETC structural scheme. 

The TO-BE context diagram shows that, compared to 
TPP, new material products are added for the ETC – 
Commodity products (from waste from the energy cycle) 
and Secondary waste. To fulfill the function of 
commodity production, conditions are necessary – the 
availability of logistics, support for the modernization of 
TPP and its transformation into an ETC (material, 
technical, financial, information and legal, 
organizational). A request for support is formed during 
the modernization of TPP. 

Successful modernization requires changes in 
legislation, in state standards and norms, in the system of 
benefits, subsidies and fines, in organizational structures 
at the state level that oversee the energy facilities 
modernization. To increase the efficiency and 
effectiveness of these changes, feed-back of the 
information-legal environment and the internal material 
and financial environment of ETC is required, which is 
reflected in the introduction of the corresponding impact 
into the TO-BE diagrams. Also added a new control 
action – Educational. The ETC development, 
implementation and operation increase the staff 
qualification requirements. 

The ETC functioning financial success depends 
directly on its adaptability: to the requirements of the 
consumer market, to the emerging market for innovative 
technology and equipment, to changing operating 
conditions. 

4.3 Specifics of using the IDEF0 standard for 
energy facilities 

Designing using IDEF standards in comparison with our 
traditional design technologies, taking into account the 
Russian Federation state technical standards, has its own 
capabilities, features, advantages and disadvantages, and 
the scope of primary applicability (Table 2). 

Table 2. Specifics of using the IDEF0 standard for energy 
facilities. 

Charact
eristics 

State standards of the 
Russian Federation IDEF0 standard 

C
ap

ab
ili

tie
s 

Detailed technical 
project 
The specification, 
drawings, conditional 
graphic designations 
(CGD) are standardized 
The feasibility study is 
performed separately 
Work schedules are 
developed separately 

A single project includes 
technical, financial, 
legal, organizational 
information 
A small amount of CGD 
- named blocks and 
arrows 
The ability to not display 
non-essential items 
Unlimited 
decomposition depth 
The ability to display the 
sequence, duration and 
cost of blocks 
The ability to display 
various points of view 
on the project, experts 
data 

Fe
at

u
re

s 

Strict guidelines for the 
drawings and text 
documents design 

Design 
recommendations 
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Сontinuation of the table 2. 
A

dv
an

ta
ge

s 

An image of technical 
objects with a 
completeness that 
allows them to be 
implemented materially 
(to build, carve, etc.) 
Unification and 
standardization of CGD 
establishes a one-to-one 
correspondence 
between circuit 
elements and equipment 
State standards 
fundamentals is taught 
in educational 
institutions 

Сoherence with 
international standards 
Simplified CGD 
Visibility and clarity for 
specialists in various 
fields of activity 

D
is

ad
va

nt
ag

es
 

This is clear only to 
technical specialists on 
the project profile 
Contain redundant 
technical information 
for the initial design 
phase 
Do not contain non-
technical information 
required at the initial 
design stage and during 
the modernization of the 
facility 

Not applicable for the 
technical implementation 
of the project 
(construction, 
manufacture of the 
object) 
Lack knowledge of 
various profiles 
specialists about the 
capabilities of standard 

A
pp

lic
at

io
n 

sc
op

e 

In
 th

e 
de

si
gn

 p
ro

ce
ss

 

At the stage of project 
implementation 
When developing 
technical solutions 
When calculating the 
criteria and indicators of 
technical and economic 
efficiency 
When choosing 
equipment 
When developing 
technical documentation 
for the implementation 
of the facility 

At the stage of 
development and 
approval of the project 
When setting goals and 
design tasks 
In the formation 
(selection) of 
performance evaluation 
criteria 
When forming the 
technological and 
organizational structure 
of an object 
When coordinating the 
project with non-
technical specialists 
(lawyers, ecologists, 
economists, etc.) 
When developing 
documentation 

A
t t

he
 e

nt
er

pr
is

e Chief engineer and 
organizational 
structures under his 
control at the enterprise 

Director of the enterprise 
Legal service 
Financial service 
Staff service, etc. 

4.4 IDEF0 standard application methodology in 
the energy facilities design 

Designing using the IDEF0 standard (as well as other 
standards of the IDEF family) is a methodological tool, 
an approach to the design process. This technique allows 
you to optimize the design process, but not its result. The 
design process in the broad sense is not only technical 

design, but also related issues inseparable from it. 
Process optimization is the reduction of time for 
coordination, taking into account various aspects and 
points of view, the ability to choose the best option 
based on a set of criteria. It does not explicitly include 
technical and economic calculations, does not affect the 
choice of specific technological schemes and brands of 
equipment (these calculations and decisions remain with 
specialists – engineers and economists), and does not 
allow us to say that the efficiency of the system is 
increased with the use of this technique. But according to 
the documents [13-15], the use of the IDEF0 standard is 
a normatively justified design stage in the Russian 
Federation, as legitimate as the application of state 
technical standards. 

The methodology for applying the IDEF0 standard in 
the design of energy facilities modernization includes the 
steps of: 

– audit: analysis of design documentation, technical 
passport and the actual condition of the facility; 

– formulation of the goals and tasks of 
modernization; 

– construction and analysis of AS-IS diagrams in the 
IDEF0 standard;. 

– development of alternative modernization projects; 
– selection and justification of a priority project (for 

example, using the Saaty method); 
– construction and analysis of TO-BE diagrams in 

the IDEF0 standard; 
– development of design documentation for the 

project implementation. 

5 Conclusions 

On the example of a functional diagram of the TPP ash 
and slag removal system modernization with the 
introduction of ash and slag processing workshop and a 
TPP structural diagram, the individual stages of the 
methodology for developing an energy facility 
modernization project to by constructing AS-IS and TO-
BE models in the IDEF0 standard are shown. The use of 
functional modeling in the IDEF0 standard is an 
effective and visual tool for displaying and analyzing the 
structure and functions of energy production facilities, 
process business planning and generation of 
modernization projects for these facilities. 

The current system of normative and technical 
documentation of the Russian Federation and the IDEF0 
standard are not alternative, since they have different 
fields of application. IDEF standards, and in particular, 
IDEF0, and technical standards should complement each 
other, which will speed up the design process and 
increase the efficiency of TPP operation. Models of the 
IDEF0 standard cannot replace traditional detailed 
technical plans and schemes, but are convenient and 
effective at the initial stage of design (planning) and can 
become the basis for the further development of detailed 
schemes in accordance with state technical and design 
standards. 
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Abstract. The paper deals with a new approach to mathematical modeling and optimization of 
cogeneration GTU and CCGT, taking into account the variable conditions of their work, developed 
at the ISEM SB RAS. An analysis was carried out of the features of using this approach in relation 
to the thermal power plants. According to this approach at mathematical modelling of the plant 
there are structural optimized parameters (affecting the design of the plant), mode optimized 
parameters (affecting the operation of the plant in the mode with partial thermal loads) and 
balancing parameters affecting solution of the system of equations in the nominal mode and in 
modes at partial loads The connection between the design calculation (at rated loads) and 
verification calculations (at partial thermal loads) is carried out through the structural 
characteristics of the plant elements, determined during the design calculation. Taking into 
account these features, the problem of optimization of continuously changing parameters of 
cogeneration TPP was formulated, focused on the use of the developed optimization method. 
New mathematical models of the elements of the thermal power plants have been created. 
Optimization technical and economic studies of the considered plants were carried out in relation 
to various climatic conditions. 

1 Introduction 

A significant part of the world's electrical energy is 
produced by thermal power plants (TPPs) that burn fossil 
fuels. A significant number of such plants operate with 
variable external conditions. This concerns changes in 
the heat loads of heating units that carry out combined 
heat and power generation, due to a change in the 
heating load proportional to the outside temperature. In 
their mathematical modeling, it is necessary to take into 
account several characteristic operating modes. In this 
case, in one typical mode (most often in a mode with 
rated loads), the so-called design calculation of the plant 
is carried out. With the given parameters of the 
thermodynamic cycle and some design parameters of the 
plant elements, the calculation of all missing design and 
other parameters is carried out, which makes it possible 
to determine the investment to the plant, the energy 
consumption for auxiliary needs, etc. This mode can be 
named as a design mode, because it defines the design 
characteristics. In other typical modes, with fully known 
design parameters of all elements, the so-called 
verification calculation is carried out, which allows, for 
given design characteristics of the TPP elements and 
external conditions, to determine the flow rates of 
working fluids and coolants and thermodynamic 
parameters at all points of the TPP technological 
scheme. It should be noted that we are talking about the 
calculations of the operating modes established in time. 
Both of these types of calculations are reduced to solving 

nonlinear systems of algebraic and transcendental 
equations. 

Optimization of TPP taking into account variable 
operating modes was considered in several works of 
ISEM SB RAS [1-4]. Optimization problems were 
formulated, and optimization calculations were carried 
out for cogeneration steam turbine, gas turbine and 
combined cycle plants using gradient methods that allow 
optimizing a large number of parameters. However, the 
cumbersomeness of the coordinated calculation of 
several modes greatly increased the optimization time 
and significantly worsened the convergence of the 
optimization process. Significant problems arose when 
using gradient optimization methods, since the 
determination of gradients due to the complexity of 
mathematical models of thermoelectric power plants is 
possible only by the finite-difference method. When 
considering several modes of operation, the errors of the 
verification calculations were superimposed on the errors 
of the design calculation, which significantly reduced the 
accuracy of determining the gradients of the objective 
function and restrictions. This significantly reduced the 
accuracy of finding the optimal solution and the stability 
of the optimization process. 

The indicated optimization problems, taking into 
account several characteristic modes of operation of the 
TPP, are inherent in the traditional approach to 
mathematical modeling and optimization of the TPP 
parameters. According to this approach, mathematical 
models of elements (heat exchangers, turbomachines, 
combustion chambers, etc.) are developed. With each 

249

mailto:julia@isem.irk.ru


 

reference to such a model, a nonlinear system of 
equations is solved that describes the corresponding 
element. As a rule, the calculation is performed by the 
iterative method. The calculation of the plant as a whole 
is reduced to an iterative process (using the same 
methods), at each iteration of which the models of the 
plant elements are sequentially addressed and the 
systems of equations for these elements are solved. 

Since all the indicated systems of equations are 
nonlinear, their exact solution is impossible, which leads 
to the previously noted errors. At the same time, an 
increase in the accuracy of solving systems leads to a 
significant increase in the time of optimization 
calculations. 

In [5], a new effective approach to mathematical 
modeling and optimization of TPP was proposed. In 
accordance with this approach, the process of solving 
nonlinear systems of equations of elements and the plant 
as a whole is transferred from the level of mathematical 
modeling to the level of optimization. In this case, all 
iterative processes are removed from the models of the 
plant elements and only the calculations of the residuals 
of the corresponding equations are left. This gives a 
dramatic improvement in the speed, convergence and 
stability of the optimization process, as well as an 
increase in the accuracy of finding the optimal solution. 

In this paper, the features of this approach are 
considered when taking into account variable operating 
conditions. 

The problem of optimizing the TPP parameters 
according to the criterion of economic efficiency 
(electricity price, heat price and internal rate of return on 
investment), taking into account several operating 
modes, according to a new approach to mathematical 
modeling of TPP, can be formulated as follows (problem 
I). 

Find 
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where elC  is the the price of electricity determined 
at a given internal rate of return on investment and the 
price of heat supplied from the TPP, yrE is the annual 

electric power supply, yrQ  is the annual heat energy 

supply, yrB is the annual fuel consumption, K  - capital 

investments into the plant, ecd  - initial economic data 
required to determine elC  (heat price, fuel price, share 
of conditionally fixed costs from capital investments, 
etc.), nmH  - nmL -th dimensional system of nonlinear 
algebraic and transcendental equations describing design 
calculations in nominal (design) mode, nmθ  - nmL -th 
dimensional vector of residuals of the system of 
equations nmH , nmx  - nmn -th dimensional vector of 
optimized parameters in the design mode (flow rate of 
working fluides, parameters of the thermodynamic cycle, 
structural parameters of elements), nmy  - nmL - 
dimensional vector of calculated balanced parameters 
responsible for the solution of the system nmH , nmd  - 
vector of constant parameters used in calculating the 

design mode, nmx , 
nm

x  - vectors whose components 
define the minimum and maximum bounds for the 
corresponding component of the vector nmx , nmG  - 

nmm -th dimensional system of inequality constraints, 
which determines the range of admissible values of 
parameters in the design mode, KS  is the vector of 
design parameters of the plant determined at design 
mode, сd  is the vector of costs of the equipment 
components, nmB , nmQ , nmN  - hourly consumption of 
equivalent fuel, hourly heat supply to consumers and 
useful electric power in design mode, respectively, ptH  
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- ptL -th dimensional system of nonlinear algebraic and 
transcendental equations describing modes with off-
design operating conditions, pt

iθ  - ptL -th dimensional 

vector of ptH -th system residuals in the i-th off-design 
mode at partial loads, pt

ix  - ptn  - dimensional vector of 
the optimized parameters in the i-th off-design mode at 
partial loads (fuel consumption, pressure in the regulated 
steam extraction of a cogeneration steam turbine, etc.), 

pt
iy  - ptL  - dimensional vector of calculated balanced 

parameters responsible for the solution of the system 
ptH  at the i-th mode at partial loads, pt

id  - vector of 
constant parameters used in the i-th off-design mode at 
partial loads, pt

iG  - ptm -th dimensional system of 
constraints - inequalities, which determines the range of 
admissible values of parameters in the i-th off-design 

mode at partial loads, ptx , 
pt

x  - vectors whose 
components define the minimum and maximum bounds 
for the corresponding components of the vectors pt

ix , 
pt

iB , pt
iN , pt

iQ  - hourly consumption of equivalent 
fuel, useful electric power and hourly heat supply in the 
i-th off-design mode at partial loads, Xn  - the number 
of modes at partial loads with carrying out verification 
calculations, nmτ is the annual duration of the design 
mode, nm

iτ  is the annual duration of the i-th off-design 

mode at partial loads, nm
jε  is the required accuracy of 

the solution at the j-th level of the system nmH , pt
jε  is 

the required accuracy of solving the j-th equation of the 
system nmH , ТРz  - constraints on relative residuals 

modules nm
j

nm
j

ε
θ

 and pt
j

pt
j

ε
θ

.  

The approach to optimization of TPP parameters 
considered in [5] in relation to problem (I) has the 
following form. In expressions (3) and (12) ТРz  is 
replaced by the parameter z. Each iteration takes two 
steps. At the first step, problem (I) is solved (taking into 
account the indicated changes). Moreover, at the first 
iteration, z takes on a large value 10 >>z . It should be 
noted that z is fixed at the first step.  

At the second step, z is added to the optimized 
parameters and the problem of minimizing z is solved 
under all conditions (8)-(21) and with an additional 

condition 
σ

tFyxFz −
≥

),(
, where σ  is the required 

accuracy of determining the optimal solution, tF  is the 
value of the objective function at the point of solving 
problem (I) at the first step. When solving the problem 
of the first step at the current iteration, the optimal value 

tz  obtained at the second step of the previous iteration 

is taken as a fixed value z. This process continues until 
the condition rt zz ≤  is met, where rz  is the required 
value of z. 

Analysis of the structure of relations between the 
parameters of design and verification calculations shows 
that a change in any component of vectors nmx  and 

nmy , with constant values of all components of vectors 
nm
iy  and nmy , will affect the result of all verification 

calculations. This is due to the connection on the vector 
KS . Therefore, among partial derivatives of the form 
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, there will be non-zero 

elements. This, in turn, requires determining partial 
derivatives of software and performing both design and 
all verification calculations. This, in turn, requires the 
performance of both design and all verification 
calculations when determining the partial derivatives 
with respect to nm

jx  and nm
ly . On the contrary, changing 

the components of the vectors pt
ix  and pt

iy  with the 

values of nmx  and nmy  unchanged and the parameters 

of pt
jx  will only change the results of the i-th 

verification calculation. Therefore, the partial derivatives 
of all functions, except for the derivatives of vector 
functions pt

iθ , pt
ig , and scalar functions pt

iB , pt
iN , 

pt
iQ  will be equal to zero. Thus, when determining the 

partial derivatives with respect to the components of the 
vectors pt

ix  and pt
iy , it is sufficient to carry out a 

verification calculation of this mode only. This makes it 
possible to reduce significantly the amount of 
computations when determining derivatives using the 
finite-difference method. 

An important means of speeding up optimization 
calculations is the use of parallel calculations. In the 
optimization algorithm used in this work, there are two 
stages where such an application can have a significant 
effect. This primarily refers to the calculation of the 
objective function gradients and constraint gradients by 
the finite-difference method. The calculation of the 
partial derivative of some function f with respect to the i-
th component of some vector ix  is carried out by the 
expression for the central difference of the form 

i
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where njx j ,...,1,...0 =  are the values of the j-th 

component of the vector x at the base point, ix∆  is a 
trial step along the i-th component of the vector x . After 
the base point 0x  is known, the determination of partial 
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derivatives of an arbitrary function f over all components 
of the vector x  can occur independently, and two 
calculations of the function f must be performed to 
determine one partial derivative. In one calculation, the 
i-th parameter of the vector x  takes the value 

ii xx ∆+0 , and in the other calculation - ii xx ∆−0 . In 
relation to the considered TPPs optimization, the 
derivatives are found over the components of 
independent vectors re

nm
i

nm
i

nmnm niyxyx ,...1,,,, = . 
Given the dimension of these vectors, the calculation of 
partial derivatives can be divided into 

)( nmnmXnmnm LnnLn +++  parallel branches. . At 
the same time, two calculations must be performed on 
each branch, including the determination of all residuals 
and inequality constraints, as well as the objective 
function. Taking into account the above-mentioned 
feature of the relationship between the design and 
verification calculations, both design and verification 
calculations are performed when determining derivatives 
from the components of vectors nmx  and nmy . When 
determining derivatives from the components of vectors 

pt
ix  and pt

iy , only the i-th verification calculation is 
performed.  

Another stage of the optimization algorithm, which 
allows organizing parallel computations, is one-
dimensional minimization along the chosen direction. It 
should be noted that the methods of half division, 
tangents and their combinations often used at this stage 
do not allow parallel calculations, since the choice of the 
current point along the direction of descent depends on 
the choice of the point in the previous step. 

In this paper, we use a one-dimensional 
minimization method that does not have this drawback. 
After the descent direction S is selected from the point 

0x , any point x  along this direction is determined from 
the expression Sxx ⋅+= λ0  , where λ  is a positive 
scalar value (step along the direction S). Since the 
interior point method is used for optimization, the 
condition 0)( 0 >xψ  is always satisfied, where ψ  is a 
vector function of all constraints - inequalities of the 
problem. By linearizing the vector function ψ  at the 

point 0x , it is easy to determine the maximum step 
maxλ  for meeting the condition 0)( 0 ≥xψ . The value 

1
max

+
=∆

n
λλ  is determined and n-steps ii ⋅∆= λλ , 

ni ,...,1=  are found. The coordinates of the points 

Sxx ⋅+= λ0 , ni ,...,1=  are determined. At all 

points ix , design and verification calculations of the 
plant are carried out. The search is performed for a valid 
point where all constraints are met as strict inequalities, 
and the objective function reaches the lowest value 
among n points. Calculations of all n points are 
independent and can be performed on parallel branches.  

It should be noted that in order to transfer the 
solution of systems of equations from the level of 
mathematical models, it is necessary to remove from 
them all computational cycles used to organize iterative 
processes. In the element model, only the residuals of its 
system of equations are calculated, which are the 
information-output parameters of the model. The 
variables that, in the traditional construction of the 
model, were determined as a result of solving the system 
of equations (balancing variables) are the information-
input parameters of the model. Changing these variables 
allows you to reduce the values of the residuals modules 
to the required level. As already noted, according to the 
developed optimization method, the balancing variables 
act as additional optimized parameters. On the basis of 
these principles, mathematical models of the elements of 
technological schemes presented below were developed. 

 
2 Optimization of operating modes of 
cogeneration gas turbine and combined 
cycle power plants 

 
2.1 Optimization studies of the 

cogeneration gas turbine unit 
 

Optimization studies of a cogeneration gas turbine 
unit (GTU) (Fig. 1) were carried out for two variants of 
climatic conditions. One nominal mode (design 
calculation), three modes at partial heat loads and one 
mode at a load on hot water supply only (non-heating 
period) were considered, in which verification 
calculations were carried out.  
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Fig: 1. Design flow diagram of the cogeneration gas turbine 
unit. 
1 – air compressor, 2 – combustion chamber, 3 – gas turbine, 4 
– waste heat boiler, 5 – contact heat exchanger, 6 – water 
heater, 7-9 – pumps, 10 – additional combustion chamber. 

 
As an optimization criterion when conducting 

optimization studies, the price of electricity was taken at 
a given price of supplied heat and an internal rate of 
return on investment, which determines the level of 
economic efficiency of the investment project, and also 
the optimized parameters of the cycle in the nominal 
mode, design and mode optimized parameters, the 
number of which for each gas turbine had 11, 12 and 25 
parameters, respectively. In the design mode, the list of 
parameters to be optimized included: the calculated heat 
load of the consumer; fuel consumption; internal, 
external diameters and pipe pitches of the heating 
surfaces of the waste heat boiler and heat exchangers; 
mass water velocities; gas pressure at the outlet of the air 
compressor; gas temperature at the gas turbine inlet; the 
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share of the flow rate of exhaust gases from their total 
flow after the gas turbine going to the waste heat boiler. 
As regime optimized parameters in characteristic modes 
(verification calculations) were taken: fuel consumption; 
heating water consumption of the heating water make-up 
heater; gas temperature at the gas turbine inlet; the share 
of the flow rate of exhaust gases from their total flow 
after the gas turbine going to the waste heat boiler. 
Restrictions were imposed on the maximum permissible 
gas temperature at the gas turbine inlet, the non-
negativity of the temperature head in the waste heat 
boiler, and on the mechanical stresses of the metal of the 
heat exchanger pipes. The number of imposed 
restrictions for power plants in each of the regions under 
consideration is 268 parameters. 

Optimization calculations were carried out under 
the following conditions. The range of variation of the 
electrical power of the gas turbine was taken equal to 50-
60 MW. The design outdoor temperature for the heating 
system for option 1 was taken as -25 °C, for option 2 it 
was -55 °C, the temperature chart of the heating network 
for option 1 was taken as 120/70 °C, for option 2 it was 
150/70 °C. The heating period was divided into three 
intervals. For option 1, the duration of heating periods 
was 418 hours, 1316 hours, 3176 hours, the design 
outdoor temperature during these periods: 20 °C, -10 °C, 
1.5 °C, respectively. For option 2, the duration of the 
heating periods was 1617 hours, 2262 hours, 2217 hours, 
the design outdoor temperature during these periods: -40 
°C, -20 °C, 2 °C, respectively. The durations of non-
heating periods were taken as 3850 hours and 2664 
hours. The maximum permissible value of the gas 
temperature in front of the gas turbine is 14500С. When 
calculating the capital investments of the GTU, the 
following initial information was taken. Specific costs: 
gas turbine – 70 dollars/kW (per unit of maximum full 
power of the gas turbine), air compressor – 50 
dollars/kW, turbine electric generator, pumps – 60 
dollars/kW, heat exchangers made of carbon steel – 7000 
dollars/ton, from steel 20000 - 21000 dollars/ton, 
electrical equipment 192 dollars/kW, systems depending 
on fuel consumption 240000 dollars/(ton/h). The internal 
rate of return on capital investments is 0.15, the 
coefficient of accounting for construction costs is 1.6; 
coefficient taking into account unforeseen costs – 1.03; 
coefficient taking into account other costs – 1.3; the 
coefficient of price adjustment for equipment – 1.65; 
coefficient taking into account the cost of unaccounted 
equipment – 1.1. The coefficient of the increase in the 
cost of construction in the climatic conditions of option 2 
is taken equal to 1.52. The studies were carried out at 
fuel prices: for option 1 – 100 dollars/tce, for option 2 - 
175 dollars/tce. 

The main annual indicators for calculating the 
modes of the cogeneration gas turbine plant are given in 
table 1. 
Table 1. The main annual indicators of the GTU 

Main indicators Options 
1 2 

Price for heat energy, dollars/Gcal 20,0 30, 0 
Price for electricity, cents/kW 3,05 5,44 

Specific investments, dollars/kW 537,8 774,2 
Annual fuel consumption, thousands 
ton ce 187,7 183,5 

Annual power consumption, 
thousands MWh 468,18 480,2 

Annual heat consumption, thousands 
Gcal 608,1 590,0 

Utilization ratio of heat fuel 0,77 0,78 
Specific consumption of conventional 
fuel for heat release, kg ce/ Gcal 153,6 153,6 

Specific consumption of conventional 
fuel for electricity supply, g ce/kWh 201,4 193,6 

Annual fuel consumption of the 1st 
combustion chamber of the gas 
turbine, thousands ton ce 

166,3 167,4 

Annual fuel consumption of the 2nd 
combustion chamber of the gas 
turbine, thousands ton ce 

21,4 16,1 

 
Analysis of the results of optimization studies of 

GTU operating modes in both regions showed the 
following. The heat load of power plants is covered by 
heating the network water in the heat recovery boiler 
without attracting a peak source. With the fuel and heat 
prices taken into account, the electricity price was: for 
option 1 – 3.05 cents/kWh, for option 2 – 5.44 cents/ 
kWh, respectively. The coefficient of fuel heat 
utilization is equal to: for option 1 – 0.77, for option 2 – 
0.78; the specific investment for option 1 – 537.8 
dollars/kW, option 2 – 774.2 dollars/kW. The cost of 
conventional fuel for electricity supply: for option 1 – 
201.4 g ce/kWh, for option 2 – 193.6 g ce/kWh. The 
maximum useful electrical power from both the gas 
turbine in design operating mode reaches 60 MW. 

 
2.2 Optimization studies of cogeneration 

combined cycle power plant  
 
The application of the new approach to the 

modeling of power plants is presented by the example of 
optimization of the parameters of the cogeneration 
combined cycle power plant, the diagram of which is 
shown in Fig. 2. 
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Fig: 2. Design flow diagram of the cogeneration CCGT. 
1, 2 – air compressors, 3 – combustion chamber of a gas 
turbine, 4, 5 – sections of a gas turbine, 6, 8 – stages of a 
convective steam reheater, 7,9 – stages of an intermediate 
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steam reheater, 10, 12 – high and low pressure evaporators, 
11, 13 – water economizer stages, 14 – feed water pump, 15-
18, 20 – steam turbine compartments, 19 – regulating 
diaphragm, 21 – circulation pump, 22 – condenser, 23.24 – 
network heaters, 25 – peaking water boilers, 26 – heat 
consumer, 27,28,29 – pumps. 
 

The plant includes a gas turbine unit with air 
extraction from the compressor for cooling the nozzle 
and rotor blades of the GT, a waste-heat boiler using 
combustion products, a cogeneration steam turbine, and 
a peak hot water boiler.  

The mathematical model of the plant as a whole 
includes new mathematical models (without iterative 
cycles) of its elements - gas turbines, air compressors, 
convective gas-water heat exchangers on combustion 
products, sections of a steam turbine, and a condenser. 
The following parameters were optimized: heat load of 
the consumer in the design mode, fuel consumption into 
the combustion chamber, diameters, pipe pitches of heat 
exchangers of the waste heat boiler, mass velocities of 
water (steam) in them, enthalpy of water (steam) at the 
outlet, width and depth of the flue, pressure and enthalpy 
of live steam, circulation ratio in circuits with drums - 
separators, etc. The limitations that determine the area of 
physically and technically permissible operation of the 
plant: on mechanical stresses and the limiting 
temperature of the metal of heat exchanger pipes, non-
negativity of temperature head at the gas inlet and outlet, 
flow rates of working fluids etc. were taken into account. 
The general calculation model contains 487 optimized 
and balancing parameters (131 in the design calculation 
and 89 in each verification calculation) and 589 
inequality constraints (112 in the design calculation and 
118 in each verification calculation). 

As an efficiency criterion for optimization, the 
price of electricity was used at a given internal rate of 
return on investment. The design outdoor temperatures 
and the duration of the heating periods are taken the 
same as in the optimization calculations of the GTU. The 
results of optimization calculations are presented in 
Table 2 (flow rates, pressures and temperatures at 
various points of the flowchart are given for the mode 
with the rated load). 

 
Table 2. Technical and economic indicators of TPP 

Main indicators Value 
 Option 

1  
Option 

2 
Gas temperature at the exit of the 
combustion chamber, °C 

1300 1300 

Gas temperature at the inlet of the 
heat recovery boiler, °C 

693 689 

Temperature of live steam, °C 488 504 
Pressure of live steam, MPa 13,0 13,8 
Consumption of live steam, kg/s 80,4 90,5 
Temperature of reheat steam, °C 472 490 
Pressure of reheat steam, MPa 3,5 3,6 
Consumption of reheat steam, kg/s 80,4 90,5 
Annual fuel consumption, 
thousands ton ce 

450,6 557,6 

Steam pressure in the 2nd heater, 0,09 0,11 

MPa 
Steam pressure in the 1st heater, 
MPa 

0,06 0,078 

Steam pressure in the condenser, 
MPa 

0,0038 0,0037 

Calculated heat load, Gcal/h 376,2 351,7 
Capacity, MW 353 364,4 
Price for electricity, cents/kWh 8,09 8,64 
Specific investments, dollars/kW 1596 1603 
Extraction factor 0,62 0,73 

 
Conclusions 
Application of a new effective approach to 

optimization of parameters of thermal power plants 
operating with variable external conditions is presented. 
In accordance with this approach, the process of solving 
nonlinear systems of equations of elements and the plant 
as a whole is transferred from the level of mathematical 
modeling to the level of optimization. New mathematical 
models of the elements of the thermal power plants have 
been created, focused on performing design and 
verification calculations. Optimization technical and 
economic studies of the considered thermal power plants 
in various climatic conditions were carried out. 

This study was carried out at Melentiev Energy Systems 
Institute of Siberian Branch of the Russian Academy of 
Science (ESI SB RAS) (Irkutsk, Russia) and supported by the 
grant of the Russian Science Foundation (project No. 16-19-
10174). 
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1 Introduction  

In recent years, methods of natural language processing 
and semantic analysis have been actively developing, 
which makes it possible to use them to solve problems of 
scientific and technological forecasting. These methods 
are also applied in the energy technology research area. 
The use of Data Science methods in high-tech industries 
can significantly increase the efficiency of management 
decisions. Such an approach to the management of 
individual organizations at various levels are called “data-
driven management”. When implementing this approach, 
specialized information and analytical departments are 
created in organizations under the leadership of CDO 
(Chief Digital Officer / Chief Data Officer). The opinion 
of CDO is key in matters of company development, 
identification of new business opportunities, ensuring 
entry into new market segments, bringing fundamentally 
new products, services and services to the market, etc. The 
main source for making management decisions is the 
results of the analysis of information and data collected 
from various sources. These are analysed to identify 
existing and emerging trends and shorten the response 
time to them, which reduces material losses, increases 
profits and ensures the sustainable development of the 
company. Ignoring technical and economic trends can be 
fatal or cause significant financial damage, examples of 
such companies are Polaroid, Kodak, Motorola, 3Com, 
Sun Microsystems. 

The application of the described approach is relevant 
when solving forecasting problems and organizing 
monitoring of innovative technological solutions in any 
sector of the national economy, and especially for the 
development of the energy infrastructure of Russia. The 
energy infrastructure is the basis for the functioning of 
other industries, the results of which are ultimately aimed 

at improving the quality of life of the population. 
Predictive methods for the development of the energy 
industry, based on traditional mathematical models and 
software systems, are not always effective in conditions 
of uncertainty and lack of the necessary reliable 
information for the available models. The involvement of 
intelligent methods of semantic analysis, machine 
learning and Big Data technology to create tools that 
facilitate the work of experts and tools that perform 
preliminary processing of information analysed by 
experts is relevant. 

2 Related Works 

Forecasting as a method of research is used in the domain 
of Energy Infrastructure to study the development and 
functioning. In [1], authors considered the technological 
prospects of various directions of decisions of the problem 
of resource restrictions of the development of wind and 
solar energy. From that were drawn conclusions on the 
prospects of development of the Russian high-tech sectors 
of the Energy Industry and Economy. In addition, there is 
the problem of comparatively low installed capacity 
utilization of wind turbines in Russia [2]. Unfortunately, 
in view of the peculiarities of Russia's energy sector, the 
use of biofuel does not have any significant distribution. 
However, the use of biofuels is being actively studied in 
other countries of Europe and Asia [3, 4]. 

In [5] authors propose a language-independent 
semantic method for implementing an extractive multi-
document summarizer system by using a combination of 
statistical, machine learning based, and graph-based 
methods. The author tool set learns the semantic 
representation of words from a set of given documents via 
word2vec method. 
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Also, Artificial Intelligence techniques successfully 

for forecasting the conduct of separate energy 
technologies. In [6], authors use patent indicators to 
predict the technological advances in Hydrogen Storage 
Materials (HSM). The patent analysis was carried out 
using bibliometrics and Text Mining approaches in order 
to forecast the future trend of development. Authors 
evaluated the technological life cycle stage, HSM class 
prominence, and the role of different countries in HSM 
patenting. They suggested that the life cycle stage of HSM 
is near market deployment.  

The importance of knowledge sharing and the impact 
of this process on innovation are reviewed in [7]. Authors 
note that dialogue is the main tool for turning knowledge 
into innovation. This knowledge is also shared to 
stimulate innovation. Authors determined from the key 
topic analysis that the most established topics are open 
innovation, knowledge transfer, and absorptive capacity. 
This last concept facilitates that organizations identify and 
interiorize external knowledge that contributes to the 
achievement of institutional goals. 

Employees of the Melentiev Energy Systems Institute 
of Siberian Branch of the Russian Academy of Sciences 
(ESI SB RAS) are engaged in the development of 
intelligent methods and tools to support decision-making 
in the field of energy research as well. Researchers use 
methods based on intelligent semantic technologies for 
searching, extracting and analysing heterogeneous data 
from electronic sources of information in accordance with 
the Big Data concept. [8-10] 

3 Approaches for Natural language 
processing 

There are many natural language processing methods 
used in information systems. All methods can be roughly 
divided into two large groups: statistical and linguistic 
methods. [11] 

Statistical methods are based on the analysis of the 
frequency of occurrence of words: counting the number 
of occurrences of words in various fragments, the 
distribution of frequency across documents, etc. 
Linguistic analysis, on the other hand, is based on 
identifying individual words, analysing their 
morphological features, syntactic and semantic analysis 
of text fragments. 

Stemming technology plays an important role in 
improving the analysis results and reducing the search 
area. Stemming allows you to identify the basis of a word, 
to associate many forms of the same word with each other, 
which makes it much easier to process text arrays. An 
important feature of stemming is its dependence on the 
language, since the word formation rules for each natural 
language are usually specific. The best results are 
obtained with stemming based on pre-calculated tables 
and dictionaries. However, this approach also has some 
difficulties: it is impossible to determine the stem of a new 
word that has not been previously processed. 

One of the most common statistical measures is TF-
IDF. TF is Term Frequency. IDF stands for Inverse 

Document Frequency. The TF-IDF measure allows you to 
assess the importance of a word in the context of a 
document, which is included in a collection of documents 
(corpus). TF-IDF of a word is proportional to the 
frequency of the word in the document and inversely 
proportional to the frequency of the word in all documents 
in the corpus. The TF-IDF measure makes it quite easy to 
separate words from general vocabulary from specific 
terms. However, an improperly selected corpus greatly 
affects the TF-IDF gauge. One of the main uses of TF-
IDF is the vector representation of documents in a 
collection. 

Another statistical analysis method is word2vec. This 
algorithm allows you to represent words as a 
multicomponent vector. Word2vec was developed by 
Google in 2013 and has been reflected in commercial 
projects of many companies. Word2vec is based on a 
collection of artificial neural network models designed to 
generate vector representations of words in natural 
language. Word2vec uses a large collection of text 
documents as input and maps each word to an N-vector. 
The resulting vectors allow calculating the semantic 
proximity of words. 

The most common in the field of data analysis are two 
languages - Python and R. 

Python's popularity is driven by a large number of 
libraries. One of the more interesting libraries for 
linguistic analysis of Python texts is the Natural Language 
Toolkit (NLTK). The NLTK library includes many tools 
for corpus management and analysis. 

To solve the problem of supporting the forecasting of 
the innovative development of the energy infrastructure, 
both statistical and linguistic methods of text processing 
were used. After the construction of the terminological 
dictionary of the subject area, vector representations were 
calculated for its elements. When processing arrays of 
textual data, at the first stage, filtering and separation from 
frequently used words and other similar language 
elements were performed. Then the classification and 
semantic comparison with the elements of ontologies was 
performed. Further, the obtained characteristics of each 
document were processed statistically in order to identify 
general trends and patterns. 

4 Semantic analysis of Big Data 

Linked Open Data from state information systems, as well 
as from some commercial systems, are used as sources of 
information to predict the innovative development of 
energy infrastructure. All of these sources can contain 
potentially interesting information, but there can also be 
information noise. Examples of such sources are 
databases of scientific publications, conducted research, 
the results of intellectual activity, etc. Such sources, as a 
rule, adhere to a certain structure of the published data, 
and therefore can be processed using software adapters. 
In addition, Internet search engines can be used to search 
for unstructured but potentially interesting information for 
researchers. After the automatic acquisition of 
information, the results are analysed, classified and 
subsequently evaluated. 
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Scanning information sources regularly allows not 
only filling the knowledge store but also tracking the 
dynamics of changes in qualitative and quantitative 
indicators based on cognitive models. Analysis of the 
results of the issuance of Internet search engines allows 
you to assess information interest and track trends in 
technology development since the order and search results 
depend on the interest of many users. The technology for 
organisation monitoring of open and big data is based on 
the use of a pool of crawlers (software robots) specific to 
certain types of information resources. The main task of 
search robots is to extract and unify information about 
resources. It is necessary to perform some stages to 
analyse information posted on various sites. The first step 
is to get links to such sites. Today there are well-known 
information retrieval systems that are widespread on the 
Internet and have indexed information resources. The 
work of crawlers is based on extracting primary 
information from the databases of such search engines: at 
this stage, you can get the resource address, title and 
description. Then a detailed analysis of the content of the 
resource obtained from the found address is performed. 

In the structure of the subsystem for information 
retrieval and analysis of open sources, two types of nodes 
can be distinguished: operational and control. The main 
task of operational nodes is to ensure the work of crawlers 
and data adapters. Control nodes are responsible for 
setting tasks for operational nodes, overall coordination 
and agreement of results. Due to its specifics, the task of 
information retrieval and analysis can be divided into 
many parallel processes, while the number of operational 
nodes can be large enough, which will increase the power 
of the information retrieval and analysis subsystem. Thus, 
it is advisable to locate some components for search in 
data centres (as close as possible to the backbone 
communication channels). In data centres on rented 
computing resources, clusters of data adapters that 
process structured sources of open data on demand and 
crawler farms that scan the Internet space are deployed. 
When testing data collection, the control node locate in 
Eastern Siberia, where connection to large trunk 
communication channels is difficult, operational nodes 
were located at traffic exchange points and were 
geographically locate in Central Europe. 

5 Knowledge integration based on 
ontologies 

When justifying decision-making on the paths of 
innovative development, due to the complexity and 
multifactorial nature of the estimates and options 
obtained, a rational approach is a combination of 
formalized methods and the informal experience of 
experts. The results obtained at each stage should be 
presented in a comfortable and easily perceived form both 
for experts and, as a result, for a decision-maker. This 
feature is very important. Using the visual analytics 
apparatus allows you to get such an idea. Visual analytics 
tools make it possible to evaluate in detail the main data 
sets for substantiating the innovative development of the 
energy sector: by research and development in the field of 

energy technologies, by the composition and topology of 
connections, by intensity and significance, by activity 
centres and other parameters presented in various 
analytical sections. Also, researchers perform 
visualization of solutions to multi-criteria problems on a 
variety of predefined scenarios. The scenario approach 
reduces the uncertainty factors of external and internal 
conditions at the stages of choosing a solution. 

The integration of information and knowledge 
obtained from various sources is carried out based on a 
system of ontologies. Semantic integration uses a 
common conceptual framework for mapping (linking) 
individual elements based on it. An ontological space that 
includes a collection of ontologies does this. The system 
of ontologies consists of the ontologies of the fuel and 
energy complex, energy industries and individual energy 
technologies, energy research. The ontology system is the 
main component of the search engine, based on which the 
domain setting and allow to make a knowledge 
integration. 

The ontology of energy technologies describes a 
hierarchical end-to-end conceptual model of the subject 
area that describes the object of research, specifies the 
structure of energy technologies, levels and slices of their 
consideration. The ontology of energy technology 
indicators describes the classification of technical, 
economic, environmental and social indicators of energy 
technologies, contains a description of the models of 
aggregation, generalization, comparison and use of 
technology indicators.  

The main indicators include the level of technology 
maturity, the intensity of R&D in the main and related 
areas, the growth of application potential, key countries 
and organizations, technical barriers, and trends. The 
ontology defines the current forecast and limit values of 
indicators. Indicators are used in the selection of 
promising technologies for subsequent systemic 
consideration. 

Ontologies describe the hierarchy of energy 
technologies with sufficient detailing of their components 
and interrelationships at different levels (resources, 
functions, types of energy conversion, consumer services, 
infrastructure, management, etc.); specifications of 
technologies or their characteristics for technical and 
economic efficiency; specifications of the full life cycle 
of energy technology (Life Cycle Assessment); 
specifications of socio-economic factors; specifications of 
indicators of innovative technology development; define 
a conceptual basis with bilingual reference and synonyms 
for concepts of all levels. 

A fragment of a bilingual ontology is shown in Figure 
1. 
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Fig. 1. Fragment of the bilinguistical ontology of energy technologies. 
 
During the data collection process, more than 2 

million primary documents were obtained from various 
open sources, more than 450 thousand documents were 
identified and classified based on the built ontology 
system. The knowledge portal organises access to 
information on 135 thousand scientific articles on energy 
systems published in 2009-2019. And about 213 thousand 
valid patents issued in different countries in 2009-2019, 
the application of which is possible in the field of energy.  

The author analysed information on advanced 
research in the field of energy. A sharp increase in China’s 
work in the field of energy and related engineering and 
materials science over the past 5 years has been revealed. 
Such an increase in scientific interest and the number of 
patents indicates improvements in existing and the 
creation of new mobile sources of electricity (high-
capacity batteries) and, possibly, superconductors. 
Practical results will allow China to make a significant 
contribution to the development of the global electric car 
market in the next 5-7 years. 

6. Conclusion 

Natural language processing and semantic analysis of Big 
Data can be successfully applied to predict the innovative 
development of energy infrastructure. Also, these 
methods can be applied in solving scientific and practical 
problems of a similar class in other subject areas. 
Application of these methods and tools will facilitate 
preparation and increase the validity of advanced 
recommendations and decisions in the field of strategic 
energy development. These methods provide the 
organization of monitoring of innovative scientific and 
technical solutions and technologies in the energy sector, 
including their assessment of their effectiveness and 
feasibility, taking into account the characteristics and 
needs of the economy. 

The author is grateful to the Russian Foundation for Basic 
Research (RFBR) for financial support. The reported study was 
funded by RFBR, project number 20-07-00994. 
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Abstract. The advantages of thermoelectric generator (TEG) are the absence of moving parts, reliability, 
long service life, the possibility of fully automatic operation without maintenance. At the same time, TEGs 
also have disadvantages - low efficiency and high cost. In this regard, it is advisable to use them in autonomous 
installations of small power, as well as in devices intended mainly for heat supply, when the low efficiency 
of thermal energy conversion into electrical energy does not play a role. It is the latter case that is realized in 
furnaces that burn biomass. In this paper, we consider the main physical effects due to which the direct 
conversion of thermal energy into electrical energy occurs in semiconductor thermoelements. The conjugate 
problem of heat and electric charge transfer with temperature-dependent properties of a semiconductor is 
reduced to a problem with constant properties. Based on the literature data, the boundary conditions for the 
TEG were selected, its sizes were optimized, current-voltage characteristics were constructed, and the 
maximum power and efficiency were determined. Estimates of the cost and economic efficiency of using 
TEG are made. 

1 Introduction   

Most technologies for using wood biomass for power 
supply to consumers include the stages of thermal and 
then mechanical energy production. Mechanical energy is 
converted into electrical energy in electromechanical 
generators.  

There are technologies that make it possible to obtain 
electrical energy without preliminary production 
mechanical energy. One of these technologies is the direct 
conversion of thermal energy into electrical energy in 
thermoelectric generators (TEG) [1, 2]. It uses 
thermoelectric effects: a) the temperature gradient in a 
solid causes diffusion of the electric charge carriers (in a 
semiconductor – electrons and holes), i.e. electric current; 
b) electric current is accompanied by heat generation or 
absorption. 

The main thermoelectric effects – Seebeck, Peltier and 
Thomson – were discovered in the XIX century. 
Subsequently, it turned out that TEG of metal 
thermocouples have too low efficiency. At the same time, 
the use of semiconductor materials, including those with 
a variable doping profile or composed of separate 
segments, each optimized for the corresponding 
temperature range, made it possible to achieve an 
efficiency of up to 12-15% [3].  

TEGs do not have moving parts, can operate without 
maintenance for a long time, they are compact, reliable, 
noiseless and environmentally-friendly power sources. At 
the same time, TEGs have disadvantages - high cost and 
low efficiency. These features have identified the 
application areas of TEG: space and ground power plants 

of low power, including those with nuclear heat sources 
(reactors and radioisotope sources). Such installations are 
designed for long-term operation without maintenance 
and therefore more important characteristics than 
efficiency are reliability, weight, specific energy content, 
specific power, etc. 

Other options for using low-efficiency power sources 
are for electrochemical protection of gas pipelines against 
corrosion when fuel is available in excess [3, 4], or for 
heat recovery, which is normally lost in the surrounding 
space [5]. For example, TEG designs have been 
developed for utilizing heat from exhaust gases from cars 
[6, 7] or heat that is lost during combustion or gasification 
of biomass [8, 9]. 

Thermoelectric generators make it possible to create 
new commercially attractive systems that use waste heat 
and renewable energy resources [10, 11]. Wood biomass 
is an important source of renewable energy, the use of 
which in the global energy sector is increasing. Utilization 
of waste from industrial timber harvesting and its 
processing through energy use has a positive effect on the 
environmental situation and in some cases allows 
increasing the reliability and efficiency of heat and power 
supply to consumers. Combining the TEG with biomass 
stoves allows the generation of electrical energy using 
waste heat. 

The systems proposed for this in the literature [12-14] 
are designed mainly for the use of standard thermoelectric 
modules with a fixed design. It is of interest to evaluate 
the ultimate characteristics of such devices that can be 
achieved by optimizing their design. The purpose of this 
work is the formation of a mathematical model of TEG 
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that recovers heat generated during the combustion of 
biomass, the choice of boundary conditions for the 
equations of heat and electric charge transfer, the 
calculation of energy and economic characteristics, and 
the optimization of the TEG design. 

2 Design of semiconductor power 
sources   

A thermoelectric generator is a solid state heat engine that 
uses electrons and holes as a working fluid to directly 
convert thermal energy into electrical energy. 
Thermoelectric generators consist of p- and n-types 
semiconductor legs joined into thermoelements 
(thermocouples) by metal plates (Fig. 1). The 
thermoelements are thermally and electrically insulated 
from their surroundings. The heat flux passes through the 
thermoelements from the hot junction to the cold one. The 
electrical energy generated from the thermal energy does 
work on an external load; the remainder of the thermal 
energy is rejected from the cold junction. 
 

 
 
Fig. 1. Thermoelement consisting of two semiconductor legs (p- 
and n-type): q is the heat flux density, T is the temperature, j is 
the electric current density; subscripts: 0 – cold junction, 1 – hot 
junction.  
 

Several thermoelements form thermoelectric batteries 
which can be used both separately and be connected with 
one another in series-parallel electrical and thermal 
circuits (Fig 2). Heat conductors simultaneously serve as 
electrical insulators, preventing the short circuit through 
the framework. Thermal insulation reduces parasitic heat 
transfer between the heat source and the heat sink, and 

also protects the semiconductor alloy from evaporation 
and chemical interactions at high temperatures. 

A thermoelectric generator consists of a set of 
thermoelectric batteries, a heat source and a cooling 
system. The manufacturing of the TEG from separate 
interchangeable batteries makes it possible to simplify 
assembly, control the generator quality and increase its 
reliability.  

Liquids or gases can be used to transfer heat to TEG 
hot junctions and to remove heat from cold junctions. Fig. 
3 represents one of the variants of a space power plant 
with a TEG [2]. 
 

 
 
Fig. 2.  Thermoelectric battery: 1 – semiconductor legs, 2 – 
metal buses, 3 – heat conductor, 4 – heat insulation. 

3 Thermoelectric phenomena   

In an unevenly heated continuous medium, in addition to 
heat flux the temperature difference causes diffusion of 
the electric charge carriers, i.e. electric current. Electric 
current in turn is accompanied by heat generation or 
absorption. 

The dependences of the electric current density j and 
heat flux density q on the temperature gradients T and 
potential ϕ  have the following form [15]: 

𝒋𝒋 = −(1/𝜌𝜌)(𝛼𝛼∇𝑇𝑇 + ∇𝜑𝜑)                        (1) 

𝒒𝒒 = −𝜅𝜅∇T + 𝛼𝛼𝑇𝑇𝒋𝒋                               (2) 

where α is the thermoelectric power (Seebeck 
coefficient), κ is the thermal conductivity and ρ is the 
electrical resistivity. Thermoelectric material properties α, 
κ and ρ depend on temperature and coordinate.

 
 
 
Fig. 3.  Diagram of a power plant with a thermoelectric generator: 1 – heat source (nuclear reactor), 2 – hot fluid, 3 – pump, 4 – TEG 
pumping section, 5 – TEG main section, 6 – cold fluid, 7 – radiator. 
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In steady state conditions, the governing equations result 
from the principles of conservation of charge and energy 
[15] 

∇𝒋𝒋 = 0                                       (3) 

∇(𝒒𝒒 + 𝜑𝜑𝒋𝒋) = 0                                 (4) 

Solving differential equations (3) and (4) with the 
appropriate boundary conditions, one can find the 
temperature and potential distributions, and then 
determine the heat flux through the considered surface S 

𝑄𝑄 = ∫ (𝒒𝒒𝒒𝒒)𝑑𝑑𝑑𝑑𝑆𝑆     (5) 

 
electric current   

𝐽𝐽 = ∫ (𝒋𝒋𝒒𝒒)𝑑𝑑𝑑𝑑𝑆𝑆     (6) 

and other characteristics. Here n is the outward normal. 

4 Energy characteristics of 
thermocouple legs 

Let us assume that a) the semiconductor leg is 
homogeneous and isotropic, b) the problem is static and 
one-dimensional and c) thermoelectric material properties 
α, κ and ρ are constant (independent of temperature).  

With constant material properties, the one-
dimensional conjugate problem of heat and electric 
charge transfer has an exact analytical solution. From 
system (1) - (4) with boundary conditions 

� 𝑇𝑇
(0) = 𝑇𝑇0,          𝑇𝑇(𝑙𝑙) = 𝑇𝑇1,

  𝜑𝜑(0) = 𝜑𝜑0,         𝜑𝜑(𝑙𝑙) = 𝜑𝜑1                  (7) 

where l is the length of the thermoelement leg, there 
follow the dependence of the temperature on the 
coordinate x (0 ≤  x  ≤ l)  

              𝑇𝑇(𝑥𝑥) = 𝑇𝑇0 + (𝑇𝑇1 − 𝑇𝑇0)(𝑥𝑥/𝑙𝑙) +   

                 +(1/2)(𝑗𝑗2𝜌𝜌/𝜅𝜅)(𝑙𝑙 − 𝑥𝑥)𝑥𝑥   (8) 

heat flux density at the boundaries x = 0 and x = l (heat 
balance equations) 

𝑞𝑞0 ≡ 𝑞𝑞(0) = [𝜅𝜅𝑑𝑑𝑇𝑇/𝑑𝑑𝑥𝑥 + 𝑗𝑗𝛼𝛼𝑇𝑇]𝑥𝑥=0 =        

=  𝜅𝜅(𝑇𝑇1 − 𝑇𝑇0)/𝑙𝑙 + 𝑗𝑗𝛼𝛼𝑇𝑇0 + (1/2)𝑗𝑗2𝜌𝜌𝑙𝑙      (9) 

𝑞𝑞1 ≡ 𝑞𝑞(𝑙𝑙) = [𝜅𝜅𝑑𝑑𝑇𝑇/𝑑𝑑𝑥𝑥 + 𝑗𝑗𝛼𝛼𝑇𝑇]𝑥𝑥=𝑙𝑙 =           

=  𝜅𝜅(𝑇𝑇1 − 𝑇𝑇0)/𝑙𝑙 + 𝑗𝑗𝛼𝛼𝑇𝑇1 − (1/2)𝑗𝑗2𝜌𝜌𝑙𝑙    (10) 

dependence of the potential difference (voltage) V on the 
current density j, i.e. volt-ampere characteristic 

𝜑𝜑0 − 𝜑𝜑1 ≡ 𝑉𝑉 = 𝛼𝛼(𝑇𝑇1 − 𝑇𝑇0) − 𝑗𝑗ρ𝑙𝑙                (11) 

electric power 

𝑤𝑤 = 𝑗𝑗𝑉𝑉 = 𝑞𝑞1 − 𝑞𝑞0                     (12) 

and efficiency 

𝜂𝜂 = 𝑤𝑤/𝑞𝑞1                                (13) 

Multiplying the specific values q0 and q1 by the cross-
sectional area of the leg S, summing the heat fluxes and 
voltages, one can obtain a system of equations for an 
arbitrary TEG design, consisting of sequentially and 
parallel connected thermoelements legs, metal buses and 
heat conductors [3]. 

At constant junction temperatures Т0 and Т1, the 
specific power reaches the maximum value 

𝑤𝑤𝑚𝑚𝑚𝑚𝑥𝑥 = 𝛼𝛼2(𝑇𝑇1 − 𝑇𝑇0)2/4𝜌𝜌𝑙𝑙                   (14) 

at current 

𝑗𝑗𝑜𝑜𝑜𝑜𝑜𝑜 = α(𝑇𝑇1 − 𝑇𝑇0)/2𝜌𝜌𝑙𝑙                       (15) 

Efficiency reaches its maximum value 

𝜂𝜂𝑚𝑚𝑚𝑚𝑥𝑥 = [(𝑇𝑇1 − 𝑇𝑇0)/𝑇𝑇1][(𝑀𝑀 − 1)/(𝑀𝑀 + 𝑇𝑇0/𝑇𝑇1)]      (16) 

at current 

𝑗𝑗𝑜𝑜𝑜𝑜𝑜𝑜 = α(𝑇𝑇1 − 𝑇𝑇0)/(𝑀𝑀 + 1)𝜌𝜌𝑙𝑙                   (17) 

where 

𝑀𝑀 = �1 + 𝑍𝑍(𝑇𝑇1 + 𝑇𝑇0)/2                        (18) 

and 

𝑍𝑍 = 𝛼𝛼2/𝜌𝜌𝜅𝜅                                  (19) 

is figure of merit of thermoelectric material [1]. 

5 Method of average parameters   

The properties of almost all thermoelectric materials 
change in the temperature range from Т0 to Т1 so much 
that it is impossible to neglect their temperature 
dependence. For an example Fig. 4 presents the 
characteristics of the widely-spread bismuth telluride 
(Bi2Te3) [16, 17]. 

With variable properties of materials, the small value 
of thermoelectric effects in comparison with the heat 
transferred by thermal conductivity makes it possible to 
find a solution to the problem by the method of 
perturbation. The perturbation method already in the first 
approximation provides an accuracy acceptable for 
practice: the error does not exceed 1%. In this case, it turns 
out that the solution for variable properties of materials 
practically coincides with the solution given above for 
constant properties with their replacement by properties 
averaged over the temperature range by integration [18] 

⎩
⎪
⎨

⎪
⎧𝛼𝛼 = 1

𝑇𝑇1−𝑇𝑇0
∫ 𝛼𝛼𝑇𝑇1
𝑇𝑇0

(𝑇𝑇)𝑑𝑑𝑇𝑇

𝜅𝜅 = 1
𝑇𝑇1−𝑇𝑇0

∫ 𝜅𝜅𝑇𝑇1
𝑇𝑇0

(𝑇𝑇)𝑑𝑑𝑇𝑇

𝜌𝜌 = 𝜌𝜌𝜅𝜅/𝜅𝜅

                                         (20) 

 
(a) 
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(b) 

 
(c) 

 
(d) 

 
 
 
Fig. 4. Temperature dependence of Bi2Te3 properties: Seebeck 
coefficient (a), electrical resistivity (b), thermal conductivity (c) 
and dimensionless figure of merit ZT = (α2/ρκ)T (d), T is 
temperature in K. 
 
 

6 Mathematical model   

To simulate a TEG on wood fuel, we assume that its 
junctions exchange heat with a heat source and a cooling 
system, having temperatures TH and TC (Fig. 5) according 
to Newton's law (heat flux is proportional to the 
temperature difference). In this case, the junction 
temperatures do not remain constant and depend on the 
current. The system of equations for determining the 
temperatures of junctions and heat fluxes is: 

𝑞𝑞1 = (𝑇𝑇𝐻𝐻 − 𝑇𝑇1)/𝜉𝜉1                           (21) 

𝑞𝑞1 = 𝜅𝜅∗(𝑇𝑇1 − 𝑇𝑇0)/𝑙𝑙 + 𝑗𝑗𝛼𝛼𝑇𝑇1 − (1/2)𝑗𝑗2𝜌𝜌∗𝑙𝑙            (22) 

𝑞𝑞0 = 𝜅𝜅∗(𝑇𝑇1 − 𝑇𝑇0)/𝑙𝑙 + 𝑗𝑗𝛼𝛼𝑇𝑇0 + (1/2)𝑗𝑗2𝜌𝜌∗𝑙𝑙            (23) 

𝑞𝑞0 = (𝑇𝑇0 − 𝑇𝑇C)/𝜉𝜉0                         (24) 

where ξ1   and ξ0 are thermal resistances, 

𝜅𝜅∗ = 𝜅𝜅(1 + 𝜀𝜀𝜅𝜅)                                 (25) 

𝜌𝜌∗ = 𝜌𝜌(1 + 𝜀𝜀𝜌𝜌𝑙𝑙0/𝑙𝑙)                           (26) 

and constants εκ and ερ take into account heat leakage 
through thermal insulation and additional resistances of 
metal buses and contact electrical resistances (l0 is 
reference length) [3]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. TEG scheme. 

An important characteristic of a TEG is its cost. For 
subsequent optimization of the TEG design, the 
dependence of the cost on the legs length can be 
approximated as follows: 
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𝑝𝑝 = 𝑝𝑝0(1 + 𝜀𝜀𝑜𝑜(𝑙𝑙/𝑙𝑙0 − 1))                     (26) 

This shows that p = p0 for l = l0  and p = p0(1−εp) for l  = 
0.  Thus, p0 is reference cost and εp is the share of 
semiconductor material in the total cost. 

7 Initial data   

Calculations were carried out for TEG made of 
thermoelectric alloy bismuth telluride (Bi2Te3) [19]. The 
main data for the mathematical model were selected on 
the basis of analysis and generalization of experimental 
and theoretical studies of similar devices [12-14, 20-22] 
(Table 1). Energy and cost characteristics are related to 
the unit of the TEG area. 

Table 1. TEG model characteristics. 

Characteristics Value Characteristics Value 
TH, K 750 ερ 0.06 
TC, K 300 εp 0.5 
ξ0, cm2K/W 10 l0 , cm 0.5 
ξ1, cm2K/W 25 p0, $/cm2 2.5 
εκ 0.05   

8 Calculation results and their analysis   

The calculations were carried out for two variants. 
In the first variant, with a constant length of 

thermoelement legs l = 0.5 cm, the current j was varied 
(Fig. 5). With increasing current, the hot junction 
temperature T1 decreases, the cold junction temperature 
T0 increases and the temperature difference across the 
semiconductor ∆T = T1−T0 decreases from 202 to 135 K 
(see Fig. 5a). This is due to an increase in heat fluxes q1 
and q0 and an increase in temperature drop across thermal 
resistances ξ1 and ξ0. The voltage decreases from the 
maximum value at j = 0 to zero at a short-circuit current 
of 36.5 A/cm2 due to a decrease in the EMF and a voltage 
drop across the internal resistance of thermoelements (see 
Fig. 5b). Efficiency peaks at 17.1 A/cm2, power at 18.1 
A/cm2 (see Fig. 5c). The difference in energy 
characteristics between these modes is negligible: the 
efficiency in the maximum power mode and the power in 
the maximum efficiency mode deviate from their 
maximum values of 5.3% and 4.3 W/cm2 by no more than 
0.5% (Table 2). 

 

Table 2. Optimal solutions. 

Variant l, j, w, η, p/w, 
 cm A/cm2 W/cm2 % $/W 

l = const 
w = max 0.5 18.1 0.428 5.26 5.85 
η = max 0.5 17.1 0.426 5.28 5.87 

l = var 
w = max 0.86 15.0 0.459 7.03 7.40 
p/w = min 0.36 20.0 0.382 4.23 5.62 

 
 

(a) 

 

(b) 

 

(c) 

 

Fig. 5. Characteristics dependencies on current density: 
temperatures and temperature difference  ∆T = T1−T0 (a), 
voltage and heat flux density (b), power density and efficiency 
(c). 

 
In the second variant, the legs length l was varied, and 

the current j was chosen from the requirement of the 
maximum power w (Fig. 6). With increasing legs length, 
the hot junction temperature T1 increases, the cold 
junction temperature T0 decreases, and the temperature 
difference across the semiconductor increases (see Fig. 
6a). This is due to a decrease in heat fluxes q1 and q0 and 
a decrease in temperature drop across thermal resistances 
ξ1 and ξ0. The voltage increases due to the increase in 
temperature difference (see Fig. 6b). With an increase in 
l, the efficiency monotonically increases, the cost per unit 
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of power reaches a minimum at l = 0.36 cm, and the power 
reaches a maximum at l = 0.86 cm (see Fig. 6c). In this 
case, the difference between the modes w = max and p/w 
= min is significant: the deviation of characteristics at the 
transition from one mode to another is 20 - 30%. 

In the considered variants, the TEG on wood fuel 
provides a specific power up to 0.46 W/cm2, an efficiency 
up to 7% and a specific cost of about $ 5.6/W. 
 
(a) 

 

(b) 

 

(c) 

 

Fig. 6. Characteristics dependencies on thermocouple legs 
length: temperatures and temperature difference  ∆T = T1−T0 (a), 
voltage and heat flux density (b), power density, efficiency and 
unit power cost p/w (c). 

 

9 Conclusion   

To assess the characteristics of TEG on woody biomass, 
a mathematical model was used in the form of a conjugate 
problem of heat and electric charge transfer in the 
thermoelement legs and a system of equations describing 
the heat exchange of TEG with the environment according 
to Newton's law. 

With constant material properties, the one-
dimensional stationary problem for the thermoelement leg 
has an exact analytical solution. It is shown that, for 
temperature-dependent properties, the small value of 
thermoelectric effects in comparison with the heat 
transferred by thermal conductivity makes it possible to 
find a solution to the problem by the perturbation method. 
Already in the first approximation, the perturbation 
method provides an accuracy acceptable for practice: the 
error does not exceed 1%. It turns out that this 
approximation is equivalent to using an analytical 
solution with constant properties, replacing them with 
properties averaged over the temperature range by 
integration. 

Based on the analysis and generalization of 
experimental and theoretical studies of similar devices, 
the initial data for the mathematical model are selected - 
the temperature of the heat source, the environment, as 
well as thermal resistance and other parameters. 

Calculations were performed for two variants: a) with 
a constant length of the thermoelement legs and varying 
the current from zero to the short-circuit current and b) 
with varying the legs length choosing the current from the 
requirement of maximum power. The regularities of 
changes in temperatures, energy and cost characteristics 
are investigated. It is shown that at a constant length of 
the thermoelement legs, the modes of maximum power 
and maximum efficiency differ insignificantly. With an 
increase in the length of the legs, the cost per unit of power 
first reaches a minimum, then the power reaches a 
maximum, and the efficiency increases monotonically. 

Under the considered conditions, the TEG on wood 
fuel provides a specific power up to 0.46 W/cm2, an 
efficiency up to 7% and a specific cost of about $ 5.6/W. 
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An experimental study of combined operation of energy storage 
system and gas engine power plant in off-grid power system 
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Julia Mokrousova2  
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Abstract. Test results of the main industrial prototype of energy storage system (ESS-10-1200-400) of 
nominal power 1200 kVA, energy capacity 400 kWh and voltage 10 kV based on lithium-ion batteries when 
operating in combination with gas engine generators (GEG) as a part of experimental power system with 
active abrupt variable load are given. Its structure, components and parameters, as well as the components 
and parameters of ESS are described. Tests have shown high operation capacity of the prototype tested, high 
efficiency of the implemented algorithms and confirmed the expediency of the use of ESS for smoothing 
power surges/sheddings in the GEG, thus preventing their emergency shutdown resulted from the power 
surge.

1 Background 

At present the technologies of energy storage in Russia 
have reached the level of common practical application in 
the electrical power systems. Implementation of the 
energy storage systems (ESS) in the electric power 
systems of all types is one of the most important 
tendencies in the Russian power industry development. 
High-rate ESS allow solving a range of complex problems 
much more efficiently than traditional methods [1-5]. ESS 
is a multifunctional device capable of regulating active 
and reactive power, frequency, performing the functions 
of active filtering higher harmonics and compensation of 
three-phase voltage asymmetry. 

Nowadays, the greatest technical and economic effect 
from the application of ESS can be obtained, first of all, 
at the objects of distributed generation, in Smart and 
Microgrids (including those operating on renewable 
energy), at off-grid power plants in oil and gas sector. The 
predominant part of the power generation at the 
mentioned above objects is generated mainly by diesel, 
gas turbine and gas engine units.  

Gas engine generators (GEG), as well as diesel 
generator units (DGU), have high reliability in terms of 
structure, which makes it possible to work on inexpensive  
gaseous fuel (natural gas, propane, butane, associated 
petroleum gas, etc.), which, as a rule, is in abundance in 
places of oil and gas production. 

At the same time the GEG, unlike the DGU, has a 
number of characteristic features [6]: 

- in abrupt surges/sheddings of 10-20 % of the rated 
power the GEG is shut down by technological protection 
system; 

- surge/shedding rate should not exceed 1% per second 
of rated power of the GEG; 

- during continuous operation, the load of the GEG 
must be at least 35-40 % of the rated power. 

The necessary consideration of these features in the 
process of GEG operation is especially important, because 
gas engine generators are widely used at off-grid power 
plants of oil and gas producing enterprises, the load of 
which has a pronounced abruptly variable stochastic 
character. This kind of the load, in addition to other 
negative effects, leads to increased wear of the equipment 
and, consequently, to increased costs for repair and 
maintenance of gas engine units.  

This article describes the results of experimental tests 
and studies of energy storage system conducted by LLC 
"Energy Storage Systems", LLC "DC Systems" and 
NSTU on May 24, 2019 in Novosibirsk. The tests were 
carried out on the main industrial prototype ESS-10-1200-
400 with nominal power of 1200 kVA, energy capacity of 
400 kWh, nominal voltage of 10 kV produced by LLC 
"Energy Storage Systems", designed to work as part of an 
off-grid power supply system based on GEG (Figure 1).  

The aim of the tests is to verify that the main ESS 
prototype, the parameters of the system as a whole and 
each of its subsystems satisfy the requirements of the 
technical specification, to confirm the efficiency of ESS 
to ensure the smoothing mode of the load power 
surge/drop (limiting rate of increase/decrease of the 
power of the power consumed from the GEG). 

266

mailto:nesterenkogb@yandex.ru


 

Fig. 1. Experimental power system for testing the combined 
work of ESS-10-1200-400 and GEG. 

2 Description of the experimental power 
system 

The circuit diagram of the experimental power system for 
testing ESS is shown in Figure 2. The experimental unit 
consists of two GEGs, power transformers, sectionalized 
active load, whose value is discretely changed by 
switching devices, energy storage system, control and 
recording equipment, control system. 

Fig. 2. The principal scheme of the test experimental 
installation (ESS - energy storage system, Gen.1, Gen.2 - gas 
engine generators, T4.1, T4.2 - power transformers, R4.1-R4.6 
- active load resistance, Q1, Q2, Q4. 1 - Q4.6 - circuit breakers, 
ТV1 and TV2 - measuring voltage transformers, ТA1.1 - 
TA4.3 - measuring current transformers, HMI - human-
machine interface of a control subsystem, ТA sum. – summing 
current transformer). 

3 Equipment components of the 
experimental power system 

Two gas engine generators GmbH MWM TCG 2020 
V12K with generators AvK DIG 120 i/4 working on 

natural gas are used in the experimental installation. 
Technical specifications of the GEG are given in Table 1 
[7]. 

To simulate the active abruptly variable load, a load 
switching module was used, which allows to connect and 
disconnect the active load unit on a periodic 
predetermined base: 

- 2 load blocks (modules) of IC-400-100, each of 100 
kW active load; 

- 2 loading blocks (LOAD BANKS), each of 400 kW 
active load (power of one of the blocks is artificially 
limited to 200 kW); 

- 2 load blocks (electric heaters) KEV-60, each of 200 
kW active load. 

Table 1. Technical characteristics of gas engine 
generators for frequency of 50 Hz. 

Electric power, kW 1125 
Thermal power, kW 1253 

Electrical efficiency, % 40,9 
Thermal efficiency, % 45,6 

Total efficiency, % 86,5 
Overhaul when operating on 

natural gas, through, h 64000 

Speed of rotation, min-1 1500 
Average piston speed, m/s. 9,8 

Dry unit weight, kg 11700 

ESS-10-1200-400 was used as a test energy storage 
system. During testing, the ESS was used to provide a 
smoothing mode for the load power surges/sheddings in 
an experimental off-grid system. The connection between 
lithium-ion batteries and the power system was provided 
by a power transformer and a bidirectional transistor 
converter assembled in a classical three-phase bridge 
scheme. 

The storage subsystem (SS) uses GBS-LFP100AH 
accumulators with the technical characteristics given in 
Table 2 [8]. The main SS element is the storage module 
MA6x200.600, which is a unit of six storage cells with a 
capacity of 200 Ah, serially connected, elements of the 
storage battery control system and a casing. Two 
modifications of the modules are used in ESS - positive 
and negative electrodes. Technical characteristics of the 
module are presented in Table 3. 

Table 2. Technical characteristics of the GBS-
LFP100AH. 

Capacity, Ah 100 
Material of positive electrode  lithium ferrum phosphate 

Nominal voltage, V 3,2 
Standard charge current, Crate 0,25 

Standard discharge current, Crate 0,5 
Maximum continuous discharge 

current, Crate 3 

Peak discharge current, Crate 10 
Internal resistance, Ohm, max 0,6 

Self-discharge per month, %, max 1 
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Table 2 extension. Technical characteristics of the GBS-
LFP100AH. 

Number of charging cycles, once, 
min 2000 

Weight, kg 2,8 
Overall dimensions, LxWxAl, mm 126х65х253 

Operating temperature, °С -20…+65 
Note. The current value is indicated in C-rate (relative units 

/ hour), where C=100 Ah. For example, at Crate=1 current is 100 
A. 

The modules are placed in six rows on racks. Each 
battery (of three) consists of two racks: in the first, besides 
15 modules, there are switching power equipment and 
secondary circuits, and in the second there are 18 battery 
modules. 

Table 3. Technical specifications of the MA6x200.600 
battery module. 

Battery type GBS-LFP100AH 
Number of batteries 12 

Number of battery cells 6 
Nominal voltage, V 19,2 

The electrical energy conversion subsystem is based 
on three three-phase power converters each of 400 kVA 
and performs the following functions: 

- transformation of three-phase voltage of alternating 
current of industrial frequency into voltage of direct 
current and charging of SS batteries; 

- maintenance of SS accumulators in a mode providing 
their operability and the maximum resource; 

- conversion of DC voltage into AC voltage of 
industrial frequency and power output to the load or to the 
grid. 

In the converter control system the elements of the 
theory of instantaneous power and the block of phase 
locked loop [9,10] are used. 

4 Test program 

GEG have serious limitations in terms of the allowable 
dynamic of load changes, making their application in 
power systems with abruptly variable load more difficult. 
Therefore, the main attention during the tests was paid to 
checking the efficiency and debugging of the ESS control 
algorithms to decrease the rate of the rate of power change 
of the GEG at abrupt load surges. The analysis of transient 
processes is of special interest, because the main specific 
features of changes in the operating parameters of off-grid 
power systems with GEG at oil and gas production 
enterprises are abrupt and deep sheddings and surges of 
frequency and voltage, accompanied by increased fuel 
and motor resource consumption, and at surges (more 
than 10 - 20% of the load capacity) - GEG shutdown by 
technological protection system. 

Two algorithms were tested as possible ESS control 
algorithms for combined application with GEG in off-grid 
systems. 

The first algorithm is designed for limiting the rate of 
change in generator power at abrupt changes of load 
(further - "dP/dt compensation mode "). When dumping 
or shedding the load ESS provides a smooth change in the 
generated power, significantly reducing the drops and 
outs of voltage, frequency, as well as excluding the 
possibility of shutdown of the GEG by the technological 
protection system. 

The second algorithm is intended for limiting the 
maximum and minimum power generated by the GEG 
("power limitation mode"). At peaks of consumption ESS 
outputs power equal to the difference between the load 
power and the power limit set by the GEG (upper set 
point), and at low load it loads it to the minimum set point 
(lower set point), while storing energy. In this way, the 
GEG load graph is smoothed, which allows to operate the 
generator unit in a more beneficial mode, minimizing fuel 
and motor resource consumption. Smoothing the load 
graph makes it possible to select the installed GEG power 
significantly less than the maximum load. 

The test program included the following experiments: 
1. Verification of ESS operability during the 

implementation of the first algorithm in the mode of 
limiting the rate of change in the GEG power during the 
increased and decreased load power at different work 
cycles of the load with different settings for the rate of 
change of power. 

2. Verification of ESS operability during 
implementation of the second algorithm in the mode of 
limiting maximum and minimum GEG power for 
different load cycles with different setpoints. 

4.1 Results of the first algorithm – "dP/dt 
compensation mode" 

In testing, the rate of change in the summing power 
generated by the GEG 1 and 2 was limited to 22.5 kW/s - 
1% of the summing power (2250 kW) of the two GEGs. 
The exponential change of the power was realized in the 
ESS control algorithm. 

In the experiments the modes of ESS operation were 
explored for the compensation of surges and sheddings of 
different loads power - 100, 200, 400, 600, 800, 1200 kW. 

The test scheme is shown in Figure 2. 
The initial state of the scheme: 
- switches Q4.1-Q4.3 are off; 
- switches Q1, Q2, Q4.4-Q4.6 are on; 
- the load is 800 kW; 
- ESS is in standby mode. 
Different operating cycles of load changes were 

simulated by switching the active load resistances. The 
basic, unplugged load was 35-40 kW (power supply to the 
load fans, lighting and appliancies). 

Instantaneous values of GEG1, GEG2, ESS currents 
and 10 kV bus voltages were recorded by a digital 
oscilloscope with a sampling rate of 25 kHz. All other 
instantaneous values of the mode parameters were 
calculated on their basis. 
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A fragment of an oscillogram obtained during the 
implementation of the first operating cycle is shown in 
Figure 3. Without implementation of the ESS, it would be 
impossible to have such a load graph - the technological 

protection system of the GEG would shut it down at the 
first power surge. At the initial moment, the ESS fully 
"takes over" the load surge or drop and smoothly " passes" 
it to the GEG according to the exponential law. 

Fig. 3. Oscillogram of load power, ESS power, GEG power and frequency at permissible power change rate (setpoint) 22.5 kW/s.

A fragment of an oscillogram obtained by 
implementing the second operating cycle is shown in 
Figure 4. The experiment has shown high efficiency of 
ESS for limiting the rate of power change in the GEG at 
surges/sheddings in the range much larger than in the 
previous case - 800 and 1200 kW. Without ESS, such 
power surges may lead to the emergency triggering of the 
protection system and shutdown of the GEG. 

Figure 5 shows the oscillograms obtained during the 
third operating cycle, performed at a higher load change 
frequency. The load varied on a large scale every 10 
seconds and since the permissible power change rate 
 of the GEG was assumed to be the same as in the 
experiments described above, so the GEG failed to 
achieve full load coverage. Due to this fact, with a high 
frequency of abrupt load changes, a much larger part of 
its variable component of the load is provided by ESS. 

In all the experiments described above, the ESS 
switched to the mode of power output at each load surge, 
and at sheddings to the mode of excess consumption of 
power from the GEG, acting as a damper. 

Figures 6 and 7 show oscillograms of frequency, ESS, 
GEG power and load at the critical value of load shedding 
from 1200 to 1000 kW with and without ESS. In these 
experiments, the same control algorithm as described 
above was implemented. Transient processes with the 
ESS run with significantly lower deviations of mode 
parameters, first of all, frequency, than without ESS, 
which positively affects the operating conditions of the 

GEG and confirms the efficiency of the implemented 
control algorithm. 

During the implementation of the first algorithm, in all 
the experiments carried out there were no shutdowns of 
the GEG by the technological protection system caused 
by surges and sheddings in the load power. The reaction 
time of the ESS to the load power surge/drop was not 
more than 10 ms. The quality of transition processes has 
significantly improved. The improved operability of ESS 
has been confirmed and the efficiency of the control 
algorithm for smoothing load power surges has been 
shown. 

4.2 Implementation of the second algorithm – 
"power limitation mode"  

During this test, the ESS with pre-charged SS batteries 
worked on limiting the summing maximum and minimum 
power of the two GEGs (the lower set point is 900 kW, 
the upper set point is 1100 kW). When the load power 
went beyond the set-point values, the difference between 
the set-point and actual load was compensated by the ESS. 
The experimental scheme and initial test conditions were 
the same as in the previous case. 

In the tests, abruptly variable graph of the load power 
variation from 800 kW to 1200 kW was set. The reaction 
time of the ESS to changes in the load power did not 
exceed the set limit of 20 ms, and the power generated by 
the GEG 1 and 2 did not exceed the set limits of 900 and 
1100 kW (Figure 8). 
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Fig. 4. Oscillograms of load power, ESS power, GEG power and instantaneous frequency value on GEG buses at permissible power 
change rate (setpoint) 22.5 kW/s. 

Fig. 5. Oscillograms of load power, ESS power, GEG power and instantaneous frequency value on GEG buses at permissible power 
change rate (setpoint) 22.5 kW/s. 
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Fig. 6. Oscillograms of load power, ESS power, GEG power and instantaneous frequency value on GEG buses without ESS when 
resetting load power from 1200 kW to 1000 kW. 

Fig. 7. Oscillograms of load power, ESS power, GEG power and instantaneous frequency value on GEG buses with ESS when the 
load power is reset from 1200 kW to 1000 kW. 

271



 

Fig. 8. Oscillograms of load power, ESS power, GEG power with minimum and maximum GEG power limitation.

Based on the same graphs, but with different power 
range limitations, a number of experiments were carried 
out, confirming the high efficiency of ESS to solve the 
problem. When the upper and lower setting values 
converge, it results in more smoothing of the GEG power 
graph and its approximation to the average value of the 
load power graph allows the GEG to work in a more 
economical mode with less specific fuel consumption. In 
addition, it is possible to replace the "standard" generator 
unit with a unit of smaller capacity that is close to the 
average capacity value of the load graph. Regulation of 
the variable part of the load graph is fully due to the ESS 
in this case. In this process, a complex effect is achieved: 
the minimal specific fuel consumption, the minimal cost 
of the unit, the minimal cost of its maintenance, increased 
motor resource of the drive engine, reduced losses in the 
generator from transients caused by abruptly variable 
load. 

The response time of the ESS on change of load power 
during the experiments was not more than 10 ms, and the 
summing output power GEG1 and GEG2 did not go 
beyond the predetermined limits - lower and upper power 
setpoint. 

5 Conclusion 

The tests conducted in the Russian Federation for the 
first time on the industrial sample of energy storage 
system ESS-10-1200-400 (power 1200 kVA and energy 
capacity 400 kWh) in combination with GEGs on the 
abruptly variable load as part of the experimental unit 
confirmed the operability of all subsystems of ESS and 
high efficiency of the proposed algorithms. Implemented 
algorithms of ESS control have significantly improved the 
operating conditions of the GEG by a significant 
reduction in the intensity of transient processes, which 
resulted in improved technical and economic 
characteristics of the GEG. Application of ESS together 
with the GEG operating on an abruptly variable load 
allows limiting the rate of power change of generator to 
permissible values. This significantly reduces the 
requirements to the type of generator unit operating on an 
abruptly variable load, which is especially important for 
off-grid power systems using GEGs. In addition, when 

limiting the rate of power change of the generator, which 
working on an abruptly variable load greatly reduces the 
amplitude of torque moments on the shaft of the 
generator, provides a more beneficial mode of its 
operation, reduces fuel consumption, saving the motor 
resource of the GEG. 

The use of ESS in the mode of limiting the maximum 
and minimum load on the GEG allows to operate the GEG 
without the risk of shutdown by technological protection 
system at the abruptly variable graph of load and in low 
load modes. Also, a significant economic effect can be 
achieved by selecting a generator unit not by the 
maximum load capacity, but by limiting its peaks. Due to 
this, capital expenditures on the main equipment, spare 
parts and operating costs are reduced and specific fuel 
consumption is reduced [5]. The greatest effect from 
replacement of a powerful GEG with a unit of lower 
power in terms of fuel consumption is achieved at low 
values of the coefficient of the rated power of the unit 
which is replaced. 
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Abstract. Attention of humanity is being increasingly focused on prevention of anthropogenic 
emissions of greenhouse gases, including CO2 [1]. One of the main contributions to CO2 emissions is 
associated with the production of electric and thermal energy. Despite great efforts, aimed at 
developing renewable energy technologies, fossil fuels will dominate in this area of human activity for 
a very long time. Therefore, the capture of CO2, formed during the combustion of fossil fuels, is of 
particular importance. If air is used as a fuel oxidizer, the combustion products consist of more than 
70% nitrogen. It is very difficult and expensive to separate carbon dioxide from this nitrogen. 
Promising solutions for carbon capture are associated with air separation and fuel combustion in pure 
oxygen. Recently, considerable attention has been paid to such cycles [2-4]. The gases temperature of 
a combustor chamber exit is regulated by the supply of CO2 and H2O to a combustion zone. In this 
case, a spent working fluid is almost entirely composed of a mixture of carbon dioxide and water 
vapor, which is easily divided into water and pure carbon dioxide. One of the options for such 
solutions involves a pressure increase for all components of the working fluid before injection them 
into a combustion chamber in a liquid phase by pumping equipment [5]. Thermodynamic cycles, in 
which a pressure of the working fluid is increased in the liquid phase by pumping equipment (without 
a compressor), can be called compressorless. 

Introduction 

Compressorless cycles have a number of significant 
advantages that will serve as prerequisites for the 
implementation of such cycles in the nearest future. 

The main motivation for the implementation of 
compressorless cycles will be their environmental 
friendliness. Harmful emissions will be virtually 
eliminated. Combustion products (CO2 and H2O) 
will be removed from the cycle in the liquid state, for 
instance, water of sufficient quality to feed heating 
networks when water treatment is minimal, and 
carbon dioxide in the most convenient form for 
transportation. 

There exist various air separation technologies, 
but a cryogenic rectification is most widely used. 
This is a sufficiently energy-intensive technological 
process. In addition, the main energy inputs are spent 
on the cold production. This cold can be utilized in 
the compressorless combined cycle. Such cycle 
suggests an increase in the pressure of all components 
of the working fluid in a liquid phase. If the 
temperature of the Н2О phase transition at the initial 
pressure substantially exceeds the ambient 
temperature, then the remaining components (CO2, 
fuel gas and О2) at the initial pressure have the phase 
transition temperature significantly lower than the 
ambient temperature. Condensation of these 

components requires cold. A significant part of the 
cold for these purposes can be obtained by utilizing 
the cold of the air separation unit. Such utilization 
provides a significant increase in fuel economy of the 
production of electric and thermal energy. Estimated 
evaluations showed that a power plant based on the 
compressorless cycle can provide an electrical 
efficiency of 40%, taking into account energy 
consumption for the plant own needs. Also, 1.46 kW 
of thermal power being produced for every 1 kW of 
electric power [5]. This corresponds to a fuel 
utilization rate (at the lowest heat-producing 
capacity) of 98%. Compressorless cycles promise to 
achieve the efficiency of electricity production no 
worse than the best modern combined-cycle gas 
turbine units (CCGT Units). In addition, when heat 
and electricity are produced simultaneously, not only 
all the heat from the lower calorific value of the fuel, 
but also a significant part of the heat of vaporization 
of the water, generated by combustion, can be used 
beneficially. Therefore, the coefficient of fuel 
utilization, referred to the lowest calorific value, may 
approach and even exceed the value of one. If the 
coefficient of fuel utilization is less than the ratio of 
the highest calorific value to the lowest one, the law 
of conservation of energy is not violated. 

Compressorless cycles are semiclosed. The main 
advantage of open cycles is combustion inside the 
cycle and, as a consequence, the absence of large 
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losses of exergy when heat is supplied from a hot 
source through the heat exchange surface. While this 
advantage is maintained the semiclosed cycles have 
almost all the advantages of closed cycles. The main 
of these advantages is the ability to effectively 
control the power of CCGT Units. The power can be 
changed practically without changing the efficiency 
of the thermodynamic cycle by preserving the 
determining thermodynamic parameters (ratio of 
expansion in the turbine, temperature of hot and cold 
sources) and changing the pressure in the circuit due 
to changes of the working fluid flow rate. 
Additionally, another very important advantage, 
associated with the ability to vary the pressure in the 
circuit, is the pressure increase in the circuit can 
significantly reduce the weight and dimensions of 
CCGT unit, thereby decreasing the capital costs of 
building the entire power plant as a whole. 

Combined cycle gas turbine units, based on 
compressorless thermodynamic cycles, have more 
degrees of freedom when it is necessary to regulate 
the operating modes. Four components of the 
working fluid (fuel gas, O2, CO2 and H2O) are fed 
into the combustion chamber. Their regulation can be 
carried out independently. The logic of regulation of 
these components can fit into the following scheme: 

• the fuel gas flow rate provides the required 
amount of generated electricity (feedback 
works using the following procedure: if 
consumers do not have enough electricity, 
fuel consumption increases; if there is an 
excess of electricity, fuel consumption 
decreases); 

• O2 flow rate maintains the required 
combustion efficiency (transmitters 
feedback, controlling the composition of the 
working fluid at the combustion chamber 
outlet, allows to increase or decrease oxygen 
flow rate depending on the presence of 
unburned hydrocarbons or free oxygen); 

• CO2 flow rate provides the required 
temperature of the working fluid at the 
turbine inlet (the working fluid temperature 
monitoring system feedback works as 
follows: if the temperature is high, the 
carbon dioxide flow rate increases; if the 
temperature is low, the flow rate decreases);  

• H2O flow rate keeps up the amount of 
generated thermal energy (feedback works 
in the following ways: if consumers lack 
thermal energy, H2O consumption 
increases; if there is an excess of thermal 
energy, consumption decreases). 

In addition to the opportunity to provide required 
flow rates of the certain components of the working 
fluid, it is possible to control the pressure at the 
turbine outlet. For instance, the pressure of the 
working fluid at the turbine outlet can be increased or 
decreased by changing the condensation modes of 
H2O and CO2. At the same time, the expansion 
efficiency of the turbine will remain constant or 
change in the optimal range. Thus, all parameters, 
determining the fuel efficiency of the thermodynamic 

cycle, can be kept in the optimal range in almost all 
operating modes and to provide as high efficiency as 
possible regardless of the operating mode. In this 
case, the temperature regime of operation of almost 
all parts of the CCGT Unit, which implements the 
compressorless cycle, will be constant. The constancy 
of the temperature regime solves a number of very 
important problems associated with thermal 
expansions, causing the thermal stresses in the 
structural elements. 

Analysis of parameters for 
compressorless cycles 

The ratio of heat and electricity production in the 
compressorless thermodynamic cycle is mainly 
determined by the ratio of CO2 and H2O, supplied to 
the combustion chamber. The estimation calculations 
with different ratios of CO2 and H2O were conducted 
for the same conceptual scheme and basic parameters 
where an electrical efficiency of 40% was shown in 
the production of 1.46 kW of thermal power for every 
1 kW of electric power [5]. The dependence of 
electric efficiency, coefficient of fuel utilization 
(CFU) and the ratio of total power output (the sum of 
thermal and electric power) to electric power, 
supplied to the network, from the flow rate ratio of 
CO2 to H2O (logarithmic scale) is shown on Fig. 1. 
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Fig. 1. The dependence of electric efficiency, CFU and the 
ratio of total power output to electric power from the flow 
rate ratio of CO2 to H2O (logarithmic scale). 

The coefficient of fuel utilization and electric 
efficiency are related to the lower calorific value. The 
total amount of energy generation is four times 
greater than the amount of electric energy with 
minimal flow rate ratio of CO2 to H2O. This ratio is 
very close to the ratio of the installed heat and 
electric power of most thermal power plants. Usually, 
this ratio of installed capacities is achieved due to 
peak-load boiler houses. These boiler houses operate 
a few hours a year, but they require significant capital 
expenditures during the construction, and constant 
expenses for their maintenance. Such a wide range of 
regulation of the ratio of generated capacities in 
CCGT unit, based on compressorless cycles, allows 
to eliminate the peak-load boiler houses. 
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The electric efficiency of the compressorless 
CCGT unit decreases with an increase in the 
production of thermal energy. Nevertheless, this 
decrease does not indicate a reduction in profitability. 
The main criterion of profitability is coefficient of 
fuel utilization since it is close to one with almost all 
ratios of thermal and electrical loads (almost all of 
the fuel energy, traditionally considered available, is 
converted into a useful product). CFU even exceeds a 
value of one at maximum thermal loads. This is due 
to the part of water condensation heat, formed as a 
result of fuel combustion, which is traditionally not 
referred to available energy, in this case turns into 
useful heat. If the heat demand is small, for example, 
only hot water supply in the summertime, then it is 
advisable to increase the flow rate ratio of CO2 to 
H2O to the maximum. In this case, heat generation is 
minimized (thermal power is half of electric power), 
CFU is slightly reduced (approximately to 0.87), but 
the electric efficiency, taking into account the own 
needs of the thermal power plant, rises to 0.56.  

When heat is not required and only electricity is 
generated, electric efficiency becomes a measure of 
efficient performance. In such modes it is also 
advisable to increase the flow rate ratio of CO2 to 
H2O to the maximum. If heat is not produced, then 
the coefficient of fuel utilization coincides in 
meaning and size with electric efficiency. Given the 
fact that in the absence of a heat load, there is no 
energy consumption for providing heat to the 
consumer (transportation of heat transfer fluids), 
which is part of the own needs of the thermal power 
plant. Therefore, the electric efficiency is slightly 
higher in the production of only electricity than in the 
joint production.  

The analysis of the compressorless 
thermodynamic cycles advantages is evaluative. The 
performed benefit assessment of compressorless 
combined cycles has shown a real prospect for their 
practical implementation. In order to create a 
scientific basis for the design of installations, based 
on compressorless combined cycles, it is planned to 
continue work in the following areas: development of 
program codes for research and optimization of 
compressorless combined cycles; search for optimal 
circuit designs for power plants that implement work 
on the basis of compressorless combined cycle; 
optimization of compressorless combined cycles 
parameters. 

Conclusion 

Current trends to reduce CO2 emissions, associated 
with climate change, bring to one of the first places 
technologies with air separation and using pure 
oxygen as a fuel oxidizing agent, since these 
technologies make it possible to completely capture 
CO2 from combustion products. Compressorless 
combined cycles are one of the perspective directions 
of such technologies. There are a number of 
prerequisites that allow to talk about the practical 
implementation of such cycles in the near future. 

Air separation is a fairly energy-intensive process. 
The main energy costs for air separation are 
associated with the production of cold when using the 
cryogenic rectification process. This cold is utilized 
in the compressorless combined cycle in 
condensation processes of other components of the 
working fluid, thereby significantly increasing fuel 
efficiency. Estimated calculations show that CFU is 
close to value of one in the combined production of 
heat and electricity, taking into account energy 
consumption for own needs. When producing only 
electricity, electric efficiency, taking into 
consideration own needs, can reach 58%. 

The main advantage of open cycles is 
maintenance of the high temperature of the hot source 
that compressorless cycles also have along with 
almost all the advantages of closed cycles. The main 
of these advantages is the ability to effectively 
control the power of CCGT unit. Therefore, while 
maintaining the determining thermodynamic 
parameters and varying the pressure in the circuit, the 
power of this unit is changed almost without varying 
the electric efficiency of the thermodynamic cycle 
due to a change in the flow rate of the working fluid. 

Another very important positive quality of 
compressorless thermodynamic cycles is a possibility 
to independently control the production of thermal 
and electric energy in a CCGT unit, implemented by 
such cycles. By changing the ratio of the working 
fluid components, supplied to the combustion 
chamber, it is possible with constant electric power to 
change the thermal power. In that case, the maximum 
thermal power will exceed the minimum one more 
than six times and CFU will be close enough to the 
value of one in the full range. This range of the 
thermal loads regulation provides the possibility of 
year-round supply of heat without additional peak-
load boiler houses. In addition, it allows to work 
effectively in the summer, providing only a hot water 
supply, and in the winter, covering all the needs of 
heat on the coldest days. The rejection of additional 
peak-load boiler houses will reduce both capital 
expenditures to build and operating costs. 

Conducted analysis of compressorless combined 
cycle is evaluative, but even such rough estimates 
indicate the actuality of work in this direction. In 
order to create a scientific basis for the design of 
installations, based on compressorless combined 
cycles, it is planned to continue work in the following 
areas: development of program codes for research 
and optimization of compressorless combined cycles; 
search for optimal circuit designs for power plants 
that implement work on the basis of compressorless 
combined cycle; optimization of compressorless 
combined cycles parameters. 
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Abstract. Nowadays, alternative thermodynamic cycles are actively studied. They allow to remove CO2, 
formed as a result of fuel combustion, from a cycle without significant energy costs. Calculations have 
shown that such cycles may meet or exceed the most advanced power plants in terms of heat efficiency. 
The Allam cycle is recognized as one of the best alternative cycles for the production of electricity. 
Nevertheless, a cycle of compressorless combined cycle gas turbine (CCGT) unit is seemed more 
promising for cogeneration of electricity and heat. A comparative analysis of the thermal efficiency of 
these two cycles was performed. Particular attention was paid to ensuring equal conditions for comparison. 
The cycle of compressorless CCGT unit was as close as possible to the Allam cycle due to the choice of 
parameters. The processes, in which the difference remained, were analysed. Thereafter, an analysis of 
how close the parameters, adopted for comparison, to optimal for the compressorless CCGT unit cycle 
was made. This analysis showed that these two cycles are quite close only for the production of electricity. 
The Allam cycle has some superiority but not indisputable. However, if cogeneration of electricity and 
heat is considered, the thermal efficiency of the cycle of compressorless CCGT unit will be significantly 
higher. Since it allows to independently regulate a number of parameters, on which the electric power, the 
ratio of electric and thermal power, the temperature of a working fluid at the turbine inlet depend. Thus, 
the optimal parameters of the thermodynamic cycle can be obtained in a wide range of operating modes of 
the unit with different ratios of thermal and eclectic powers. Therefore, the compressorless CCGT unit can 
significantly surpass the best steam turbine and combined cycle gas turbine plants in district heating 
system in terms of thermal efficiency. 

Introduction 
Recently, alternative thermodynamic cycles are 
actively investigated, permitting, without significant 
energy costs, to remove CO2, formed as a result of fuel 
combustion [1-4], from the cycle. Calculations have 
shown that such cycles may not be inferior to the most 
advanced power plants with regard to thermal 
efficiency [4]. The Allam cycle is considered as one of 
the best for the production of electricity [5]. The 
construction of power development plant with a 
capacity of 50 MW is already underway with using this 
cycle [4]. However, the cycle of compressorless 
combined cycle gas turbine (CCGT) unit is seemed 
more promising for cogeneration of electricity and heat 
[6-8]. 
When new cycles are studied, researchers have to make 
many assumptions, accepted based on existing 
experience. However, they need to be verified 
experimentally. Such assumptions include the 
attainable standard of efficiency for individual parts of 
a power plant, implementing a cycle, and an achievable 
temperature level. 

In various studies, these accepted assumptions may 
differ significantly. So, in some studies, for example, 
the turbine inlet temperature is taken to be very 
moderate, up to 1200 K [1], in other works, it is 
considered the temperature almost equal to 1700 K [2]. 
The most realistic temperature is 1400 K [4]. The 
effectiveness of individual parts of the researched 
cycles can also differ considerably. If the different 
cycles are compared by the resulting indicators, 
obtained in different studies, the problem of separation 
causes of the variance in the compared indicators 
arises. This difference is either a consequence of the 
advantages and disadvantages of the compared cycles, 
or it is a reflection of the optimism or pessimism of 
researchers, performed a work. 

The Aim of Research 

The main goal of the study is an objective comparative 
assessment of the thermal efficiency of two new 
promising thermodynamic cycles, which have a rather 
important advantage - removing CO2, resulting from 
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the combustion of fuel, from the cycle in the form of a 
pure substance. 

Description of the compared cycles 

A compressorless combined cycle gas turbine unit 
schematic is shown in Fig. 1. Conventionally, the 
beginning of a thermodynamic cycle may be associated 
with a moment when all components of a working fluid 
are being in a liquid phase. Feeding pumps for fuel 1, 
oxygen 2, carbon dioxide 3, and water 4 are used to 
increase their pressure. The fuel pump controls the fuel 
supply. After the fuel pump, the fuel is fed sequentially 
to a cold utilizer of liquefied natural gas (LNG) 5 (it is 
supposed to use LNG as the fuel) and a fuel heater 6. 
And after that, the heated fuel enters the primary zone 
of a combustion chamber 7. The oxygen supply is 
regulated by the oxygen pump. Thereafter, oxygen first 
enters an oxygen cold utilizer 8. Then it goes into an 
oxygen heater 9, after which the heated oxygen enters 
the primary zone of the combustion chamber. The 
carbon dioxide pump controls CO2 supply. After the 
carbon dioxide pump, CO2 first enters a heater 10, and 
then goes to a recuperative heat exchanger 11. Heated 
CO2 is supplied to the primary and secondary zones of 
the combustion chamber simultaneously so as to ensure 
an acceptable quality of fuel combustion and the 
required temperature field at the combustion chamber 
outlet. A small fraction of CO2 is used to cool the hot 
parts in a combined cycle gas turbine flow part 12. The 

feedwater pump supplies water to a recuperative heat 

exchanger 13, and then, as well as CO2, H2O enters the 
primary and secondary zones of the combustion 
chamber. Thus, fuel is supplied to the combustion 
chamber in an amount that provides thermal and 
electrical load coverage. The oxygen supply is 
regulated so that there is a minimum excess of oxygen, 
providing the required combustion efficiency. The CO2 
supply maintains a predetermined temperature of the 
working fluid in the turbine (depending on the control 
mode at the inlet or outlet). The supply of H2O 
regulates the ratio of the generated heat and electric 
energy. A mixture of combustion products and 
ballasting components with a predetermined 
temperature, obtained in the combustion chamber, 
represents the working fluid at the combined cycle gas 
turbine inlet 12. The working fluid expands in the 
combined cycle turbine, doing work. The performed 
work is converted into electricity by a generator 14. 
The working fluid, having spent in the turbine, is sent 
to the recuperative heat exchangers 11 and 13 which 
heat up the ballasting components H2O and CO2. In 
recuperative heat exchangers, the working fluid is 
cooled to a temperature as close as possible to the dew 
point temperature when H2O, being part of the working 
fluid mixture, begins to condense. Thereafter, the 
working fluid is directed to a low pressure contact 
condenser 15 which has two sections, located one 
above the other. Water is supplied in a first section 16 
for cooling the working fluid with a temperature 
slightly higher than the temperature of return system 
water. Сooling water, with a temperature slightly 

higher than the temperature of liquid CO2, is supplied 

Fig. 1. Compressorless combined cycle gas turbine unit schematic. 
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in a second section 17. At the low pressure contact 
condenser outlet, the working fluid is carbon dioxide 
with small contaminants, including a small amount of 
remained Н2О. Therefore, the pressure of the working 
fluid is increased by a CO2 compressor 18 to 3,5 MPa 
in order to avoid freezing (the pressure at which the 
condensation temperature of CO2 is higher than the 
freezing temperature of H2O). After that, the Н2О 
residues are condensed in a high pressure contact 
condenser 19. The working fluid, cooled in this contact 
condenser, is sent to a liquefier of CO2 20. The cold of 
liquid oxygen from an air separation unit (ASU) 21 and 
cold of liquid oil are used to liquefy the CO2. The 
liquefier of CO2 includes the utilizer of liquid oxygen 
cold 8 and the СNG cold utilizer 5 for this purpose. 
The entire shortage of cold, required to liquefy CO2, is 
compensated by a refrigeration unit 22. Each contact 
condenser has its own circuit of circulating water. 
Circulation pumps 23 and 24 take in water from the 
contact condenser water tanks. The water is divided 
into several streams after the circulation pump 23 in the 
circulation circuit of the low pressure condenser. Most 
of the water goes to a heater of network water 25 after 
which it returns to the first section of the low pressure 
condenser. The remaining water is supplied in parallel 
streams to the fuel heater 6, the oxygen heater 9 and the 
CO2 heater 10. Having released the heat in the heaters, 
the cooled water returns to the second section of the 
low pressure contact condenser. After the pump 24, the 
circulation water of the high pressure condenser is 
supplied to the CO2 heater 10. It is designed so that 
two heating fluids are used for heating up. After the 
heater, this water returns to the high pressure contact 
condenser 19. The return network water is supplied to 
the network water heater 25. After that, water is heated 
to the temperature, required by a temperature graph, 
and returned to the heat network by a network water 
pump 26. Liquid oxygen is produced in the cryogenic 
air separation unit 21. The liquefier of CO2 20 is 
equipped with a system for removing non-condensable 
gases and collecting an excess of liquid CO2. In 
addition, the selection of excess H2O is provided. 

A detailed description of the Allam cycle is 
given in [4]. A diagram in pressure – enthalpy 
coordinates, conventionally assigned to pure carbon 
dioxide (Fig.2.), is also shows there. 

 

Fig. 2. Image of the Allam cycle in diagram P-I for carbon 
dioxide [4].  

The working fluid is fed into a turbine (at point A) with 
a pressure of 30 MPa (300 bar) and a temperature of 
1323 K (1150 °C). The expansion process in the 
turbine is shown by line A-B. A pressure is equal to 3 
MPa (30 bar) and a temperature is 1000 K (727 °C) at 
the turbine outlet. After expansion in the turbine, the 
working fluid is sent to a recuperator where it is 
cooled, heating the recirculating flow of supercritical 
CO2 (line B-C). The working fluid is cooled to 333 K 
(60 °C) in the recuperator. Further cooling of the 
working fluid is carried out by removing heat into the 
environment (line C-D). The pressure increase of the 
working fluid (recirculating gas) is performed in 
several stages with intermediate cooling between them 
(line D-E-F-G). The working fluid has a pressure of 30 
MPa (300 bar) and a temperature of 333 K (60 °C) at 
the end of the pressure increase process (at point I). 
The working fluid is heated (line G-H-I) to 990 K (717 
°C) before feeding into a combustion chamber. Most of 
the heat (equivalent length H-I) occurs due to the heat, 
transferred in a heat exchanger. Gases have very high 
heat capacity in the supercritical state at temperatures 
close to critical. Thus, there is not enough recuperative 
heat and a deficit of low temperature heat is formed. It 
is proposed to compensate for this deficit by external 
sources of low temperature heat (equivalent segment 
G-H). As an example, heat recovery of ASU is 
considered. 

Results of comparison 

The supply of H2O to the combustion chamber in the 
cycle of compressorless CCGT unit is regulated and 
can be equal to zero in the limit. If the same parameters 
as in the Allam cycle at the turbine inlet are taken, for 
example, the degree of expansion in the turbine, the 
adiabatic efficiency of the turbine, hydraulic losses 
along the path, and the efficiency of the recuperator, 
then the series of reference points of these two cycles 
will coincide (Fig. 2). A part of a diagram at an 
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enlarged scale, where these cycles differ, is shown in 
Fig. 3. 

 

Fig. 3. Comparison of the Allam cycle with the cycle of 
compressorless CCGT unit for carbon dioxide in the P-I 
diagram. 

In the cycle of compressorless CCGT unit, the spent 
working fluid is cooled in the recuperator and then in 
the contact condenser to a temperature slightly lower 
than at point D (point C’). At the same time, part of the 
heat is transferred to the heating system if there is a 
need for it. The all rest heat is returned to the cycle. 
After that, the compressor of CO2 raises the pressure to 
3,5 MPa (35 bar) so that the condensation temperature 
of CO2 is slightly higher than 273 K (0 °C) and there is 
no frosting of the heat exchange surfaces (point E’). 
After that, another part of the heat is returned to the 
cycle in the high pressure contact condenser (line E’-
E”). The liquefaction of CO2 (line E’’-F’) is carried out 
at the temperature slightly higher than 273 K (0 °C). 
The heat of condensation is partially utilized for 
heating up the fuel and oxygen. The remaining share of 
the condensation heat of CO2 is removed to the 
atmosphere. If the conditions for comparison with the 
ambient temperature equal to 288 K (15 °C) are 
accepted, then an additional refrigeration cycle will be 
required to remove heat. The pressure of liquid CO2 is 
increased by the pump (line F’-G’). The temperature at 
point G’ is almost lower than 40 K at point G. 
However, heating from point G’ to point G is produced 
by cooling of the spent working fluid (lines C-C’ and 
E’-E’’). Thus, two analysed cycles are completely 
identical at the region G-H-I-A-B-C. 

For comparison the thermodynamic efficiency 
of processes it is more evident to present diagrams in 
the coordinates of temperature-entropy. The compared 
processes in the temperature – entropy coordinates is 
shown in Fig. 4. 

 

Fig. 4. Comparison of the Allam cycle with the cycle of 
compressorless CCGT unit in the T-S coordinates. 

In the Allam cycle the average temperature of heat 
dissipation is approximately 313 K (40 °C). The 
average temperature of heat removal can be somewhat 
lower due to the choice of an effective working fluid 
for the refrigeration cycle. In addition, if the processes 
are idealized (for example, it is assumed that the 
refrigeration cycle is the ideal Carnot cycle, and the 
temperature head of heat transfer to the refrigeration 
cycle is equal to zero), then the cycle of compressorless 
CCGT unit will be somewhat more efficient than the 
Allam cycle. However, the Allam cycle can slightly 
exceed the cycle of compressorless CCGT unit in real 
thermodynamic processes. All depend on how effective 
the refrigeration cycle will be and what temperature 
head will be when removing heat to the refrigeration 
cycle. The temperature of heat removal from the cycle 
determines the work that will be spent on increasing 
the pressure of the working fluid (the work, having 
spent on the drive of the refrigeration machine, is one 
of the components of the work, spent on increasing the 
pressure of the working fluid). Calculations show that 
the work, spent on increasing the pressure of the 
working fluid, is 10,5% of the higher calorific value of 
the fuel [4]. Consequently, a ten percent difference in 
the efficiency of the cooling and pressure increase 
processes will lead to a difference in the efficiency of 
the cycles as a whole by only one percent. 

With the small and not indisputable advantages 
of the Allam cycle for producing only electricity, this 
cycle is not suitable for cogeneration of electricity and 
heat. This cycle is characterized by a deficit of low 
temperature heat. For covering of which, it is still 
necessary to find a source of such heat. Thus, there is 
no need to talk about the release of low temperature 
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thermal energy as a commercial product. In the cycle of 
compressorless CCGT unit, it is possible to adjust the 
ratio of recirculating CO2/H2O. An increase in the 
amount of Н2О, supplied to the combustion chamber, 
negatively affects the efficiency of electric power 
generation. This occurs for two reasons in terms of a 
thermodynamic point of view. Firstly, the average 
temperature of heat input in the combustion chamber 
decreases (the temperature of the working component 
decreases before the supply to the combustion 
chamber). Secondly, the average temperature of heat 
removal from the cycle increases. However, the 
average temperature of heat removal is part of the 
removed heat. In addition, all the removed heat is 
transferred to the heating system in the form of 
commodity output when a ratio CO2/Н2О<1. The 
cooling process of the spent working fluid and heating 
of the working components before feeding into the 
combustion chamber at various ratios of recirculating 
CO2/H2O is shown in Fig. 5 in T-S coordinates. 

 

Fig. 5. The cooling process of the spent working fluid in T-S 
coordinates: 1 – heating line of the working fluid components 
before feeding into the combustion chamber; 2 – cooling line 
of the spent working fluid; 3 – heat for heating fuel and 
oxygen to a temperature of CO2 condensation; 4 – heat 
transfer into the environment; 5 – heat, supplied from an 
external low temperature heat source; 6 – heat, given off to 
the heating system. 

Entropies in specific units are given. However, 
considering the composition and quantity of the 
working fluid differ at various points of the cycle, all 
entropies are assigned to one kilogram of fuel. The 
reference points for heating and heated flows were 
selected so that the minimum temperature head, which 
is necessary for heat transfer, is provided everywhere. 
If the heat is removed from the cycle somewhere, the 
reference points are adjusted accordingly. When only 
CO2 is used for recycling (Fig. 5a), in order to ensure 
the maximum temperature of the working fluid 
components before feeding into the combustion 
chamber and at the same time not violate the second 
law of thermodynamics, a certain amount of heat must 
be supplied to the components of the working fluid in 
the temperature range of 400-550 K (area 5) from an 
external low temperature source. ASU can be such 
source as an option. Part of the spent working fluid 
heat is diverted to the fuel and oxygen heating to a 
temperature of CO2 condensation (area 3). In the 
Allam cycle, the ability to utilize the cold of liquid 
oxygen and fuel is not mentioned, but for the cycle of 
compressorless CCGT unit is an essential point. Heat is 
generally removed from the cycle of compressorless 
CCGT unit to the environment at a temperature lower 
than the ambient temperature (area 4). A refrigeration 
machine is used for this purpose. In addition, the 
operation of this machine can be reduced because 
liquid oxygen and LNG have some stock of cold (heat 
is necessary for heating to the environment), which can 
be used to liquefy CO2 (area 3). The need for heat 
supply from an external source (area 5) is due to the 
fact that the total water equivalent of the working fluid 
components at high pressures in the range of low 
temperatures significantly higher than the water 
equivalent of the spent working fluid at these 
temperatures. And even a small increase in the water 
equivalent of the spent working fluid, owing to the 
condensation of water vapor, resulting from the 
combustion of fuel, cannot compensate for the shortage 
of low temperature heat. Thus, it is necessary to look 
for an external source, or all this heat will be 
compensated by additional fuel. The picture changes 
significantly when H2O is connected to recirculation. 
Already at a ratio of CO2/H2O=10, condensing water 
vapor increases the water equivalent of the spent 
working fluid so that a heat surplus with a temperature 
of 400-450 K instead of a deficit is obtained (Fig. 5 b). 
This heat can be released into the heat network in the 
form of commodity output (area 6). At the same time, 
heat removal to the environment is almost halved. The 
needs for hot water supply in summertime can be 
covered with small amounts of recycle Н2О. The heat 
removal to the environment approaches to the value of 
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zero with the ratio CO2/Н2О=1 (Fig. 5c). The heat 
network is the cold source for the thermodynamic 
cycle. Thus, almost all fuel energy (at the higher 
calorific value) is useful. Only a part of the energy, 
spent on the station own needs and irretrievable losses 
during mechanical and electrical energy conversions, is 
lost. The amount of energy loss can be 5-10% of the 
electric power of the station. Such losses correspond to 
the coefficient of fuel usage, related to the higher 
calorific value of fuel, equal to 0,94-0,97. The value 
will be 1,045-1,08 if it relates to the lower calorific 
value it. Calculations showed that 1,46 kW of heat can 
be produced at CO2/Н2О=1 per 1 kW of useful electric 
power, with an efficiency referred to the higher 
calorific value equal to 0,356 (0,396 attributed to the 
lower calorific value). Heat efficiency with such 
indicators at cogeneration of electric and thermal 
energy will be 10-15% better than a typical steam 
turbine CHP plant and 5-10% better than CCGT-CHP 
plant [8]. 

Conclusions 

The analysis showed that the compared cycles have a 
good potential to achieve high thermal efficiency for 
the production of electricity, not being inferior to the 
most advanced technologies. In addition, these two 
cycles are fairly close for producing only electricity. 
Some superiority of the Allam cycle can be recognized, 
but it is not indisputable. 
The cycle of compressorless CCGT unit significantly 
exceeds the Allam cycle for cogeneration of electricity 
and heat. The compressorless CCGT unit allows to 
regulate a number of parameters independently, on 
which the electric power, the ratio of electric and 
thermal power, the temperature of the working fluid at 
the turbine inlet depend. Thus, the optimal parameters 
of the thermodynamic cycle can be obtained in a wide 
range of operating modes of the installation with 
different ratios of thermal and eclectic powers. Due to 
this the compressorless CCGT unit can significantly 
surpass the best technical steam turbine and combined 
cycle gas turbine plants in district heating systems in 
terms of thermal efficiency. 
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Abstract. The main goal of the paper is to develop and study an integrated energy supply system model in 
the AnyLogic software environment using a multiagent approach. Creating a single integrated system will 
allow: to implement new functionalities; increase reliability by improving redundancy and faster decision 
making in normal and emergency situations; determine the most profitable supply route individually for 
each consumer, based on cost and design features; participate consumers with their own energy sources in 
the process of energy supply of the system. The multiagent model of the integrated energy supply system 
was created in the AnyLogic software environment, which uses advanced technologies for modeling 
complex systems that will allow the most visual and detailed display of the interaction mechanisms of 
objects in the system and analyze the results. This study describes in detail the resulting multiagent model, 
its main agents, and their state diagrams. A description and analysis of an experiment conducted using this 
model is also provided. The results show that the multiagent model of the integrated energy supply system 
works correctly and performs all the specified functions. 

1 Introduction 

Currently, energy worldwide is undergoing a 
technological paradigm shift, the focus of which is 
associated with the transition to the implementation of 
intelligent integrated energy supply systems (IESS). 
Their creation provides a reduction in operating costs, 
expanding the scope of services provided, increasing 
reliability, controllability, security and ensuring the 
possibility of the participation of an active consumer in 
the energy supply process [1-3]. Such IESS metasystems 
have already been developed in other countries [4-5]. 
For their study, it was proposed to apply a multiagent 
approach. The model developed on its basis allows one 
to study the mechanisms of functioning and interaction 
of agents [6–9]. The principles of building integrated 
systems and the features of applying the multiagent 
approach for their study were considered previously 
[10]. This article presents a multiagent model of an 
integrated energy supply system developed in the 
AnyLogic software environment, and also describes an 
experiment with this model. 

2 AnyLogic software environment 
features  

The AnyLogic software environment is a professional 
tool of a new generation, which is designed for the 
development and study of simulation models [11-12]. 

AnyLogic was developed on the basis of new ideas in 
the field of information technology, the theory of parallel 
interacting processes and the theory of hybrid systems 
[13]. Thanks to these ideas, it is simplified to build 
complex simulation models, for example, to control 
systems such as IESS. 

The software modeling environment supports the 
design, development, documentation of the model being 
developed, computer experiments, optimization of 
parameters with respect to a certain criterion, which 
makes it possible to visualize the mechanisms of 
interaction and communication between agents [14]. 

When developing a model, elements of visual 
graphics can be used: state diagrams, signals, events, 
ports, etc.; synchronous and asynchronous event 
planning; libraries of active objects [15-16]. 

When developing a model using the AnyLogic 
software environment, one can apply concepts and tools 
from several classical areas of simulation: discrete event 
simulation, system dynamics, agent modeling [17-18]. In 
addition, with the further development and complication 
of the multiagent model of an integrated energy supply 
system, the AnyLogic software environment will allow 
you to integrate various approaches in order to obtain an 
even more complete representation of the interaction of 
complex technological processes. Therefore, to create a 
multiagent model of an integrated energy supply system, 
this software environment was chosen as the most 

284

mailto:sva@isem.irk.ru
mailto:mayorovgs@isem.irk.ru


 

 
 

suitable tool for modeling a complex system with many 
interacting elements. 

3 Development of a multiagent model  

Based on the structure of a multiagent integrated energy 
supply system described in [10], its model was 
developed in the AnyLogic software environment. The 
basis of this model is the interaction of agents of two 
systems (electrical and heating) in order to study the 
mechanisms of functioning of agents and their 
coordination. 

In Figure 1 shows an enlarged scheme of an 
integrated energy supply system consisting of two 
consumers, two power stations, two boiler plants, four 
power lines and four heat mains, the second consumer 
has an electric boiler. This scheme allows us to study the 
behavior patterns of agents and the interaction between 
them. 

The following types of agents were distinguished: 
• Consumer-agent; 
• Agent network; 
• Source-agent; 
• Networks-agent. 
According to the developed structure of the 

multiagent integrated energy supply system (Fig. 2), the 
consumer-agent forms a load request and sends it to the 
agent network, in turn, the agent network sends this 
request to source-agents and networks-agents. Source-
agents and networks-agents interact with each other and 
with an agent network, and as a result, a solution is 
formed to fulfill the request. 

Next, each agent and their state diagrams are 
examined in more detail. If an agent can distinguish 
several states or behaviors that perform various actions 
when certain events occur, then the behavior of such an 
object can be described in terms of a state diagram. A 
state diagram is a state connected by transitions. 
Transitions can work as a result of its event specified as 
a condition, for example, it can be the expiration of a 

given time, receipt of a message according to the state 
diagram, fulfillment of a given logical condition, etc. 
[19-20]. 

The state diagram of the agent of the second 
consumer, which has an electric boiler, is more complex 
than that of the agent of the first consumer. This follows 
from the state diagram shown in Fig. 3. 

The consumer-agent forms a request for heating 
energy (1) and sends it to the agent network (2). A 
request is sent from it to the consumer's electric boiler 
about the possibility of generating a given amount of 
heat or about the absence of heat (3). Based on this 
request, the data request is compared with the generated 
heat of the electric boiler (4) and a response is sent to the 
agent network. If the production of a given amount of 
heat is possible (5), then the agent of the second 
consumer receives a price request from the agent 
network and sends information about the price of heat 
(6). After this, a response will be received from the agent 
network with the most suitable supply option for the 
consumer (7), and there can be two options, either the 
supply will be from the heating system (boiler plants), or 
from the electric boiler installed by the consumer. 
Depending on where the consumer will be supplied with 
heat, a request for electrical energy will be generated. 
So, if it will be supplied from boiler plants, the electric 
load parameter will not change, but if it is supplied from 
an electric boiler, then the electric load of the boiler will 
be added to the initial electric load of the consumer. 

Having formed a request for electric energy (8), the 
agent of the second consumer sends it to the agent 
network (9). After that, it is waiting a response from the 
agent network, and it can receive one of two messages 
“Consent” or “Failure”. Accordingly, if it receives the 
first message, it goes into the “Energy_received” state 
(10) (see Fig. 3), i.e. the request for energy is completed, 
and then it goes into a waiting state (11). If it receives a 
second message, then it enters the state 
“Energy_not_received” (12) (see Fig. 3), i.e. the request  
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Fig. 1. Scheme of an integrated energy supply system
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Fig. 2. Structure of a multiagent integrated energy supply system 
 

 
Fig. 3. Second consumer agent state diagram 
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for energy has not been completed, and then it goes into 
a waiting state (13). 

The agent of the first consumer has a similar state 
diagram, only there are no diagram blocks associated 
with an electric boiler. 

The agent network state diagram is shown in fig. 4. 
After receiving a request from a consumer for energy 
(1), the network agent sends it to source agents and 
network agents (2), which are associated with this 
consumer and can supply him with energy. In turn, the 
source-agents and network-agents, having received the 
request, check the necessary conditions and send a 
response to the agent network about the possibility of 
their participation in the supply of the consumer. After 
receiving responses from source-agents and network-
agents (3), the agent network checks the necessary 
restrictions and determines whether the supply to the 
consumer is possible or not (4). If the supply of the 
consumer is possible (5), the agent network generates a 
request for the cost of energy to the source-agents (6), 
then compares the prices received and selects the most 
profitable option (7). After that, it sends it consent to the 
necessary energy sources for energy supply, and the rest 
refuses and notifies the consumer that his request for 
energy has been completed (8). After sending a message 
to the consumer-agent, the agent network goes into the 
waiting state of requests (9). If supplying the consumer 
is not possible, then the agent network enters the 
rejection state of the request (10) and sends a refusal to 

the consumer (11). And after sending a message to the 
consumer, it goes into a waiting state of requests (12). 

Let us analyze the state diagram of network-agents 
(power lines and heat mains) (Fig. 5). Consider the first 
power line as an example. Other network-agents have 
similar state diagrams; they can vary in throughput, type 
of energy, and consumer connections with corresponding 
energy sources. 

The power line agent receives a request from the 
agent network (1) and compares the received parameter 
(required power) with power line throughput (2), while 
there can be two options for the development of events. 

In the first case, if the power line can pass the 
specified power, the agent goes into a consent state and 
sends a message with the “Consent” parameter (3) to the 
agent network. 

After that, the power line agent is waiting a response 
from the power station agent associated with it. Having 
received a message (4), it sends back to the power 
station agent a message with the “Yes” parameter (5), 
which means that it is ready to deliver energy. At the 
end, the power line agent can receive one of two 
messages from the power station agent, if the message 
“Failure” (6) arrives, then it goes to the waiting state of 
the request, and energy is not delivered through this 
power line if the message “Delivery” (7), then it goes 
into the “Delivery” state (8) (see Fig. 5) and delivers

 

 

Fig. 4. Network agent state diagram. 
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Fig. 5. Power line agent state diagram.

energy to the consumer, then it goes to the waiting state 
of the request (9). 

In the second case, if the power line cannot miss the 
specified power, the power line agent goes into a failure 
state and sends a message to the agent network with the 
“Refusal” parameter (10). After that, the power line 
agent is waiting a response from the power station agent 
associated with it. Having received the message (11), it 
sends back to the power station agent a message with the 
parameter “No” (12), which means that power cannot be 
delivered, and then it goes to the waiting state of the 
request (13). 

The state diagram of source-agents (power stations 
and boiler plants) is presented in Fig. 6. As an example, 
take the first power station. The second power station 
and boiler plants have similar state diagrams, while the 
type and amount of energy, as well as connections with 
network-agents, may be different. 

Having received a request for electricity (1) 
redirected by an agent network, the power station agent 
compares this parameter with its available capacity (2), 
and two cases of events may occur. 

In the first case, the available capacity of the power 
station is less than declared by the consumer, therefore 
the power station agent goes into the 
“Generation_failure” state (3) (see Fig. 6). It sends a 
message with the “Refusal” parameter to the agent 
network (4), and also sends a “Failure” message to the 
power line agents with which it is associated (5). In 
addition, the power station agent goes into a state of 
waiting for requests (6). 

In the second case, the available capacity of the 
power station is sufficient to fulfill the request, therefore 

the power station agent goes into the 
“Consent_to_generation” state (7) (see Fig. 6) and sends 
a message with the parameter “Consent” to the agent 
network and the message “Generation” to the power 
lines agents with which it is associated. After that, it 
expects a response from power line agents in the form of 
one of the following two messages. The first message 
with the parameter “No” means that power lines cannot 
miss the required power, then the power station agent 
goes into the state “Line_failure_received” (8) (see Fig. 
6). And it sends a message to the agent network with the 
“Refusal” parameter (9), and then goes back to the 
waiting state of requests (10). At the same time, the 
consumer is not supplied from this power station. The 
second message with the “Yes” parameter means that the 
power lines can transmit the necessary power, then the 
power station agent goes into the 
“Line_consent_received” state (11) (see Fig. 6) and, 
after requesting the price of energy from the agent 
network, sends a corresponding message with the 
parameter “Price” (12). After that, it expects a response 
from the agent network, if the power station agent 
receives a “Failure” response (13), it sends a “Failure” 
message to the power line agents (14) and goes back to 
the waiting state of requests (15), while the consumer is 
not supplied. 

Upon receipt of the “Consent” message (16), it goes 
into the “Generation_consent_received” state (17) (see 
Fig. 6), sends a “Delivery” message to power line agents, 
and supplies the consumer with energy. After that, the 
power station agent goes back to the state of waiting for 
the requests (18). 
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Fig. 6. State diagram of the first power station agent. 

4 Experiment with the multiagent model  

The generalized scheme of the IESS is shown in Fig. 1. 
Both power stations are in good condition and can 
provide the delivery of available capacity. Electric 
networks are also in working condition and can pass the 
necessary electric power, except for the power line No. 
1, which is under repair. The first boiler plant is already 
loaded and will not be able to participate in the energy 
supply process, and the heat of the second boiler plant is 
sufficient to fulfill the request only from the first 
consumer. Heating networks are in working condition 
and can pass the necessary thermal power. 

Initial data: 
Pps1 = 320 MW - nominal power of power station 

No. 1; 
Pps2 = 290 MW - nominal power of power station 

No. 2;  
Qbp1 = 0 Gcal/h - nominal power of boiler plant No. 

1;  
Qbp2 = 200 Gcal/h - nominal power of boiler plant 

No. 2;  
Qel.b = 100 Gcal/h - nominal power of the electric 

boiler;  
Cps1 = 1100 rubles/MW ∙ h - the cost of electricity at 

power station No. 1;  
Cps2 = 1300 rubles/MW ∙ h - the cost of electricity at 

power station No. 2; 
Cbp1 = 1200 rubles/Gcal - the cost of heat of boiler 

plant No. 1; 
Cbp2 = 1400 rubles/Gcal - the cost of heat of boiler 

plant No. 2; 

Cel.b = 1600 rubles/Gcal - the cost of the heat of an 
electric boiler; 

Pel1 = 100 MW - electrical load of consumer No. 1; 
Qtl1 = 200 Gcal/h - heat load of consumer No. 1;  
Pel2 = 70 MW - electric load of consumer No. 2; 
Qtl2 = 100 Gcal/h - heat load of consumer No. 2;  
Pel.b = 116 MW - load of the electric boiler; 
Thpl1 = 0 MW - throughput of power line No. 1; 
Thpl2 = 200 MW - throughput of power line No. 2; 
Thpl3 = 110 MW - throughput of power line No. 3;  
Thpl4 = 210 MW - throughput of power line No. 4; 
Thhm1 = 230 Gcal/h - throughput of heat main No. 1; 
Thhm2 = 140 Gcal/h - throughput of heat main No. 2; 
Thhm3 = 250 Gcal/h - throughput of heat main No. 3; 
Thhm4 = 120 Gcal/h - throughput of heat main No. 4. 
In accordance with the given conditions, we will 

examine in more detail the entire process of energy 
supply to consumers (Fig. 7). Consumer-agents forms 
requests for energy a day in advance, and first, requests 
for heat were formed: the first consumer forms a request 
for 200 Gcal/h, the second consumer - 100 Gcal/h. Then 
these requests are sent to the agent network, and it, in 
turn, redirects the request data to boiler plants, an 
electric boiler located at the second consumer, and 
heating networks. Next, a solution is sought through the 
interaction of heat network agents and heat sources 
between themselves. As a result of this search, the 
multiagent model of the integrated system obtained a 
solution according to which boiler plant No. 2 and heat 
main No. 3 can provide heat only to the first consumer, 
and the second consumer will be supplied with heat by 
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an electric boiler located at it, since boiler plant No. 1 
does not have necessary heat. 

After calculating the heat supply of consumers, the 
formation of requests for electricity occurs: the first 
consumer forms a request for 100 MW, and the second 
consumer forms 186 MW, taking into account the 
additional load of the electric boiler. Then, the formed 
requests are sent to the agent network, and it, in turn, 
redirects them to the agents of two power stations and 
electric networks. A search for a solution was also 
carried out through the interaction of agents of electrical 
networks and power plants. As a result, the multiagent 
model has received a solution for an integrated system, 
according to which power supply of the first consumer 
with electric energy will be provided from power station 
No. 2 by power line No. 3, since power line No. 1 has 
been taken out for repairs, as a result of which, power 
station No. 1 will not be able to participate in power 
supply to the first consumer, and the power supply of the 
second consumer will be provided from the power 
station No. 1 by power line No. 2, as it has a lower cost 
for electricity than power station No. 2. The total cost of 
the received option for supplying energy to the first 
consumer per day amounted to 9840000 rubles, 
including 3120000 rubles for electricity, 6720000 rubles 
for heat. The total cost of the received option for power 
supply of the second consumer per day amounted to 
5688000, including 1848000 rubles for electricity. 
(excluding the cost of energy supply of an electric boiler, 
which are included in the cost of the heat energy 
generated by it), heat energy 3840000 rubles. 

The experiment shows that all the necessary 
computational and logical operations have been 
performed in the model. The power supply of consumers 
was organized according to the most optimal option, 
therefore, the logical chains worked out correctly, and 
the data transmission through the system was carried out 
correctly, all agents performed the functions assigned to 
them, and the consumers received the required amount 
of energy with the given parameters. 

5 Results 

To implement a multiagent model of an integrated 
energy supply system, the AnyLogic software 
environment is proposed as the most adequate tool using 
advanced technologies for modeling complex systems. 
In the AnyLogic software environment, a multiagent 
model of IESS has been developed. For its 
implementation, the types of agents are determined and 
their state diagrams are formed, reflecting the behavior 
and interaction of the agents among themselves, aimed at 
energy supply to consumers. The experiment showed 
that the multiagent model works correctly and all 
specified conditions are fulfilled, system agents correctly 
perform the functions assigned to them. Further 
development and improvement of the model will allow 
us to simulate real energy supply systems and explore 
complex technological processes occurring in them. 
The study was funded by Russian Foundation of Basic 
Research, project number 20-38-90266 and carried out 
under State Assignment, Project 17.4.1 (reg. no. АААА-
А17-117030310432-9).  

 

 
Fig. 7. Scheme of multiagent model of IESS in AnyLogic software  
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Abstract. A technique was developed to optimize operations of a combined heat and power 
(CHP) plant taking into account changes in thermal loads. The technique is based on determining 
the relationship between changes in the price of electricity and changes in the price of heat. The 
price range is determined, on the basis of which the Pareto-optimal set of decisions is built. This 
set of solutions helps to find options for technical solutions that ensure the competitiveness of 
CHP plant relative to single-product heat and power generating plants and the most effective 
option to choose. It is required to solve three optimization problems to construct a Pareto-optimal 
set of solutions: the problem of minimizing the price of electricity for a given heat price and the 
rate of return on investment, the problem of minimizing the energy price to determine the 
maximum heat price, and the problem of minimizing the exergy price to find the minimum 
boundary of the heat price range. The technique was tested on the example of a cogeneration gas 
turbine plant. The cogeneration gas turbine plant has a waste-heat boiler and a contact heat 
exchanger for heating the make-up network water. The heat price range for the investigated a 
cogeneration gas turbine plant has been determined. Optimization studies of the operating modes 
of a cogeneration gas turbine plant were carried out in this range with a certain step. The results 
obtained can be used to select the optimal technical solutions, select the optimal combination of 
circuit-parametric solutions that ensure the competitiveness of the products of a cogeneration gas 
turbine plant. 

1 Introduction  

The share of CHP plants (CHPP) for energy generation 
has some growth in the Russian Federation (RF) and 
some countries. CHPPs that work by burning fossil fuels 
retain their competitiveness, despite the development of 
alternative energy. The development of optimal 
technological schemes, including the use of waste gas 
heat recovery technologies, the operation of units in the 
cogeneration mode, which, as a rule, provides the 
highest energy and economic efficiency, increase the 
competitiveness of CHPPs [1-5]. Many countries have 
market conditions for pricing energy products. Energy 
producers need to know the price range of energy 
products at which their sale will be profitable, taking into 
account all the rules and restrictions on the operation of 
equipment. The heat load of cogeneration CHPPs 
depends on the climatic characteristics of the region of 
operation and the prices for the types of energy produced 
are interrelated. Determination of the dependence of the 
change in the price of one type of energy on the possible 
change in the price of another type of energy, taking into 
account changes in heat loads, is an urgent topic. The 
choice of optimal technical solutions, the selection of the 
optimal combination of circuit-parametric solutions for 
CHPP can be done using modern means of mathematical 

modeling and optimization. This will ensure the 
competitiveness of cogeneration CHPP products. The 
software system for building programs has been 
developed by the Melentiev Energy Systems Institute 
(ISEM) SB RAS [6-8]. The use of mathematical models 
of CHPP, created with its help, makes it possible to 
perform design, verification calculations and carry out 
optimization studies of CHPP.  

2 Problem statement  

RF and many other countries have regions where 
consumers need electricity and heat due to climatic 
conditions. Heat consumption for heating and ventilation 
of buildings for various purposes is proportional to the 
difference in air temperatures inside the heated premises 
and outside air. Therefore, the total heat load of 
cogeneration CHPPs changes with a change in the 
outside air temperature, since heating and ventilation 
loads account for a significant proportion. Therefore, the 
characteristic types of operating modes of such CHPPs 
must be taken into account in the circuit-parametric 
optimization. Characteristic operating modes can have 
heating and ventilation nominal heat loads and heat 
partial loads corresponding to different outdoor 
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temperatures. The annual duration of the CHPP 
operation in these modes is determined on the basis of 
the graphs of the duration of the standing outside air 
temperatures in the area in which the CHPP will operate 
[9]. The methodological approach was developed by 
ISEM SB RAS for single-product CHPPs that produce 
only electricity. According to the approach, the 
maximum economic efficiency is obtained by combining 
circuit-parametric solutions that provide a minimum 
price for electricity at a given value of the internal rate of 
return on investment [10, 11]. The cogeneration CHPP 
produces two types of products - electrical and thermal 
energy [12, 13]. For two-product cogeneration CHPP, a 
modification of this approach consists in setting the price 
of one product (heat) and minimizing the price of 
another product (electricity), at a given value of the 
internal rate of return on investment [14, 15]. The 
limitation is imposed on the maximum electric power of 
the CHPP, and the nominal heat load of the installation 
is included in the optimized parameters. The 
mathematical formulation of the problem of minimizing 
the price of electricity for a given heat price and a given 
rate of return on investment (Problem I) has the 
following form. 
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conN , opN  – construction and operation periods, 

respectively; CRF  – capital recovery factor; tK  – total 
capital investment; sx  – the vector of independent 
optimized parameters determining the structural 
characteristics of the plant (the cycle parameters, design 
parameters of elements and operating parameters in 
nominal mode); ix  – the vector of optimized operating 
parameters in the i-th mode (the index i refers to 
parameters related to characteristic modes with 
recalculations); sB  – fuel consumption (per hour) in 

nominal mode; iB – fuel consumption (per hour) in the 

i-th mode; yearB  – the annual fuel consumption; fC  – 
fuel cost; bcK  – capital investments that take into 

account unforeseen costs and construction costs; asfocα , 

adcα  – shares of annual costs on semi-fixed operating 

costs and depreciation charges, respectively; dQ  – the 

design heat load; yearQ  – annual heat supply; hC  – cost 

of heat energy; yearW  – annual electricity supply; sS  – 

vector of design characteristics of the CHPP; sγ  – 
vector of initial data that determines the external 
conditions of the CHPP in the nominal mode; sG  – sl -
dimensional vector function of constraints-inequalities in 
the nominal mode; sN  – electric power of the CHPP in 

nominal mode; minN , maxN  – the minimum and 
maximum values of electric power of the CHPP; iG  – 

il -dimensional vector function of constraints-
inequalities in the i-th mode; iγ  – the vector of initial 
data that determines the external conditions of operation 
in the i-th mode; eqK  – equipment investment; ucd  – 

the vector of specific costs of equipment elements; sT  – 
the duration of the nominal mode; iT  – the duration of 
the i-th mode; iQ  – the heat supply in the i-th mode; iN  

– electric power in the i-th mode; pn
iN  – electricity 

consumption for proper needs in the i-th mode; min
sx , 

max
sx , min

ix , max
ix  – the vectors of minimum and 

maximum values of sx  and ix  respectively; n – number 
of modes.  
The task is to select a combination of circuit-parametric 
solutions for CHPP, which can ensure the 
competitiveness of the products of cogeneration CHPP 
relative to single-product power generating plants and 
relative to single-product heat generating plants, which 
can be used in the corresponding systems of electricity 
and heat supply. To search for such a combination of 
solutions (in accordance with the technique proposed in 
this work), a series of optimization calculations is carried 
out according to the criterion of the minimum price of 
electricity for different given values of the heat price. At 
the same time, the price of heat varies within a certain 
range. The set of solutions obtained as a result of a series 
of optimization calculations is the Pareto optimal set. For 
any element (solution) of a given set, there is no other 
solution that would have a lower price of heat and not a 
higher price of electricity for a given value of the 
internal rate of return on investment, or a lower price of 
electricity and not a higher price of heat. The problem of 
choosing the boundaries of the range (in which the price 
of heat should change) arises when using this approach. 
The heat price of an alternative boiler house is used as 
the upper limit of the range in article [16]. The value of 
the lower limit of the range is determined on the basis of 
expert analysis, as a fraction of its upper limit. A number 
of conditions must be observed when determining the 
price of heat: 
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- the price of heat of the alternative boiler house and 
the price of electricity from the CHP are determined 
at the same value of the internal rate of return on 
investment; 

- the price of the same elements of equipment, 
construction and installation work must be the same 
for the calculations of the CHPP and the alternative 
boiler house; 

- if the CHPP and the boiler house use the same type 
of fuel, the price for them must be the same; 

- the same climatic characteristics should be used 
when calculating the CHPP and the boiler room 
(design temperature of the outside air, graphs of the 
duration of the standing temperatures of the outside 
air, etc.); 

- optimization of the design and operating parameters 
of the boiler room should be carried out, taking into 
account changes in heat loads. 

It is difficult to ensure compliance with these conditions, 
especially if one uses the heat price of an alternative 
boiler house or its individual characteristics (specific 
capital investments, specific fuel consumption per unit of 
heat supplied, electricity consumption for auxiliary 
needs, etc.) obtained by other authors. Taking this into 
account, the heat price at the boundaries of the range is 
proposed to be determined in this work as a result of 
solving two optimization problems based on calculations 
of only the investigated CHPP. The maximum heat price 
is determined by the criterion of the minimum price of 
the supplied energy for the optimization of the CHPP. 
The annual energy supply is obtained by summing the 
annual electricity supply and the annual heat supply, 
reduced to one system of units (MWh). As a result, the 
price of a unit of thermal energy is equal to the price of a 
unit of electricity. The price of heat (resulting from the 
solution of the specified problem) will be higher than the 
price of heat of any single-product heat generating 
installation, as calculations show. Because the cost of 
producing a unit of electricity is much higher than the 
cost of producing a unit of thermal energy. The 
mathematical formulation of the energy cost 
minimization problem (Problem II) is as follows. 
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under the conditions (2)-(10). 
The minimum boundary of the heat price range is 
determined when optimizing the power plant according 
to the criterion of the minimum price of supplied exergy. 
The annual exergy release is obtained by summing the 
exergy contained in the annual electricity supply and the 
exergy contained in the annual heat supply. Since a unit 
of electrical energy contains a unit of exergy, and a unit 
of thermal energy supplied in the form of hot water 
contains about 1/4 of a unit of exergy, then the price of a 
unit of heat, when solving this optimization problem, 
will be about 4 times less than the price of electricity, 
and as calculations show, will be significantly lower than 
the price of any single-product heat generating 
installation. The mathematical statement of the problem 

of minimizing the cost of exergy (Problem III) is given 
below. 
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under the conditions (2)-(10), where h
yearE .– the 

amount of exergy in the annual heat release. 
The range of heat prices (obtained as a result of solving 
the two specified optimization problems) will cover the 
heat prices of all competitive single-product CHPPs. The 
Pareto-optimal set of solutions built on the basis of this 
range will make it possible to determine the options for 
technical solutions that ensure the competitiveness of 
CHPPs relative to single-product heat and power 
generating plants and choose the most effective from 
these options. 
In this work, the method for determining the relationship 
between the change in the price of electricity and the 
change in the price of heat for a CHPP is applied to a 
cogeneration gas turbine unit (GTU). The GTU has a 
waste-heat boiler and a contact heat exchanger for 
heating the make-up network water. Heat energy is 
supplied to consumers in the form of hot water for 
heating and hot water supply (DHW). The cogeneration 
GTU has an air compressor, two fuel combustion 
chambers, a gas turbine, a waste heat boiler, a contact 
heat exchanger, a water-to-water heater, and pumping 
units (Fig. 1). The GTU circuit does not have a peak heat 
source. The heat load is regulated by bypassing a certain 
part of the flue gas flow rate bypassing the waste heat 
boiler and the contact heat exchanger. The gas turbine 
exhaust gases have a high temperature and the 
volumetric concentration of the O2 oxidizer is 13-16%. 
Therefore, afterburning of a certain amount of fuel is 
carried out in the exhaust gas environment of the GTU in 
the second combustion chamber. This makes it possible 
to increase the thermal power of the gas turbine unit and 
stabilize the parameters of the network water heated in 
the waste heat boiler. 

Air
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 water
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Fig. 1. The basic technological scheme of the cogeneration gas 
turbine unit (1 - air compressor; 2 - first combustion chamber; 
3 - gas turbine; 4 - second combustion chamber; 5 - waste heat 
boiler; 6 - contact heat exchanger; 7 - water/water heater; 8-10 
– pumps). 
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The design and verification mathematical model of the 
GTU consists of different element models. Design part - 
models of all elements are based on design calculations 
with the determination of the geometric dimensions of 
heat exchangers and nominal flow rates, gas pressures at 
the inlet and outlet of the gas turbine. Verification part - 
models of all elements are based on verification 
calculations, which are carried out for given design 
characteristics (obtained as a result of calculations of a 
design model) and determine the parameters of heat 
carriers (gas, air and water). The design and verification 
mathematical model of the GTU carries out one design 
and several verification calculations at various thermal 
loads (characteristic modes). The design calculation is 
carried out at maximum thermal loads (nominal mode). 

3 Results of optimization studies 

The modes of operation of the cogeneration GTU under 
study were considered: one nominal mode at a 
temperature of -250С (the estimated outdoor air 
temperature) and the duration of 106 hours; four modes 
with different thermal loads at average outdoor air 
temperatures -200С, -100С, +1.5 0С, +180С (non-heating 
period) and durations 310 hours, 1084 hours, 2650 
hours, 2850 hours. The range of changes in the electrical 
power of the gas turbine unit in the studied modes was 
taken equal to 50-60 MW. The temperature schedule of 
the heat network is adopted equal to120/700С. The 
determination of the annual fuel consumption and the 
annual supply of electric and heat energy is carried out 
taking into account the duration of the modes. The 
internal relative efficiency of the air compressor and gas 
turbine is taken as 0.85 and 0.89, respectively. The 
maximum permissible value of the gas temperature in 
front of the gas turbine is assumed to be 15000C. In the 
calculation of capital investment, the following source 
information was adopted [9, 16]. Specific costs: gas 
turbine – 70 USD/kW (per unit of maximum total power 
of a gas turbine), air compressor – 50 USD/kW, turbine 
generator set, pumps – 60 USD/kW, heat exchanger 
pipes made of carbon steel – 7 thous. USD/t, of steel 20 
– 21 thous. USD/t, that of electrical equipment was 
0.192 thous. USD/kW, and fuel consumption dependent 
systems – 240 thous. USD/(t/h). The internal rate of 
return on investment is 0.15, coefficient considering 
assembly costs is 1.6, coefficient  that takes into account 
unforeseen costs is 1.03, coefficient that takes into 
account other costs is 1.3, coefficient of equipment price 
adjustment to current prices is 1.65, coefficient that takes 
into account the value of unconsidered equipment is 1.1. 

The lower and upper boundaries of the range of 
changes in the heat price were determined as a result of 
solving problems (Problem II) and (Problem III): 9 
USD/Gcal and 25 USD/Gcal. Optimization calculations 
were performed with a step of two units. The main 
indicators of the operating modes of the cogeneration 
GTU are presented at different heat prices (Table 1, 2, 
3). Accepted designations in tables 1-3: outer/inner 
diameters of pipes of waste heat boiler are indicated 
d1/d2; transverse/longitudinal pipe spacing of waste heat 

boiler – s1/s2; heat exchange surface area of waste heat 
boiler – F1; outer/inner diameters of pipes of heating 
system water make-up heater are indicated d3/d4; 
transverse/longitudinal pipe spacing of heating system 
water make-up heater – s3/s4; heat exchange surface 
area of heating system water make-up heater – F2; The 
graph of the dependence of the price of electricity on the 
price of heat is shown in Fig. 2. 

Table 1. The main indicators of GTU (cost of heat energy 9, 
11, 13 USD/Gcal). 

Main indicators 

Cost of heat energy, USD/Gcal 

9 11 13 

Cost of electricity, cent/kW 4,72 4,52 4,31 

GTU heat load in nominal 
mode, Gcal/h 125,4 129,8 136,2 

Maximum useful electric 
power of GTU in nominal 
mode, MW 

59,7 59,6 59,6 

Annual heat supply, thous. 
Gcal 415,0 429,4 450,7 

Annual electricity supply, 
thous. MWh 392,0 391,5 391,2 

Annual fuel consumption, 
thous. t.f.e./year 135,9 136,0 138,7 

Annual fuel consumption 
(the first combustion 
chamber),  thous. t.f.e./year 

126,9 126,3 127,8 

Annual fuel consumption 
(the second combustion 
chamber),  thous. t.f.e./year 

9,0 9,7 10,9 

Relative capital 
investments, USD/kW 558,0 558,8 563,4 

Fuel heat utilization 
coefficient 0,78 0,80 0,81 

Specific fuel consumption 
for heat supply, kg.f.e./Gcal 153,6 

Specific fuel consumption 
for electricity supply, 
g.f.e./kWh 

184,4 178,7 177,5 

- d1 / d2, mm 
- s1 / s2, mm 
- F1, m2 

50/47 
104/64 
2789 

50/47 
104/64 
2892 

50/47 
104/64 
2902 

- d3 / d4, mm 
- s3 / s4, mm 
- F2, m2 

16/14,5 
23/20 
602 

16/14,5 
23/20 
609 

16/14,5 
23/20 
676 

Table 2. The main indicators of GTU (cost of heat energy 15, 
17, 19 USD/Gcal). 

Main indicators 

Cost of heat energy, USD/Gcal 

15 17 19 

Cost of electricity, cent/kW 4,10 3,80 3,54 

GTU heat load in nominal 
mode, Gcal/h 156,3 175,3 179,6 

Maximum useful electric 
power of GTU in nominal 
mode, MW 

59,3 58,9 58,8 

Annual heat supply, thous. 
Gcal 517,2 579,9 594,1 
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Annual electricity supply, 
thous. MWh 389,8 387,3 386,3 

Annual fuel consumption, 
thous. t.f.e./year 147,7 156,0 159,9 

Annual fuel consumption 
(the first combustion 
chamber),  thous. t.f.e./year 

128,0 129,2 129,8 

Annual fuel consumption 
(the second combustion 
chamber),  thous. t.f.e./year 

19,7 26,8 30,1 

Relative capital 
investments, USD/kW 577,5 581,1 585,3 

Fuel heat utilization 
coefficient 0,82 0,83 0,83 

Specific fuel consumption 
for heat supply, kg.f.e./Gcal 153,6 

Specific fuel consumption 
for electricity supply, 
g.f.e./kWh 

175,3 173,1 172,4 

- d1 / d2, mm 
- s1 / s2, mm 
- F1, m2 

50/47 
104/64 
3044 

50/47 
103/63 
3305 

50/47 
103/63 
3354 

- d3 / d4, mm 
- s3 / s4, mm 
- F2, m2 

16/14,5 
23/20 
762 

16/14,5 
22/19 
769 

16/14,5 
22/19 
774 

Table 3. The main indicators of GTU (cost of heat energy 21, 
23, 25 USD/Gcal). 

Main indicators 

Cost of heat energy, USD/Gcal 

21 23 25 

Cost of electricity, cent/kW 3,28 2,84 2,22 

GTU heat load in nominal 
mode, Gcal/h 212,7 261,1 277,6 

Maximum useful electric 
power of GTU in nominal 
mode, MW 

58,5 57,5 55,2 

Annual heat supply, thous. 
Gcal 703,6 863,7 918,5 

Annual electricity supply, 
thous. MWh 385,0 373,7 362,7 

Annual fuel consumption, 
thous. t.f.e./year 174,3 196,7 202,1 

Annual fuel consumption 
(the first combustion 
chamber),  thous. t.f.e./year 

133,7 134,4 135,4 

Annual fuel consumption 
(the second combustion 
chamber),  thous. t.f.e./year 

42,3 62,3 66,7 

Relative capital 
investments, USD/kW 629,1 711,3 745,8 

Fuel heat utilization 
coefficient 0,84 0,86 0,87 

Specific fuel consumption 
for heat supply, kg.f.e./Gcal 153,6 

Specific fuel consumption 
for electricity supply, 
g.f.e./kWh 

171,9 171,5 168,5 

- d1 / d2, mm 
- s1 / s2, mm 
- F1, m2 

50/47 
103/63 
3749 

50/47 
102/62 
4284 

50/47 
102/62 
4740 

- d3 / d4, mm 
- s3 / s4, mm 
- F2, m2 

16/14,5 
22/19 
817 

16/14,5 
22/19 
1024 

16/14,5 
22/19 
1173 

 

 
Fig. 2. Dependence of the price of electricity on the price of 
heat 
 
Analysis of the results of optimization calculations 
(Table 1 and Fig. 2) shows. 
- The change in the price of electricity ranges from 

4,72 cents/kW (heat price of 9 USD/Gcal) to 2,22 
cents/kW (heat price of 25 USD/Gcal). The heat 
load increases in the design (nominal) operating 
mode of the GTU with an increase in the heat price 
and a decrease in the price of electricity, from a 
value equal to 125,4 Gcal/h to 277,6 Gcal/h. The 
useful electrical power of the GTU in the design 
mode is reduced from 59,7 MW to 55,2 MW. 

- Annual supply of heat energy increases from 415,0 
thous. Gcal to 918,5 thous. Gcal over the range of 
price changes for energy products; annual supply of 
electricity decreases from 392,0 thous. MWh to 
362,7 thous. MWh. 

- The technological scheme of the investigated GTU 
has two combustion chambers and the fuel 
consumption (for afterburning in the second 
combustion chamber) increases when the heat load 
increases, as can be seen from Table. 1-3. 

- Relative capital investments per unit of useful 
electric power are in the range of 558,0 USD/kW – 
745,8 USD/kW. Relative capital investments are 
increasing mainly due to the increase in the heat 
exchange surface of the waste heat boiler and the 
heating water make-up heater. Their area is 
determined during the design calculation of the 
GTU. 

- Fuel heat utilization coefficient increases from 0,78 
to 0,87 when the heat load increases. Specific fuel 
consumption for electricity supply varies in the 
range from 184,4 g.f.e./kWh to 168,5 g.f.e./kWh. 

4 Conclusion 

The technique for determining the relationship between 
the change in the price of electricity of a cogeneration 
CHPP from the change in the price of heat was 
developed taking into account changes in heat loads. 
Price ranges are determined using this technique. The 
Pareto-optimal solution set is based on the price range. 
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The Pareto-optimal set of solutions helps to determine 
the options for technical solutions to ensure the 
competitiveness of CHPPs relative to single-product heat 
and power generating CHPPs and to choose the most 
efficient option. The technique has been tested on the 
example of a cogeneration gas GTU with a waste-heat 
boiler and a contact heat exchanger for heating the 
make-up network water. The heat price range is 
determined for the investigated installation (9-25 
USD/Gcal). Optimization calculations of its operating 
modes were carried out on this range with a step of two 
units. The main parameters are determined for a specific 
point in the heat price range: electricity price, calculated 
heat and electrical loads, annual supplies of heat and 
electrical energy, annual fuel consumption in general and 
by combustion chambers, relative capital investments 
per unit of useful electric power, fuel heat utilization 
coefficient, specific fuel consumption for heat supply, 
specific fuel consumption for electricity supply, design 
characteristics of gas turbine unit equipment. The data 
obtained can be used to select the optimal technical 
solutions, select the optimal combination of circuit-
parametric solutions that ensure the competitiveness of 
the products of this cogeneration GTU. 
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Synthetic liquid fuels: prospects for innovative technologies 

based on underground coal gasification 

E. A. Tyurina*, P. Yu. Elsukov and A.S. Mednikov 

Melentiev Energy Systems Institute SB RAS Irkutsk, Russia 

Abstract. The growing demand for energy, the depletion of oil and gas reserves, and the threat of global 
climate change have led to an increase in interest in underground coal gasification technologies (UCG) 
around the world. The potential for using underground gasification of low-grade coal resources with com-
plex mining and geological conditions is huge. The main challenge is the development of competitive 
technologies for the production of synthesis gas and production of electricity, heat, and synthetic liquid 
fuels on its basis. 
The paper presents a study of one of the promising areas of the use of UCG gas for the combined produc-
tion of synthetic liquid fuel (methanol) and electricity. A mathematical model of the installation for com-
bined production of methanol and electricity (ICPME) was developed. Based on this mathematical model, 
a technical and economic optimization of the parameters was carried out to assess the prospects of the 
scale of application of this coal processing method. 
The purpose of research conducted using the mathematical models of the ICPME is to determine the opti-
mal parameters of the installation and the sensitivity of its economic performance indicators to changes in 
external conditions. 

                                                           
* Corresponding author: tyurina@isem.irk.ru  

 

Introduction 

The growing demand for energy, the depletion of oil and 
gas reserves, and the threat of global climate change 
leads to an increase in interest in underground coal gasi-
fication technologies (UCG) around the world. The po-
tential for using underground gasification of low-grade 
coal resources with complex mining and geological con-
ditions is huge. The main challenge is the development 
of competitive technologies for the production of synthe-
sis gas and production of electricity, heat, and synthetic 
liquid fuels on its basis. 

The paper considers an upcoming trend in processing 
of UCG gas enriched with hydrogen and carbon oxides. 
Pre-purified gas can be considered as synthesis gas for 
production of valuable synthetic liquid fuels (SLF). Of 
SLFs, we consider, first of all, methyl alcohol, an envi-
ronmentally friendly energy carrier that can be used not 
only as a power-generating fuel but also as a motor fuel 
[1-7]. 

Methanol has been one of the most widely used in-
dustrial chemicals in the world since the 1800s. It is a 
key component of hundreds of chemicals. The most 
large-scale applications in terms of volume are its pro-
cessing into formaldehyde, which is additionally pro-
cessed to form resins, adhesives, and various plastics, as 
well as to produce acetic acid (Fig. 1). Worldwide, one-
third of the methanol demand is for formaldehyde pro-

duction. This accounts for about 10 million metric tons, 
which is the largest methanol market. One of the newest 
and fastest growing markets for methanol is the produc-
tion of light olefins. Olefins, i.e. ethylene and propylene, 
serve as the backbone of the plastics industry and are 
usually produced by steam cracking of hydrocarbons 
such as ethane and naphtha. 

 

 
Fig. 1. The uses of methanol (https://www.methanol.org). 

A new trend, that of the use of methanol as an envi-
ronmentally friendly fuel for electricity generation, is 
gaining momentum. There are several projects world-
wide to incorporate methanol into existing gas dual-
fueled turbines using. Methanol's low calorific value, low 
lubricity, and low flash point make it an excellent turbine 
fuel compared to natural gas and distillate, which can 
lead to lower emissions, improved heat rate, and higher 
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power output. A recent methanol-to-power demonstra-
tion project by General Electric has shown the viability 
of this technology, especially for areas not close to gas 
pipelines.  

In the present study, the synthesis gas of UCG of the 
Rakovsky lignite deposit of the Far East is used for 
methanol production. The Rakovskoe lignite deposit is 
located in an area reclaimed by the coal industry with a 
developed infrastructure and energy consumers available. 

According to studies performed by the A. A. 
Skochinsky Institute of Mining, established reserves of 
coal by various formations deposited below the strip-
mining line and suitable for underground gasification, are 
69.2 million tons of category C and 17.6 million tons of 
category C2, which ensures the operation of the station 
"Podzemgaz" for its service life at any capacity. Novel 
designs of underground gas generators and technological 
solutions allow to enhance the characteristics of pro-
duced gas and the efficiency of the gasification process 
[8-11]. 

Compared to conventional mining and surface gasifi-
cation, UCG promises lower capital/operating costs as 
well as other benefits such as no human labor under-
ground. In addition, UCG can potentially be associated 
with carbon dioxide capture and absorption [12, 13].  

The paper presents a study of one of the promising 
areas of the use of UCG gas for the combined production 
of SLF (methanol) and electricity. 

The processing of UCG gas into methanol is charac-
terized by the release of large amounts of heat and car-
bon oxides. Combination of chemical processes with 
power generation increases efficiency of UCG gases uti-
lization. The analytical study of technologies for pro-
cessing various organic raw materials, performed at the 
Melentiev Energy Systems Institute Siberian Branch of 
the Russian Academy of Sciences (ESI SB RAS), re-
vealed the expediency of combining chemical processing 
technology with power generation in installations for 
combined production of methanol and electricity 
(ICPME). The energy and economic efficiency of such 
an integrated process is much higher than that of separate 
production processes [7, 14, 15]. 

A mathematical model of the installation for com-
bined production of methanol and electricity (ICPME) 
was developed. Based on this mathematical model, a 
technical and economic optimization of the parameters 
was carried out to assess the prospects of the scale of 
application of this method of utilizing UCG gas. 

It proves feasible to build small power engineering 
units for processing of UCG gas. In this case, the power 
of the ICPME can be increased by units connected in 
series as needed. 

Below is presented a study of the ICPME operating 
on the products of underground coal gasification under 
the conditions specific to Far East. The performed re-
search focused on optimizing the operation of the synthe-
sis unit and power generation unit. The data on the meth-
od of gasification, composition, and specification of 
UCG gas of the Rakovsky deposit were obtained from 
the Far Eastern State Technical University through the 

courtesy of the team of researchers under the supervision 
of Professor B.I. Kondyrev [16, 17]. 

1 The current state of research in the 

field 

As was noted, at present in Russia and abroad there are 
ongoing studies on deep processing of solid fuels by the 
underground gasification method, which is one of the key 
directions of the introduction of additional volumes of 
energy resources into fuel and energy balances [18]. 

The analysis of the activity of domestic industrial 
UCG enterprises with respect to the production of the 
gaseous energy carrier of low heat of combustion (up to 
4 MJ/m3) attests to their technical and economic feasibil-
ity if compared to shaft mining of coal [19]. 

In articles [8-9, 16, 17] the authors analyzed the de-
velopment of technologies for underground gasification 
of coal and presented the prospects of development of 
coal deposits in the Far East. 

Studies [11, 20] demonstrated that the attained tech-
nological level of development of the UCG process al-
lows producing gas with sufficiently stable qualitative 
and quantitative parameters depending on the applied 
process tools and requirements on the part of consumers.  

The study [17] traced the history of development of 
the technology of underground coal gasification in Rus-
sia and abroad. The authors covered the key strands of 
UCG technology improvement that are undergoing de-
velopment at the Far Eastern State Technical University, 
where the center for deep processing of coal is being 
established. The important role of the described technol-
ogy was emphasized, and information on UCG plants 
under construction in the Far East region was presented. 

Studies [21-24] analyzed the energy efficiency of the 
complete process cycle from coal mining to coal use at 
combined heat and power plants. Innovative solutions for 
increasing energy efficiency and energy saving of hydro-
carbon resources, based on building local coal and gas 
energy complexes, were proposed. The estimates of the 
degree of an increase in combustion heat of the generat-
ing mixture so as to achieve the level required for gas-
turbine generating units was provided. 

Articles [25-28] reported on research on UCG with 
the main emphasis on chemical and physical characteris-
tics of feedstock, process chemistry, gasifier design, and 
operating conditions. Thermodynamic studies of UCG 
were also presented with an emphasis on optimization of 
gas generator operation based on thermodynamics and 
kinetic models of the process built. 

Study [29] presented an overview of fundamental 
physical phenomena in underground coal gasification 
and related modeling challenges. Transfer phenomena 
and chemical reactions occurring in a permeable layer of 
coal and ash as well as in the hollow space were consid-
ered. Modelling of heat and mass transfer, including pol-
lutants, in the near and far fields surrounding the under-
ground coal gasifier was carried out. Integrated UCG 
models were considered and recommendations for fur-
ther model development were provided. 
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Experimental studies are carried out, aimed at obtain-
ing well-grounded results on UCG [17, 30], including 
obtaining optimal compositions of gasifying agents, 
which plays an important role in the economy of under-
ground coal gasification. 

As it can be seen from the review, most of the re-
search on technologies behind producing electricity, 
heat, and SLF from UCG gas worldwide and in Russia 
alike deal with the study of individual processes and de-
vices. In comprehensive studies of technologies of elec-
tricity and heat production and SLF synthesis, for the 
most part it is the thermodynamic efficiency analysis that 
is carried out. Optimization studies of such complex 
combined systems as power engineering installations of 
combined production of SLF and electric power, using 
detailed models of power and engineering elements tak-
ing into account non-linearity of processes, have not 
been carried out. On the other hand, without such an 
analysis it is impossible to obtain optimal technical solu-
tions and sufficiently unbiased economic performance 
indicators that determine the conditions of competitive-
ness of the technologies that are studied. Therefore, tak-
ing into account these circumstances is one of the main 
objectives of the present study. 

2 A concise overview of the method of 

underground coal gasification and the 

use of gas for methanol production  

A state-of-the-art underground gas generator engineered 
by Gazprom Promgaz was selected for the pilot industrial 
UCG enterprise at the Rakovsky brown coal deposit. The 
novel UCG process implements a directed oxidizer sup-
ply to the hot reaction surface of the coal seam, which 
provides a higher temperature level and CO discharge. In 
addition, the sustainability and stability of the gas for-
mation process is due to the movement (as the coal seam 
is extracted) of the reaction channel of constant geomet-
ric parameters [16, 17]. The pilot industrial gas generator 
includes a series of parallel directional gas exhaust and 
injection wells, which are crossed on the horizon of the 
initial gasification channel by a horizontal directional 
well. The transfer of the air supply point to the coal seam 
reaction zone (from bottom to top) is provided for as the 
coal seam is extracted. A schematic of the presented 
technology of using UCG gas is shown in Fig. 2. 

 

Fig. 2. Schematic of energy resources production complex 
based on UCG gas. 

The new CCGT technology provides higher sustaina-
bility and stability of the gas generation process, higher 
efficiency of gasification, reduction of the number and 
volume of production wells drilling, the possibility of 
controlling the process of thermal reactions inside the 
seam. 

The UCG gas deemed optimal for the synthesis of 
methanol gas is characterized by a sufficiently high 
H2/CO ratio and calorific value. 

3 Production of methanol and electricity 

from UCG gas 

Below is presented a study of the ICPME operating on 
the products of underground coal gasification under the 
conditions specific to Far East. The process flow diagram 
of the installation is shown in Fig. 3. 

The synthesis gas coming from the underground coal 
gasification station is compressed by fresh gas compres-
sors (1) to a pressure of 2.7 MPa. The gas is then succes-
sively heated in a regenerative heater (2) to 3400 C and 
an end electric heater (3) to 3500 C. Heated gas is di-
rected to the desulfurization reactor (4) where hydrogen 
sulfide is absorbed. From the reactor the purified gas 
passes through a regenerative heat exchanger and com-
pressor cooler (24) where it is cooled. The gas is then 
compressed by the compressor to a pressure of 8 MPa 
and supplied to the methanol synthesis unit. The synthe-
sis unit includes three stages. Each stage has a methyl 
alcohol synthesis reactor (5), regenerative heat exchanger 
(6), cooler/condenser of crude methanol (7), and separa-
tor (8). The gas is heated in a regenerative heat exchang-
er up to 2100 C, then it enters an isothermal synthesis 
reactor, where a process of methanol formation takes 
place with a copper-zink-aluminum catalyst at 2600 C. 
The heat generated there is used to produce steam at a 
pressure of 4.3 MPa. Downstream of the reactor, the gas 
is directed to a regenerative heat exchanger and a cool-
er/condenser, where it is cooled down to 300 C. This 
condenses methyl alcohol and water vapors. The separa-
tor separates the condensate from the gas. The gas passes 
sequentially through three stages of the synthesis unit. 

From the third stage, the purging gas enters the ex-
pansion gas turbine (9), where its pressure is reduced to 
1.0 MPa. The gas is cooled by the coolant in the heat 
exchanger (10). The heat dissipation is 140 kcal/s. The 
coolant can be used in a gas treatment system or for other 
purposes. The gas downstream of the heat exchanger is 
directed to the combustion chamber (11) of the main gas 
turbine (12). The air from the compressor is also sup-
plied there (13). 

The main and expansion gas turbines, air compressor, 
and electric generator are located on the same shaft. Af-
ter the gas turbine, the combustion products are fed into 
the recovery boiler that includes five heating surfaces: 
low- (14) and high- (16) pressure economizers, low- (15) 
and high- (17) pressure vaporizers, and a steam super-
heater (18). The high- and low-pressure steam generated 
in the recovery boiler from the separator drums (19) is 
directed to the steam turbine (20).  
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Fig.3. Process flow diagram of the ICPME 

 
From the turbine, steam is supplied into the conden-

ser (21). Feedwater is heated in a regenerative heater 
(22). From the steam turbine, Steam is extracted from the 
steam turbine for underground coal gasification. 

4 Mathematical modeling of ICPME 

Models of individual energy and technological elements 
(methanol synthesis) were used in the development of a 
mathematical model of the installation as a whole: heat 
exchangers of various types, combustion chambers, 
compressors, gas and steam turbines, built-in gas-water, 
regenerative gas-gas heat exchangers of a methanol syn-
thesis reactor, refrigerators-condensers, methanol separa-
tors, etc.). The issues of modeling energy and technolog-
ical elements are considered in the previously published 
works of ESI SB RAS [31-34]. 

A catalytic reactor for the synthesis of methanol is a 
fundamentally new element that is absent in power 
plants. The state of the gas mixture in the reactor differs 
significantly from the equilibrium state and is described 
by differential equations of chemical kinetics. The math-
ematical model of the reactor is based on the methyl al-
cohol synthesis mechanism and kinetic equations devel-
oped at A.V. Topchiev Institute of Petrochemical Syn-
thesis of Russian Academy of Sciences [35-37]. The 
methanol synthesis reactor consists of several adiabatic 
zones filled with a catalyst, between which convective 
heat exchangers are located to recover the heat of synthe-
sis. To simplify calculations, the zones are divided into 
sections. 

The following conditions were taken into account 
when developing an algorithm for solving the system of 
equations for a reactor section. The rates of CH3OH and 
CO formation are determined by the equilibrium and rate 
constants, which are uniquely dependent on the gas tem-
perature, pressure, and molar fractions of the components 
of the gas mixture. The change in pressure, as well as in 
the equilibrium and rate constants in the working range 
of the synthesis process is small. The change in the mole 
fractions of individual components is very significant. In 
addition, their effect on the rates of CH3OH and CO 
formation is significant. Therefore, the pressure of the 
gas mixture, the rate constants and equilibrium constants 
can be considered constant in much larger sections of the 
adiabatic zone of the reactor than the mole fractions of 
the components (we will call the first sections large, and 
the second small). This allows you to significantly reduce 
the amount of calculations when calculating the adiabatic 
zone. 

For the numerical integration of the system of equa-
tions describing the processes in a small section of the 
reactor, the fourth-order Runge-Kutta method is used. 
The component-wise molar flow rates, gas temperature 
and pressure at the outlet from the adiabatic zone are 
determined from expressions corresponding to the inte-
gration of differential equations by the Euler method. 

The investigated installation is a difficult combined 
technical system with a large number of dissimilar ele-
ments connected by various technological connections. 
The software and computer complex developed at ESI 
SB RAS - the system of machine construction of pro-

301



grams (SMPP-PC) - was used to construct a mathemati-
cal model. Based on the information about the mathemat-
ical models of the individual elements of the installation, 
the technological connections between them and the pur-
poses of the calculation, the SMPP-PC automatically 
generates a mathematical model in the form of a calcula-
tion program in the Fortran language [14, 31]. This mod-
el corresponds to the design scheme shown in Figure 3. 
The calculation program contains about 1500 variables, 
several hundred algebraic and transcendental equations. 
The solution of the systems of equations describing the 
entire installation is carried out by the Zeidel method 
[32]. 

On the basis of the mathematical model of ICPME, 
the design calculation of the installation elements is car-
ried out: determination of the heating surfaces of heat 
exchangers and the mass of metal, the volume of the cat-
alyst in the reactors, the drive power of pumps and com-
pressors, the power of gas and steam turbines, thermody-
namic parameters, the consumption of synthesis gas, 
combustion products, water and steam at various points 
in the circuit. 

5 Research the ICPME 

The purpose of studies backed by mathematical models 
of the ICPME that make use of UCG gas is to determine 
optimal parameters of the installation and sensitivity of 
its economic performance indicators to changes in 
external conditions, first of all, the cost of gas of 
underground coal gasification. This is required in order 
to assess the prospects of applying this method to using 
UCG gas.  

Problem statement for ICPME parameters optimiza-
tion 

)IRR,c,c,P,P,KI,B,G,G,V,dl,y,x(c  min zelmethelmethUCGlpsmscatUCG    dl
, 

given that 
0),( =yxH , 
0),( =yxG , 

xx maxmin x ≤≤ , 

TT catsg ≥ , 

IRRIRR z= , 
where UCGc  is a price of gas UCG, x is a vector of inde-
pendent optimized parameters; y is a vector of dependent 
calculated parameters; H is a vector of constraint equali-
ties (constraints on material balances, energy balances, 
heat transfer, etc.); G is a vector of constraint inequali-
ties; xmin, xmax are a vectors of boundary values of opti-
mized parameters; dl  - length of the synthesis reactor; 

catV  - volume of catalyst in synthesis reactors; mgG  - 

main steam consumption; lpsG  - low pressure steam con-

sumption; UCGB  - annual gas UCG consumption; KI  - 

investment in ICPME; elP  - annual electricity produc-

tion; methP  - annual methanol production; methc  - metha-

nol price; elc  - produced electricity price; IRRz is a pre-

defined internal rate of return on capital investment, sgT  
- the temperature of the synthesis gas in the synthesis 
reactors, catT  - the maximum permissible temperature of 
the synthesis gas according to the operating conditions of 
the catalyst. 

The parameters to be optimized were the enthalpies, 
pressures and flow rates of main, high- and low- pressure 
steam in the power generation unit, the volume of cata-
lyst in the sections of the synthesis reactor, etc. The sys-
tem of restrictions contains the conditions for non-
negativity of the end temperature drops of heat exchang-
ers, pressure drops along the flow path of steam and gas 
turbines, restrictions on the design temperatures and me-
chanical stresses of heat exchanger pipes, on the mini-
mum and maximum synthesis temperatures, etc. 

Input technical and economic data was assumed on 
the basis of previous studies carried out at the ESI SB 
RAS that dealt with the subject of technologies of solid 
fuel processing into SLF and on the basis of an analysis 
of cost estimates of process and power facilities taking 
into account ICMPE operating conditions [7, 14, 15, 31-
34]. 

Input data for calculations of the ICPME. 
Table 1 shows the main input data that was used to 

determine the technical and economic performance indi-
cators of the ICPME. The capital costs calculations were 
based on the unit costs of equipment presented in the 
table, with the unit cost increase due to its small scale 
being taken into account by a cost factor of 1.5.  

 
Table 1. Input data for ICPME calculations 
 

Name Unit Value 
1 2 3 
Synthesis process pressure MPa 8 
Gas temperature at the inlet 
of synthesis reactors К 493.15 
Gas temperature at the outlet 
of synthesis reactors К 543.15 
Gas temperature downstream 
of coolers/condensers К 303.15 
Gas temperature upstream of 
the main gas turbine К 1373.15 
Gas pressure upstream of the 
main gas turbine MPa 0.96 
Main steam pressure MPa 13 
Main steam enthalpy kcal/kg 800 
Superheated steam pressure MPa 2.1 
Superheated steam enthalpy kcal/kg 800 
Steam pressure in low pres-
sure vaporizing circuit MPa 1.2 
Catalyst unit cost USD/kg 25 
Gas turbine unit cost USD/kW 700 
Unit cost of a synthesis gas 
compressor USD/kW 200 
Air compressor unit cost USD/kW 150 
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End of the table 1 
1 2 3 
Unit cost of heating surfaces 
made of low-alloy steel USD/m2 1800 
Unit cost of heating surfaces 
made of carbon steel USD/m2 1350 
Unit cost of synthesis unit 
housings 

thous. USD 
doll./m 180 

Unit cost of process water 
supply system channels 

thous. 
USD/(t/h) 120 

Unit cost of process water 
supply system coolers 

thous. USD 
/MW 50 

The share of costs for con-
struction and installation 
work of the synthesis unit  0.6 
The share of costs for con-
struction and installation 
work of the power unit  1 
Percentage of depreciation 
charges % 3.5 
Percentage of expenses for 
running and major repairs % 4.5 
Deposit interest rate % 6 
Loan interest rate % 7 
Plant operation period years 30 
Installation construction time years 3 

 
Annual fresh gas consumption is 250 million nm3 

(29.8 nm3 /hour, 8.27 nm3/sec), operating hours of the 
unit per year are 8.400. 

The underground coal gasification gas composition at 
the ICPME inlet (after pre-treatment) is presented below. 

     Gas components, vol. %: 
o Carbon dioxide, 6.2 
o Hydrogen, 41 
o Carbon oxide, 31.4 
o Nitrogen oxides, 16.7 
o Methane, 1.4 
o Water, 3 
o Oxygen, 0.2 
o Sulfur oxides, 0.01 
o Ammonia, 0.01 
o Tar, 0.05 
As a result of calculations performed with the aid of 

the mathematical model of the ICPME, we determined 
the structural characteristics of the main elements of the 
plant (volume of catalyst in the reactor, areas of heat 
exchanger heating surfaces, etc.), parameters of material 
and energy flows between the elements of the scheme, as 
well as methanol and electricity production. Based on 
these data, the capital investment in the plant and current 
costs were estimated. 

The results of the calculations are given in Tables 2-
3, Figure 4 below. Gas composition at the outlet of the 
synthesis unit is presented below. 

     Gas components, vol. %: 
o Carbon dioxide, 14.4 
o Hydrogen, 16.4 
o Carbon oxide, 29.2 
o Nitrogen oxides, 36.5 

o Methane, 3.1 
o Water, 0.08 
o Methanol, 0.4 

 

 
a) Output. 
 

 
b) Consumption and delivery to external consumers 
 
Fig. 4 a, b. Power balance of the UCG ICPME. 

 
Table 2. Synthesis unit equipment specification 

 

Name 
Sta-
ge 1 

Sta-
ge 2 

Sta-
ge 3 Total 

Catalyst weight, t 9 3.9 2.6 15.5 
Reactor volume, m2 20.9 9.2 6.3 36.4 
Reactor height, m 7 7 7  
Reactor diameter, m 2 1.3 1  
Regenerative heater heating 
surface area, m2 26.4 32.5 32 90.9 
Regenerative heater weight, 
t 0.21 0.26 0.26 0.73 
Regenerative heater length, 
m 14.7 21.9 23.9  
Regenerative heater 
diameter, m 0.18 0.17 0.16  
Cooler/condenser heating 
surface area, m2 265. 250. 170. 685. 
Cooler/condenser weight, t 2.12 2 1.36 5.48 
Cooler/condenser diameter, 
m 0.36 0.22 0.17  
Cooler/condenser length, m 4.63 4.6 4.4  
Methanol production, kg/s 1.16 0.55 0.28 1.99 
Steam production at pres-
sure of 4.3 MPa, kg/s 1.29 0.49 0.22 2 
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Table 3. Power unit equipment specification 
Name Unit Value 
Gas temperature upstream of the expan-
sion gas turbine К 303.15 
Gas pressure upstream of the expansion 
gas turbine MPa 7.86 
Gas pressure downstream of the expan-
sion gas turbine MPa 0.96 
Gas temperature downstream of the 
expansion gas turbine К 202.2 
Gas temperature upstream of the main 
gas turbine К 1373 
Gas pressure downstream of the main 
gas turbine MPa 0.114 
Gas temperature downstream of the 
main gas turbine К 923 
Main steam temperature of the steam 
turbine К 781.2 
Main steam pressure of the steam tur-
bine MPa 4.2 
Main steam consumption by the steam 
turbine kg/s 5.6 
Low-pressure separator drum pressure MPa 1.4 
Steam flow from the low-pressure sepa-
rator drum kg/s 1.1 
Low-pressure economizer heating sur-
face area m2 201 
Low pressure economizer piping weight t 5.4 
Low pressure vaporizer heating surface 
area m2 971 
Low-pressure vaporizer piping weight t 33.6 
High pressure economizer heating sur-
face area m2 297 
High-pressure economizer piping 
weight t 8 
High-pressure evaporator heating sur-
face area m2 296 
High-pressure vaporizer piping weight t 10.2 
Steam superheater heating surface area m2 222 
Steam superheater piping weight t 7.9 
Exhaust gases temperature К 413 
Exhaust gases volume nm2/s 33.7 
Harmful emissions weight: 
ash 
sulphur oxides 
nitrogen oxides 

t/year 1.77 
0.16 
25.1 

 
Table 4 shows the general technical and economic 

performance indicators of the ICPME. When determin-
ing these indicators, the price of methanol was assumed 
to be 550 USD/tce, and the electricity price was assumed 
to be 8 cents per kWh, which corresponds to the cost in 
power-hungry regions of the Far East [18, 38-40]. 

6 The discussion of the results 

As it follows from the calculations performed, methanol 
and electricity production on the basis of the UCG gas is 
possible only if the high cost of electricity and liquid fuel 
in the area under consideration is combined with a suffi-
ciently low cost of gas produced as a result of under-
ground coal gasification. 

 
 

 
Table 4. Technical and economic performance indicators of 

the ICPME 
Name Unit Value 
Annual methanol production t 60087 
Annual power supply to external 
consumers mln. kW 50.1 
Annual gas consumption of 
underground coal gasification tce 77253 
Methanol synthesis unit capital 
costs mln. USD 28.4 
Power unit capital expenditures mln. USD 39.2 
Total capital costs required by 
the ICPME mln. USD 67.6 
Number of employees persons 80 
Annual payroll mln. USD 1.2 
Depreciation charges % 3.5 
Allowance for running and ma-
jor repairs % 4.5 
Cost of methanol produced mln. USD 23 
Cost of electricity produced mln. USD 4 
Cost of UCG gas required to 
ensure: 
                       IRR=15% 
                       IRR=20% 
                       IRR=25% 

USD/tce 124 
75 
52 

 
A mathematical model of ICPME based on gas from 

underground coal gasification of the Rakovskoye deposit 
in the Far East, which is effective from the point of view 
of the adequacy of the presentation of the processes un-
der study, has been developed. 

The technical and economic optimization of the pa-
rameters was carried out on the basis of the model. The 
optimal ICPME parameters are found. The conditions for 
the competitiveness of the studied installations are esti-
mated. The main findings of the study are as follows. 

For the synthesis of methanol, unconventional once-
through reactors were used with intermediate cooling of 
synthesis gas between the catalyst beds with steam to 
produce low pressure steam. This allows the use of syn-
thesis gas with a low (compared to stoichiometric) 
H2/CO ratio and eliminates the expensive CO conversion 
system in the synthesis unit. In this regard, the combined 
production of methanol and electricity increases thermal 
efficiency and reduces the specific capital investment in 
the plant. 

An important feature of the combined processes is 
their environmental friendliness, which is due to the high 
requirements for the purity of synthesis gas from the syn-
thesis catalysts and low NOx emissions due to the small 
volumes of purge gases burnt in the gas turbine combus-
tion chamber. 

The sensitivity of the ICPME to changes in external 
conditions (cost of UCG gas) was investigated. Based on 
the analysis of the cost of diesel fuel in the eastern re-
gions of Russia, it was concluded that even at present, 
methanol produced at ICPME is competitive with the 
expensive diesel fuel supplied. The introduction of such 
systems is economically feasible in the near future. 
Thus, the ICPME presented here have a competitive en-
vironment. Practical implementation requires pre-design 
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studies: increasing the stability of the gasification pro-
cess, improving synthesis catalysts, parameters of a gas 
turbine, gas generators, etc. 

The study was supported by RFBR research projects 18-08-
01184. 
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Abstract. A new algorithm for localizing engineering objects on multispectral images based on the Viola 
and Jones method has been developed. The proposed algorithm uses multichannel features allowing to 
construct classifiers that are sensitive to features of joint brightness distribution and the brightness 
distribution in different channels. The algorithm described in the paper provides a precision value of 0.96 
and a recall value of 0.99 in the problem of localizing oil storage tank images in a set of aerospace images. 
The proposed algorithm can be used for visual analytics and automatic detection of various critical objects 
in aerospace images. 

Keywords. Viola and Jones method, multispectral aerospace, multichannel features 
 

1 Introduction 

To date, visual data obtained from various remote 
sensing systems are widespread. As a result, remote 
diagnostics of aerospace monitoring objects is gaining 
popularity due to modern computing tools for processing 
remote sensing data [1-3]. In this situation, models and 
algorithms for recognizing object images observed on 
remote sensing data that is usually represented as digital 
multispectral images become fundamental [4]. 

In the field of digital image processing and pattern 
recognition, machine learning methods are often used to 
solve the problem of object localization and 
identification. One of such methods is the Viola and 
Jones method [5] allowing to efficiently solve the 
problem of detecting rigid images. However, despite its 
universality, the Viola and Jones method should be 
adapted to solve a specific problem and to achieve high 
precision indicators. 

In this paper, we propose an original method for 
localizing objects on multispectral images obtained by 
terrain aerospace images. The proposed method is based 
on the Viola and Jones method and uses multispectral 
features to build a stable object detector that is invariant 
to possible changes in brightness. 

2 Problem Statement 

In addition to direct aerospace photography, remote 
sensing includes the decryption of the information 
received. This information includes knowledge about 
spatial coordinates of interesting objects.  

As initial data, remote sensing systems have images 
that were obtained in different visibility ranges. Most 
remote sensing systems return images in the visible 

range, including near infrared area. In some complexes, 
images may be also obtained in thermal and radio ranges 
(see Fig. 1). 

 

 
Fig. 1. A fragment of an aerospace probing image in the 
visible, infrared and radio ranges. 

In this paper, we shall consider the problem of 
localizing geometric coordinates of interesting objects on 
multispectral images that were obtained during 
aerospace probing of the earth's surface. The 
multispectral image was obtained in the visible, infrared 
and radio ranges. 

3 Proposed Method Description 

The work proposes an original algorithm for localizing 
objects based on the Viola and Jones method [5], a 
statistical construction scheme for object detectors with 
rigid geometry (based on precedents). The Viola and 
Jones method uses Haar-like features as a feature space. 
Their value is based on the difference between the sums 
of image area pixel brightness inside black and white 
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rectangles. To efficiently calculate the value of Haar-like 
features, an integral representation of the image 𝐼𝐼𝑓𝑓(𝑦𝑦, 𝑥𝑥) 
is used. For a grayscale image 𝑓𝑓(𝑦𝑦, 𝑥𝑥) with dimensions 
× 𝑁𝑁 , it is determined as follows: 

𝐼𝐼𝑓𝑓(𝑦𝑦, 𝑥𝑥) = � 𝑓𝑓(𝑖𝑖, 𝑗𝑗)
𝑖𝑖<𝑦𝑦,𝑗𝑗<𝑥𝑥

. 

A binary weak classifier ℎ(𝑥𝑥): 𝕏𝕏 → {−1, +1} 
represented by a recognizing tree with one branch 
associates the Viola and Jones method with each feature. 
Such classifiers demonstrate weak localization power. So, 
the Viola and Jones method uses the AdaBoost algorithm 
to make a “strong” classifier based on a linear 
combination of the most powerful weak classifiers: 

𝑆𝑆(𝑥𝑥) = ��𝛼𝛼𝑡𝑡 ⋅ ℎ𝑡𝑡(𝑥𝑥)
𝑇𝑇

𝑡𝑡=1

> 0�, 

where [∙] – indicator function. High performance in the 
Viola and Jones method is additionally ensured by 
cascade classifiers that are based on strong classifiers and 
allow to quickly (in early estimation stages) recognize 
“empty” images (images without the target object): 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥) = �[𝑆𝑆𝑖𝑖(𝑥𝑥) > 0]
𝑁𝑁

𝑖𝑖=1

. 

An object in the image is searched with a built 
cascade classifier and the sliding window method. 

The Viola and Jones algorithm was modified to 
search for oil storage tanks. An oil storage tank image 
example is shown in Fig. 2. 
 

 
Fig. 2. Oil storage tank image example 

To effectively train the Viola and Jones detector for 
the type of objects specified, a feature space allowing to 
use geometric features of an object, rather than 
brightness characteristics, should be chosen [6-7]. So, 
Haar-like features estimated over gradient norm images 
were used as the space of a feature.  

Image processing and analyzing tasks usually 
considered the term “gradient norm” as its 𝐿𝐿2 norm that 
is estimated by the following formula: 

𝐺𝐺𝐿𝐿2 = �𝜕𝜕𝑓𝑓
𝜕𝜕𝑥𝑥

2

+
𝜕𝜕𝑓𝑓
𝜕𝜕𝑦𝑦

2

, 

where 𝜕𝜕𝑓𝑓
𝜕𝜕𝑥𝑥

 – partial derivative of an image 𝑓𝑓(𝑦𝑦, 𝑥𝑥) by 

𝑥𝑥, and 𝜕𝜕𝑓𝑓
𝜕𝜕𝑦𝑦

 – partial derivative of an image 𝑓𝑓(𝑦𝑦, 𝑥𝑥) by 𝑦𝑦. 
In recognition problems, from a productive point of 
view, it turns out to be beneficial to determine its 𝐿𝐿1 
norm [8] considered as the sum of individual component 
modules, instead of determining 𝐿𝐿2 the gradient norm: 

𝐺𝐺𝐿𝐿1 = �
𝜕𝜕𝑓𝑓
𝜕𝜕𝑥𝑥
� + �

𝜕𝜕𝑓𝑓
𝜕𝜕𝑦𝑦
�. 

The monotonicity of the difference between rectangle 
sum values, and not absolute values of these sums, is an 
important aspect of Haar-like features. So, in this case, 
the use of the norm 𝐿𝐿1 for determining gradient norm is a 
justified Viola and Jones method improvement. 

Regarding the multispectral information, a 
modification of the Haar-like features is used to 
determine the difference between total brightness values 
in different channel sub-windows (each channel of a 
multispectral image contains an image belonging to one 
range) [7].  

4 Experiments 

A training dataset consisting of 20×20 px 70 oil storage 
tank images, as well as 22 full-size remote probing 
images without oil tanks was prepared to train the oil 
storage tank detector. Since the initial number of the 
training dataset was small, we used augmentation [8-10]. 
A cascade classifier was used as a high-level classifier 
structure. The trained cascade diagram is given in Fig. 3. 

 
Fig. 3. The trained cascade scheme 

The distribution of features can be analyzed with the 
information saturation map (see Fig. 4), a digital image 
meeting a classifier in size, where each feature is 
assigned to a pixel covered by this feature. The more 
features cover an image area, the brighter this area is on 
the information saturation map. 

From the information saturation map, it follows that 
trained classifier features are mainly concentrated around 
the object perimeter. In addition, the information map 
shows that the classifier uses target object features - 
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axial symmetry, color uniformity, the border around the 
perimeter. 

 

 
Fig. 4. Trained cascade information saturation map 

The trained cascade was applied on test images to 
assess the classifier's quality. The test set of images 
contained 73 target objects.  

To determine the number of correctly localized 
objects, we shall use the technique proposed in the 
PASCAL Visual Object Classes (VOC) Challenge 
framework [11]. As an answer, a trained cascade returns 
a framing rectangle, as well as its confidence value that 
can be used to find a compromise between the first and 
second kind of errors. Table 1 shows experimental 
results with quantities for given self-confidence values  

Table 1 gives experimental results. The following 
statistics was determined for the given confidence degree 
values: the number of correct localizations (true positive, 
TP), the number of false localizations (false positive, 
FP), the number of false omissions (false negative, FN), 
as well as the precision, recall and F-measure were 
determined. 

Table 1. Experimental Results 

Conf. TP FP FN Precision Recall F1 
0.0 73 4 0 0.948 1.000 0.973 
0.3 72 3 1 0.960 0.986 0.973 
0.6 70 2 3 0.972 0.959 0.965 
0.9 66 0 7 1.000 0.904 0.950 

Table 1 shows that the highest F-measures are 
achieved in the first two lines, while the highest 
precision is achieved with a confidence level of 0.9 or 
higher. 

The average number of determined features in the 
image is 3.1908. With regard to the trained classifier 
structure (with three features at the first cascade level), 
this means that, in case of the majority of analyzed 
image sections, at the first cascade level, the trained 
classifier presented a confident answer that the specified 
region does not belong to the target object. 

The detector's operation is given in Fig. 5. 
 

 
Fig. 5. An example of oil storage localization with a trained 
cascade 

5 Conclusion 

Nowadays various remote sensing systems are 
widespread. As a result, different methods of automatic 
object detection and recognition of aerospace images are 
very actual. In this paper, a new algorithm for localizing 
engineering objects on such multispectral images are 
proposed. The algorithm is based on the Viola and Jones 
method and adapted for efficient work on multispectral 
images.  

We have applied the proposed algorithm to solve the 
problem of localization of oil tank storages on aerospace 
images. The algorithm provides a precision value of 0.96 
and a recall value of 0.99. 

The proposed algorithm can be used for visual 
analytics and automatic detection of various critical 
objects in aerospace images. 
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Abstract. The  paper  discusses  the  antimonopoly regulation of  the Russian  wholesale  electricity  and
capacity market as an interconnection of economic theory and legal science. Research of results and by-
effects of different  regulation mechanisms and understanding the public  danger  of  abusing monopoly
power  are  problems  of  the  economic  theory  and  there  are  serious  contradictions  in  these  spheres
nowadays. The legal science reflects these contradictions and transfers them into legal acts. The three legal
acts  that  regulate  pricing  and  bidding  in  the  wholesale  electricity  and  capacity  market  in  Russia  are
analyzed.  Findings  show that  the  concepts  of  price  manipulation  and  monopolistically  high  and  low
pricing are not clearly defined and allow violent interpretation.

1 Introduction

The  electric  power  industry  is  one  of  the  economic
sectors,  whose  efficient  or  inefficient  functioning
influences  the  whole  national  economy  and  people's
welfare.  Legal  regulations  are  applied  to  control  the
functioning  and  development  of  the  industry.  Law
principles  set  requirements  to  the  industry  structure,
behavior  of  the  objects  of  regulation,  powers,  and
authority  of  public  agencies.  The  regulation  purposes
include the limitation of market power and maintenance
of competition. From the legal perspective, antimonopoly
regulation is based on Article 34 of the Constitution of
the Russian Federation [1], which prohibits economical
actions aimed at monopolization and unfair competition.

Interdisciplinary connection of  economics,  law, and
technical sciences is important for research of regulation
in electric power systems. Economics deals with people's
behavior  under  different  conditions,  industrial
organization,  regulation  mechanisms,  their  results,  and
by-effects. The principles of regulation are implemented
in  the  legal  framework.  Rules,  captured  in  legislation,
determine  the  behavior  of  market  participants  and
authorities.

Under  these  conditions,  interdisciplinary
coordination  is  important,  i.e.  the  actual  legal
arrangements  should  comply  with  the  purposes  and

objectives  of  regulation  from  the  viewpoint  of
economics. Law principles should also comply with each
other  to  prevent  different  behavior  signals  to  market
participants and investors.

Researchers have already been mentioned repeatedly
the lack of such coordination, which leads to negative by-
effects.  DiLorenzo  [2]  noted  that  certain  companies
(including those in the electric power industry) received
monopoly privileges without understanding and proving
these privileges by economists. As a result, the regulation
caused price growth. The theory of economic regulation
describes  how monopoly  rights  are  set  and  prices  are
regulated  depending  on  the  political  process  and
regardless of economic advancements [3].  In this case,
the price growth is also a result of the regulation applied.
Authors  in  [4]  note  that  the  antimonopoly  regulation
applied  in  Russia  is  the  reason  for  higher  market
concentration i.e. in fact the regulation provided results
contrary  to  those  expected.  Incoherence  between
economic  theoretical  approaches  to  regulation  and  its
manifestation in law leads up to unreasonable regulation
and  its  unpredictable  results,  higher  risks  for  market
participants, and investors.

There can be different reasons for such incoherence.
One of them is political, where the lawmaker consciously
writes  a  law  that  does  not  correspond  to  what  the
economic theory suggests. This reason is not subject to
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economic  research.  Another  reason  is  the  lack  of
economic knowledge in the specific field. In particular,
there  are  two  main  concepts  in  the  antimonopoly
regulation:  "perfect competition market" and "marginal
costs". However, there has been no sufficient research on
how to calculate the marginal costs of electricity market
participants.  Moreover,  different researchers understand
marginal costs differently [5].

In addition to this interdisciplinary incoherence, there
is incoherence between different legal acts, i.e., the law
principles  set  by  different  legal  acts  in  the  same legal
relations sphere are not compatible with each other. For
example,  the study [6]  shows that  the capacity  market
participants  in  Russia,  which  control  more  than  one
generating unit, can never be sure that their bids comply
with all legal requirements.

2  The  public  danger  of  market  power
and price manipulation

Addressing  the  abuse  of  monopoly  position  and  price
manipulation as a manifestation of such abuse, one needs
to build on the concept of public danger [7]. No public
danger  means  no  need  to  prevent  it  through  statutory
regulation. Description and proof of the public danger of
monopolistic behavior is a task of economic theory and,
particularly,  industrial  organization.  The  essence  of
public  danger  is  normally  reduced  to  a  smaller  social
welfare in comparison to a certain perfect condition.

The development  of  economic thought  in this field
can be tracked from publications of Joan Robinson. Early
researchers believed that perfect competition is an ideal
pattern  of  markets  and  all  the  deviations  should  be
corrected  by  government  intervention.  Any firm under
perfect  competition  has  the  volume  of  production  at
which the marginal costs are equal to the average costs
and the price [8]. If competition is not perfect due to a
monopoly position, the volume of production is lower,
and the economic efficiency of a certain market declines.

The  industrial  organization  theory  has  been
developing since the 1950s. According to Joe Bain and
Edward Mason, the structure of the industry (competitive
or  concentrated)  is  determined  by  the  fundamental
conditions  (technology,  production  volume,  product
differentiation,  etc.).  The  structure  of  the  industry
determines the degree of market power, which manifests
itself in the ability of sellers to set prices above marginal
costs of production. There is a widespread idea that the
profit  of  the  industry  is  proportional  to  the  market
concentration of producers,  which can be measured by
the Herfindahl-Hirschman index.

Later  [9],  the  focus  of  research  on  market  power
shifts.  "New empirical  industrial  organization" sets the
following basic principles:

- The marginal  costs  of  a  firm cannot  be  observed
directly;  they  are  derived  from the  firm’s  behavior  or
estimated without knowing costs.

- The  conditions  of  a  certain  industry  determine
firms'  behavior  as  well  as  the  data  for  analysis.

Comparative analysis can hardly be applied except that
for closely related industries.

- Actions  of  firms  and  industry  conditions  are
unknown parameters that should be estimated.

- An alternative to the concept of market power is the
hypothesis of perfect competition.

At the same time, the theory of contestable markets
was developed [10]. Its main idea is that the one and only
commodity producer cannot exercise market power if the
industry  entrance  barriers  are  zero.  This  is  due  to
potential competition with new entrants. Nevertheless, if
such barriers exist,  certain behavior of  large producers
can  create  obstacles  and  risks  for  new  market
participants.  The  concept  of  "predatory  pricing"  [11]
implies setting low prices to drive competitors out from
the market with the following period of high prices to get
an excess profit.

The work [12], which is up-to-date in the field of the
electric power industry, gives two definitions of market
power:  as  (1)  an  ability  of  market  participants  to  get
additional  profit  from  moving  prices  from  the
competitive level and as (2) an ability of a seller to get
additional  profit  from  keeping  the  prices  above  the
competitive level during a long time. Both definitions are
based on a "competitive price level" corresponding to the
marginal costs, as clarified in Chapter 4-1.

Thus, the concept of perfect competition (the ideally
efficient  market  structure)  has  been  permeating  the
theoretical basis of antimonopoly and antitrust regulation
during  the  last  century.  The  two  main  problems  are
formulated:

- Prices above the marginal costs of production are a
result of the market power and, thus, reveal the market
inefficiency,  which  can/should  be  corrected  by
regulation.

- Prices below the marginal costs are an attribute of
predatory  pricing,  which  should  be  limited  for
competition protection.

An  alternative  understanding  of  market  power  is
based  on  a  dynamic  approach  to  competition.  In  the
process of competition, higher prices at this moment are
an incentive for potential competitors to enter the market
to  make  prices  lower.  It  is  shown that  these  dynamic
effects  manifest  themselves  also  in  naturally
monopolistic industries [13-15].

In sum, the modern economic theory is controversial
when  discussing  the  public  danger  of  market  power
abuse. The researcher identifying the danger considers it
as  a  decrease  in  social  welfare  compared  to  a  certain
perfect competition condition.

3 Mechanisms of statutory regulation

Different  regulatory  mechanisms  are  developed  to
prevent the monopolistic behavior of market participants.
These mechanisms slightly differ in different countries.
Preventing predatory pricing is the aim of the Areeda-
Turner rule.  According to the rule,  the price,  which is
lower  than  the  marginal  costs,  is  aimed  at  squeezing
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competitors.  This kind of pricing is forbidden in some
countries. Since marginal costs are not easy to calculate,
some researchers suggested using average variable costs
instead  of  marginal  costs.  Although the  Areeda-Turner
rule was widely applied in antitrust  cases in the USA,
some  courts  applied  full  costs  as  a  criterion  of  fair
competition [11]. In Russia, the mechanism is applied in
the form of full costs and it is stated by the Federal law
"On  competition"  in  the  term  "monopolistically  low
price".

To prevent high prices due to market power there are
mechanisms  of  direct  price  regulation  and  control  of
mergers  and  acquisitions.  The  Russian  law  includes
concepts  of  dominant  and  unique  position,
monopolistically high price, etc. There is no widespread
concept of marginal costs in Russian regulation.

Additionally  to  the  criteria  of  fair  competition  and
permissible  market  behavior,  antimonopoly  incentives
are  embedded  into  mathematical  models  and  market
organization  [12]  and  also  into  the  regulation  of  the
capacity market [16].

Important regulatory element is the status of natural
monopoly and other ways to grant and protect monopoly
privileges for certain firms. The essence of this kind of
regulation is that it is forbidden to produce some goods
or to provide some services to all the companies but the
privileged  one.  In  the  Russian  electric  power  industry,
this  is  applied  in  transmission  networks  and  nuclear
generation.

4 The disparity of economic approaches
to regulation and statutory provisions

As shown above, there is no harmony in understanding
the  public  danger  of  monopolistic  behavior  in  the
economic  theory.  Nevertheless,  the  dominant  theory
assumes perfect competition as an abstract ideal market
condition and insists on legal regulation as a tool to draw
the  market  participants  to  behave  "perfectly".  The
regulation faces the following problems:

- The  concepts  of  "perfect  competition"  and
"marginal costs" are not well defined. Studies in this field
are  conducted  in  an  abstract  style.  The  problem  of
calculation of the marginal costs is not solved and is not
a  research  priority.  Statements  like  "in  a  competitive
market the price is equal to the marginal costs" are often
met, but it is unclear how to calculate the marginal costs
in most  real  situations.  Moreover,  upon a  closer  view,
different  researchers  understand  marginal  costs
differently [5].

Consequently,  in  real  cases of  abusing a monopoly
position,  it  is  impossible  to  apply  the  concepts  of  the
perfect competition and marginal costs to establish a fact
of illegal behavior and punish the monopolist. Therefore,
another  approach  based  on  full  costs  is  applied.
Compared with the marginal costs, the full costs are easy
to document and control their changes with time.

However,  the  full  costs  are  not  a  perfect  solution
since:

- For a multiproduct firm that takes advantage of the
economy of scale, it is not easy to determine the part of
full costs to be assigned to a certain product. The applied
methods of cost estimations are inevitably of voluntarist
nature.

- The  full  costs  have  nothing  to  do  with  the
theoretical  understanding  of  the  perfect  competition.
Therefore, the full cost regulation will hardly result in an
efficient market.

The economic theory developed a concept of natural
monopoly,  but  it  stays  away  from  discussing  if
compulsory monopolization can be rational or not. In the
practice  of  legal  regulation,  the  mechanism  is  widely
applied.

Thus,  the  interdisciplinary  disparity  between  the
economic theory and the practice of regulation is usually
based  on  shortcomings  and  controversies  of  the
economic theory.

5 The disparity of statutory provisions
in the regulation of the Russian electric
power industry

Regulation  of  the  Russian  electric  power  industry
differs from regulation in other countries [for example,
17].  Three legislative acts  regulate the behavior  of  the
market  participants  in  the  electric  power  industry  in
Russia:  the  Federal  Law  «On  the  electric  power
industry»,  the  Federal  Law  «On  the  competition
protection» and the Decree of the Federal Antimonopoly
Service No. 378 [18-20]. Some requirements are set by
the Agreement on connection to the trading system of the
wholesale  market,  which  is  signed  by  every  market
participant.

Article 3 of the Federal Law "On the electric power
industry" defines the concept of "price manipulation":

“Price manipulation in the wholesale electricity
(capacity)  market  is  the  commission  of
economically  or  technologically  unjustified
actions, including using the dominant position in
the wholesale market that leads to a significant
change in  prices  (price)  of  electric  energy  and
(or) capacity in the wholesale market by:

- submission  of  unreasonably  high  or  low
price bids for the purchase or sale of electricity
and (or) capacity. A price bid can be estimated as
unreasonably high or low if it exceeds the price
formed at a comparable commodity market or the
price formed at this commodity market previously
(for similar hours of the previous day, for similar
hours of the day of the previous week, for similar
hours of the day of the previous month, previous
quarter);

- submission  of  a  price  bid  for  the  sale  of
electricity with an indication of the volume that
does  not  correspond  to  the  volume  of  electric
energy generated using the maximum generating
capacity  of  the  equipment  of  the  market
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participant. The maximum generating capacity of
the  equipment  is  determined  by  the  System
operator according to the Wholesale market code
established  by  the  Government  of  the  Russian
Federation;

- submission  of  a  price  bid  that  does  not
correspond to the economic criteria established
by the authorized federal government agency;"
From  the  definition,  we  can  understand  that  price

manipulation  (as  an  act  injurious to  the  public)  is  the
behavior  of  a  market  participant  that  simultaneously
meets the following criteria:

- it is economically or technologically unjustified;
- results  in  a  significant  change  in  electricity  and

capacity prices;
- the price bid includes either the price or the volume

that does not fit the criteria established in the definition.
A dominant position of the market participant has no

essential meaning since smaller participants can also be
identified as price manipulating. A unique position does
not mean anything either since it is not mentioned in the
definition at all.

It  is  worth  mentioning  that  the  criteria  of
technological  and economical  behavior  justification are
independent,  i.e.,  an act  can be either  economically or
technologically  unjustified  to  be  identified  as  price
manipulation.  The  exact  meaning  of  a  technologically
unjustified act is not provided in the law.

The behavior of a market participant complies with
the law and is not manipulating if it  fits the following
criteria simultaneously:

- The  participant  bids  the  maximum  volume  of
capacity  and  electricity  production.  A  smaller  volume
should be set only according to regulatory requirements
or repair/maintenance schedule.

- It is not clear what market can be considered to be
comparable  to  the  wholesale  electricity  and  capacity
market.  An  analogy  can  be  drawn  between  the  same
market at different times. The law mentions similar hours
of  the  previous  day,  similar  hours  of  the  day  of  the
previous  week,   month,  and  quarter  as  the  price
benchmarks. Therefore, all of these benchmarks should
be taken into account simultaneously, and the bid should
be not higher than any of the prices that were yesterday, a
week ago, a month ago, and a quarter ago.

- Any bid is technologically justified.
- There  should  be  no  causal  relation  between  the

change in a bid of a certain market participant and the
change  in  the  overall  market  price.  It  is  important  to
understand  that  the  mechanism  of  the  wholesale
electricity  market  does  not  allow  individual  market
participants to estimate the market price while bidding.
Therefore,  no bidder can know the consequences of his
actions while acting. The contribution of a certain market
participant to the overall price change can be determined
only through market modeling that assumes different bids
of the participant given the bids of the other participants.

The  same  process  of  bidding  is  regulated  by  the
Federal  Law  “On  the  competition  protection”,  which
defines the concepts of “monopolistically low price” and
“monopolistically high price”.

“A monopolistically high price of a product is a
price set by the dominant economic entity if the
price  exceeds  the  number  of  costs  and  profits
necessary for the production and sale of such a
product, and the price that has formed under the
condition  of  competition  in  the  product  market
comparable with respect to the number of buyers
or sellers,  conditions  of  commodity  circulation,
conditions  of  market  entry,  public  regulation
including taxation and customs tariff regulation
(hereinafter,  comparable  product  market  in  the
presence of such a market on the territory of the
Russian Federation or abroad. The price is set:

1) by  increasing  the  earlier  set  price  if  the
following conditions are met simultaneously:

a)  the  costs  necessary  for  the  product
production and sale remained unchanged, or their
change does not correspond to the change in the
product price;

b)  the  number  of  product  buyers  and sellers
remained  unchanged,  or  the  change  is
insignificant;

c)  the  conditions  for  the  product  circulation
including  those  determined  by  the  public
regulation measures and in particular by taxation
and  customs  tariff  regulation  remained
unchanged, or the change does not correspond to
a change in the price;

2) by maintaining the earlier set price of the
product  if  the  following  conditions  are  met
simultaneously:

a)  the costs necessary for the production and
sale of the product decreased significantly;

b)  the  number  of  buyers  and  sellers  of  the
product determines the possibility of reducing the
product price;

c)  the  product  circulation  conditions,
including  those  determined  by  the  public
regulation measures and in particular by taxation
and  customs  tariff  regulation  determine  a
possibility to decrease the price of the product.

From the analysis of the definitions, we can see that
the  socially  dangerous  acts,  i.e.,  abuse  of  monopoly
power  that  manifests  itself  in  setting  monopolistically
high prices, are the acts that meet the following criteria
simultaneously:

- The price is set by the dominant economic entity. If
the price is set by an economic entity without a dominant
position it cannot be identified as a monopolistically high
price.

- The  price  exceeds  the  costs  necessary  for  the
production and sale of the product and also exceeds the
price  at  a  comparable  product  market.  If  the  price
exceeds the necessary costs, but it is not higher than a
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comparable  market  price,  it  cannot  be  identified  as
monopolistically high.

The regulatory scope of the two federal acts intersects
partially. For example, a bid submitted by a large power
plant  in  the  capacity  market  will  be  subject  to  both
regulations. It can be considered as price manipulation,
as monopolistically high/low pricing, or as both illegal
acts  simultaneously.  A bid of  a  smaller  seller  is  never
monopolistically high/low, but if it results in a changing
price, it can be identified as price manipulation.

Thus,  there  is  no  clear  distinction  between  the
concepts – the same act can be determined as one illegal
act or the o the other depending on circumstances.

The  procedure  of  determining  the  facts  of  price
manipulation  is  provided  by  the  Decree  of  the  FAS
No. 378:

"11. The cases of price manipulation are detected
in  the  course  of  antimonopoly  violation
proceedings, by  comparing the prices in the price
bids with the actual costs of the wholesale market
participants for the electricity production in the
corresponding hour, by comparing the volume in
the  bids  with  the  possible  volume of  electricity
production in the corresponding hour, given the
technical characteristics of the generating units,
limitations determined by heat consumption, fuel
availability,  and also considering the maximum
economically  justified  costs  for  the  electricity
production (regardless of capacity) differentiated
by  the  power  plant  type,  and  approved  by  the
federal tariff regulating authority."

The following problems should be recognized in the
phrase above:

- “.......by  comparing  the  prices…"  means  that
comparing the prices  is  not the only method to detect
price manipulation.  What  are the other  methods then?
They  are  not  defined  in  the  act,  which  leaves  the
possibility of abusing power.

- comparison is performed with the production costs
in the corresponding hour.  However,  the full  costs can
not be calculated correctly over such a short time range.
Probably  the  expression takes  into  account  fuel  costs?
But  it  should  be  stated  clearly  to  prevent  wrong
interpretation.  On  the  other  hand,  a  bid,  that  is  set
according to the fuel costs only, does not include other
costs  and  can  be  identified  as  a  monopolistically  low
price.

Thus, the three legislative acts regulating the pricing
of  electricity  and  electric  capacity  at  the  Russian
wholesale  market  and  monopoly  power  can  be
characterized as follows:

- there  is  no  accurate  definition  of  the  concepts  of
price manipulation and monopolistically high/low price;

- the  criteria  of  legal  and  illegal  acts  of  electricity
suppliers,  the procedure for calculating costs, detecting
illegal acts, and proving the fault of the supplier are not
determined accurately either.

6 Conclusions

1. There  is  an  interdisciplinary  connection  between
the economic theory and the legal studies in the sphere
of antimonopoly policy. The economic theory defines the
forms  and  methods  of  antimonopoly  regulation  and
researches their results and by-effects.

2. Understanding of public danger of monopoly abuse
is a problem of economic theory and there are serious
contradictions in this scientific subdiscipline.

3. Three legal acts regulate pricing and bidding at the
wholesale electricity and capacity market in Russia. The
concepts  of  price  manipulation  and  monopolistically
high/low prices are not clearly defined and allow violent
interpretation.
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Russia's electric power reintegration with Central Asia and 
Caucasus and entering South Asia and Middle East electricity 
markets  
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Abstract. Results of the next round of studies on Russian interstate electric ties are described. A part of the 
Eurasian region including European and Siberian part of Russia and countries of Central Asia, Caucasus, 
Southern Asia and Middle East is considered for 2040 target year. Great effectiveness of creation of 
interstate power grid in this region is shown. 

1 Introduction  

The current political conditions, the desire to 
synchronize the electric power systems (EPSs) of the 
Baltic states, Ukraine, Moldova with the EPSs of the 
EU countries, the restoration of the Central Asian 
energy connection, the development of the Eurasian 
Economic Union (EAEU), which has significant 
energy reserves, and some other circumstances, served 
as a motivation for additional research of integration 
electric power projects of Russia in the Caucasian, 
Central Asian and Middle East directions  [1-3 et al.]. 
The idea of creating a Caspian electric power ring, 
uniting the power systems of Russia, the countries of 
Central Asia, the Caucasus, Iran and Turkey, arose. [4]. 
The target year was assumed to be 2040. These studies 
are also relevant in the framework of signed in 2019-
2020 documents, such as: Agreement on the joint 
development of a feasibility study  for the project to 
create the North-South energy corridor between the 
power systems of the Republic of Azerbaijan, the 
Islamic Republic of Iran and the Russian Federation [5] 
and the Protocol on the creation of a common electric 
power market of five EAEU member states: the 
Russian Federation, the Republic of Armenia, Belarus, 
Kazakhstan and Kyrgyzstan [2]. 

The object of research is a part of the Eurasia 
region, shown in Fig. 1, where the Interconnected 
Power Systems (IPSs) of Russia and the countries of 
Eurasia participating in this interstate power grid 
(ISPG) are indicated. The countries are shaded with 
colors corresponding to different nodes of the diagram 
of the considered ISPG, which will be discussed later. 
Fig. 1 shows the main interstate electric ties (ISETs) 
among countries with the direction and the resulting 
volume of the annual electricity flow (as of 2018). For 
the cross-sections between the nodes, the large arrows 
show the number of ISETs of different voltages 

currently connecting these nodes. The dotted line 
shows the designed and constructed ISETs.  

A distinctive feature of the countries of this region 
is a significant difference in the provision of energy 
resources, natural and climatic conditions, economic 
and political development, and the structure of 
electricity consumption. Table 1 shows the availability 
of energy reserves for the countries and subregions of 
the region. 

Table 1. Energy reserves of countries and  subregions of 
Eurasia. 

 

Russia Central 
Asia 

Afghanistan 
&Pakistan 

Turkey 
&Iran 

Cauc
asus 

Coal reserves,  bln t 160.4 28.3 3.1 1.6 0.4 
Conventional oil 
reserves, bln t 14.5 4.1 < 0.1 21.6 1.0 

Conventional gas 
reserves, trln m3 35.3 21.8 0.5 33.2 1.5 

Uranium resources 
(<USD 130/kgU), mln t 214.5 472.8 n. a. 7.6 n. a. 

Technical potential of 
hydropower resources, 
TWh/year 

1670.0 510.0 292.0 266.0 23.0 

Technical potential of 
wind energy, TWh/year 21846.0 139.2 71.0 297.0 31.0 

Technical potential of 
solar energy, TWh/year 76821.0 10310.

0 4994.0 7392.0 635.0 

The problem statement was set out in 2019 at the 
International Scientific Workshop “Methodological 
problems in reliability study of large energy systems” 
(Tashkent, 23-27.09.2019) [6]. The purpose of the 
study is to assess the energy and economic efficiency 
of strengthening and building new interstate electric 
ties of Russia. Economic efficiency is determined by 
comparing the values of the annualized costs for the 
scenarios of the development and functioning of the 
interconnected  EPS with different transfer capacity of 
ISETs. For this purpose, a special model of 
optimization of expansion and operation of power 
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Fig. 1. A diagram of external electric ties among Russia, Central Asia, Caucasus, Southern Asia and Middle East 

 
 systems (ORIRES) developed at Melentiev Energy 
Systems Institute of Siberian Branch of the Russian 
Academy of Sciences (ESI SB RAS) was used [3].  

The diagram of ISPG is represented by six nodes: 1) 
the European part of the Russian Federation (including 
IPSs: of the Center, the Middle Volga, the Urals and the 
South); 2) node of the IPS of Siberia;  3) Central Asian 
hub of National Power Systems (NPSs) of  Kazakhstan, 
Uzbekistan, Turkmenistan, Kyrgyzstan, and Tajikistan; 
4) Caucasus  (NPSs of Armenia, Georgia, Azerbaijan); 
5) partially Southern Asia (NPSs  of Afghanistan and 
Pakistan); 6) Asia Minor and Middle East (NPSs of Iran 
and Turkey) (Fig. 2). 

The goal was to determine optimal formation of 
Eurasian ISPG with effective participation of member 
countries, including Russia. For this, it was envisaged to 
build new ISETs of direct current and voltage of ± 800 
kV with high transfer capacity - according to the most 
efficient technology, currently mastered in China. 
To carry out this work, an assessment of the current and 
future state of generating equipment, interstate power 
grid infrastructure was done, programs for the 
development of the electric power industry of the studied 
countries were considered, the technical and economic 
parameters of the facilities under consideration, 
including power transmissions of ± 800 kV, were 
studied. Two scenarios were considered: 

 

 
Fig. 2. The diagram of the ISPG 

Scenario 1. ISETs parameters correspond to its 
current state with additional consideration of the transfer 
capacities of interstate electric ties that are being 
planned, constructed and will soon be commissioned. 

Scenario 2. New interstate transmission 
infrastructure consisting of ± 800 kV DC transmission 
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lines in addition to existed one was assumed to put in 
place. This substantially rises the transfer capacities of 
the ISETs allowing countries to exchange intensively 
electricity and power  among each other..  

Comparison of the main indicators (capacities 
additions, investments, objective function value, etc.) of 
Scenario 2 with the similar total indicators of Scenario 1 
allows us to evaluate the optimal development of the 
transfer capacities of ISETs and the maximum possible 
system integration effects of NPSs in the ISPG. 

2 Main input data 

Table 2 presents the forecasted combined annual 
maximums of the electrical load of the IPSs or NPSs 
included in this node of the ISPG diagram for the 
considered target year [6].  

 

Table 2. Forecasted annual maxima of electric load, 2040, 
GW. 

Russia 
(Center, 
Middle 
Volga, 
South, 
Ural) 

Russia 
(Siberia) 

 

Caucasus 
 

Central 
Asia 

 
 

Asia 
Minor 

and 
Middle 

East 
 

Southern 
Asia 

 

140.9 41.8 13.3 61.3 234.3 65.0 

Table 3 shows the technical and economic parameters of 
transmission lines, constituting the interstate  DC 
transmission infrastructure of ± 800 kV of the considered 
ISPG [7]. 

Tables 4 and 5 present main economic indicators of 
power plants of different types and different fuels [6].  

 
 

Table 3. Technical and economic indices of interstate electric ties. 

 Capital investment, USD/kW Transmission 
losses, % 

Route length, km 

Russia (Siberia) - Central Asia 377 7.8 1486 
Russia (Center, Middle Volga, South, Ural) -  Central Asia 333 6.8 131 
Russia (Center, Middle Volga, South, Ural) - Caucasus 267 4.7 1183 
Central Asia - Southern Asia  202 3.4 858 
Central Asia - Asia Minor and Middle East 484 7.5 1867 
Southern Asia - Asia Minor and Middle East 381 6.0 1502 
Caucasus - Asia Minor and Middle East 272 4.3 1081 

 

Table 4. Capital investment in new power plants, USD/kW. 

  Hydro Pumped 
storage 

Thermal, 
coal 

Thermal, 
gas 

Thermal, 
oil Nuclear 

Russia 3000 1100 1800-
2000 

1200  2800 

Central Asia 2100 1600 2150 1250  4300 
Southern Asia 2600  1700 1200 1400 5200 
Caucasus 1500  2000 1000 1500 5500 
Asia Minor and 
Middle East 2250 1000 1800 670 1400 4500 

Table 5. Fuel costs, USD/kWh. 

  Thermal, coal Thermal, gas Thermal, oil Nuclear 
Russia 0.014-0.25 0.027-0.030  0.004 
Central Asia 0.014-0.017 0.034-0.038 0.099 0.004 
Southern Asia 0.034 0.041 0.100 0.006 
Caucasus 0.030 0.050 0.100 0.010 
Asia Minor and  
Middle East 0.034 0.050 0.090 0.007 

This information has been obtained from various 
available sources, including the forecast works of 
national agencies and companies in the region. The 
indicators of power plants, naturally, reflect differences 
in natural and climatic conditions and in the cost of 
fuels. The specific capital investments of power plants 
were also influenced by the factor of scientific and 
technological development (progress) of specific 
countries. This factor had a particularly strong impact on 
the cost of building nuclear power plants - the most 
complex technology for generating electricity, mastered 
in the considered part of Eurasia only in Russia. The rest 
of the countries are forced to import equipment for 
nuclear power plants, which leads to an increase in the 
cost of their construction. This rise in price, apparently,  

 

was the reason for the almost double difference in capital 
investments in nuclear power plants in Russia and other 
countries. 

3 Results of studies and analysis 

Comparison of the results of optimization calculations 
for scenarios 1 and 2 shows that enlargement of transfer 
capacity of the interstate power grid infrastructure (in 
scenario 2) leads to a decrease in the total costs of the 
ISPG by $ 15.9 billion per year, including fuel cost by 
10.3. At the same time, the total capital investments in 
power plants and ISETs are reduced by $ 29.9 billion, 
and the need to commission new power plants by 26.6 
GW for the considered target year (Fig. 3, Table 6). 

 
Fig. 3. System benefits of  Eurasian Power System 
Interconnection, 2040 
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Table 6. Capital investment, billion US$. 

 Plants   Lines  Total   
Generating 
capacities 

additions, GW 
Scenario 1 352.593 0.121 352.714 180.3 
Scenario 2 280.650 42.126 322.776 153.7 

Integration benefits 
(1)-(2) 71.943 -42.005 29.938 26.6 

To achieve this effect, the construction of about 127 GW 
of ISETs is required (in Scenario 2 compared to Scenario 
1) with capital investments of $ 42 billion; however, 
reducing the commissioning of power plants saves $ 
71.9 billion, i.e. almost 2 times more (Tables 6, 7). 

Table 7. Optimal transfer capabilities of interstate electric ties, 
MW. 
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Scenario 1 1795 5510 2580 3300 900 240 4230 
Scenario 2 11200 16000 29814 19385 32000 4846 32000 

Changes (2)-(1) 9405 10490 27234 16085 31100 4606 27770 

Figure 4 demonstrates the change in the structure of 
commissioning of power plants and the distribution of 
the power effect by country in Scenario 2 in comparison 
with Scenario 1. The reduction in capacities occurs in the 
countries of Asia Minor and Middle East (59.7 GW), 
Southern Asia (13.9 GW) and the Caucasus (1.5 GW). 
At the same time, Russia and Central Asia are 
introducing additional capacities of 23.0 and 25.5 GW, 
respectively. In general, for ISPG, the capacity effect is 
determined by an increase in the commissioning of gas-
fired thermal power plants (TPP)  and a reduction, to one 
degree or another, of all other types of power plants. The 
largest reduction in the commissioning of TPPs on oil (in 

the Asia Minor and Middle East), which have high fuel 
costs is 25.6 GW. 

 

Fig. 4. Change in the structure of power plants, GW 

Nuclear power plant (NPP) commissioning is 
undergoing interesting changes: in the Middle East, they 
decrease by 16 GW, and in Russia, on the contrary, they 
increase by 14 GW. This is explained by the large 
difference noted above in specific capital investments in 
NPP in Russia and in the Middle East (in Turkey and 
Iran). The situation is interesting in that NPP in Turkey 
and Iran are being built with the participation and 
support of Russia, and during the construction of the 
considered ISETs and the creation of the ISPG, these 
NPP are replaced by new NPPs in Russia itself. In other 
words, when creating an ISPG  in the considered part of 
Eurasia, competition arises between new NPPs by 
Russian projects in the Middle East and NPPs in Russia 
itself. This issue requires a special, more in-depth study. 

Changes in the structure of capacities, in turn, lead to 
a redistribution of electricity production, both by type of 
generation and by country (Table 8). Fuel costs also 
change accordingly (Table 9). 

Table 8. Electricity generation, TWh/year. 

  Hydro& Pumped storage Thermal, coal Thermal, gas Thermal, oil Nuclear Wind &Solar Total 
Scenario 1 

Russia 190.2 256.3 947.8   238.9 18.3 1651.5 
Central Asia 95.8 183.2 168.9 7.9 12.8 10.8 479.4 

Southern Asia 164.4 122.3 69.9 17.2 10.1 67.7 451.6 
Caucasus 24.1 0.1 66.5 4.1 4.0 2.8 101.6 

Asia Minor and 
Middle East 130.1 421.5 614.0 217.2 212.8 191.2 1786.8 

Total 604.6 983.4 1867.1 246.4 478.6 290.8 4470.9 
Scenario 2 

Russia 191.0 269.3 1089.1   376.7 18.3 1944.4 
Central Asia 96.0 287.3 325.2 8.0 12.8 10.8 740.1 

Southern Asia 165.0 6.9 95.9 13.1 10.1 67.7 358.7 
Caucasus 19.9 0.1 44.2 4.2 4.0 2.8 75.2 

Asia Minor and 
Middle East 99.6 421.5 541.8 68.0 68.5 191.2 1390.6 

Total 571.5 985.1 2096.2 93.3 472.1 290.8 4509.0 
Changes in generation of electricity (2) – (1) 

Russia 0.8 13.0 141.3   137.8   292.9 
Central Asia 0.2 104.1 156.3 0.1     260.7 

Southern Asia 0.6 -115.4 26.0 -4.1     -92.9 
Caucasus -4.2   -22.3 0.1     -26.4 

Asia Minor and 
Middle East -30.5   -72.2 -149.2 -144.3   -396.2 

Total -33.1 1.7 229.1 -153.1 -6.5   38.1 
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Table 9. Fuel costs, US$ billion / year. 

  
Thermal, 

coal 
Thermal, 

gas 
Thermal, 

oil Nuclear Total 

Scenario 1 
Russia 4.666 27.566   0.956 33.188 

Central Asia 3.014 5.847 0.784 0.051 9.696 
Southern Asia 4.159 2.867 1.716 0.061 8.803 

Caucasus 0.003 3.323 0.408 0.040 3.774 
Asia Minor and 

Middle East 14.331 30.700 19.548 1.490 66.069 
Total 26.173 70.303 22.456 2.598 121.530 

Scenario 2 
Russia 4.900 31.675   1.507 38.082 

Central Asia 4.889 11.243 0.788 0.051 16.971 
Southern Asia 0.233 3.932 1.308 0.061 5.534 

Caucasus 0.003 2.208 0.418 0.040 2.669 
Asia Minor and 

Middle East 14.331 27.090 6.119 0.480 48.020 
Total 24.356 76.148 8.633 2.139 111.276 

Changes in generation of electricity (2) – (1) 
Russia 0.234 4.110   0.551 4.895 

Central Asia 1.875 5.396 0.004   7.275 
Southern Asia -3.926 1.065 -0.408   -3.269 

Caucasus   -1.115 0.010   -1.105 
Asia Minor and 

Middle East   -3.611 -13.430 -1.010 -18.051 
Total -1.817 5.845 -13.824 -0.459 -10.255 

The total electricity production increases in scenario 2 by 
38.1 TWh, due to transmission losses in ISETs  (Table 
3). However, fuel costs are reduced by $ 10.3 billion / 
year due to the improvement of the structure of 
generation by power plants. 

Electricity production is growing strongly in Russia 
and Central Asia with cheap energy resources, and is 
decreasing in other nodes of the ISPG diagram, where 
fuel is much more expensive. In addition, the already 
noted phenomenon of moving nuclear power plants from 
the Asia Minor&Middle East to Russia is emerging. 
Reducing the capacity and production of electricity from 
coal, oil and nuclear power plants can provide additional 
environmental benefit. 

As shown above (Table 7), the transmission capacity 
in all directions of the considered ISETs is increasing 
significantly, the most development is received by the 
lines in the directions of Asia Minor & the Middle East 
with Central Asia and the Caucasus, 32 GW each, and 
Russia with Central Asia (up to 27, 2 GW) and the 
Caucasus (up to 29.8 GW). The volumes of transmitted 
electricity also increase six fold from 320 TWh / year in 
Scenario 1 to more than 1900 TWh / year in Scenario 2. 
Moreover, in both scenarios, the main exporters of 
electricity are Russia - in the directions of the Caucasus 
and Central Asia; and Central Asia towards Southern and 
Asia Minor & the Middle East. 

5 Conclusion  

1. The results obtained confirm the high effectiveness 
of the development of ISETs in Russia in the Caucasian-
Central Asian direction and the formation of the ISPG in 
this part of Eurasia. In particular, the reintegration of the 
Unified Power System of Russia and the national power 
systems of the countries of the Caucasus and Central 
Asia is highly effective. Moreover, this reintegration is 

carried out at a new technological level, which ensures 
intensive exchanges of power and electricity with the 
corresponding implementation of systemic integration 
effects that exceed those achieved during the Soviet 
period. The resulting concentration of the electric power 
potential of these countries allows them to jointly enter 
the electric power markets of the countries of Southern 
and Asia Minor&Middle East, also receiving economic 
effects. In addition, the studies carried out made it 
possible to fill the idea of the Caspian energy ring with 
concrete content, having preliminarily identified its main 
parameters, such as the transfer capacities of ISETs, the 
volumes of electricity and power transmitted through 
them, and economic indicators. It is advisable to 
envisage and investigate the relevant projects in bilateral 
and multilateral negotiations with the countries of the 
region. 

2. The creation of the ISPG is economically 
beneficial, in fact, to all countries of the Region: 

 for Russia and Central Asian countries in the light 
of electricity exports; 

 for the countries of the Caucasus, Southern Asia 
and the Asia Minor& Middle East when importing 
electricity. 

3. The construction of new Interstate Electric Ties 
within the framework of the considered ISPG is 
expedient to focus on power transmission ± 800 kV. For 
their design and construction, specialists and companies 
from the People's Republic of China should be involved, 
while developing this technology in Russia. There are 
prerequisites for this in the form of scientific and 
technical groundwork, made back in the Soviet period. 

  4. The issue of construction in Russia of export-
oriented nuclear power plants for the transmission of 
electricity to the countries of Southern and Asia Minor 
and the Middle East, instead of Russia's participation in 
the construction of nuclear power plants on the territory 
of these countries, requires a special study. The 
construction of export nuclear power plants may turn out 
to be economically efficient and expedient from the 
point of view of nonproliferation of nuclear weapons, 
decrease of unemployment and other circumstances. 
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Abstract. This paper investigates the effectiveness of renewable energy sources using solar and wind 
energy in the countries of Central and North-East Asia. The analysis was carried out in two stages. At the 
first stage, the efficiency of wind and solar installations in different climatic conditions was compared by 
the criterion of the cost of electricity.  At the next stage of analysis, an optimization mathematical model 
was used to study the system that simultaneously includes wind and solar installations, backup energy 
sources and batteries. The model takes into account system effects caused by the interaction of the system 
elements between themselves and with the environment. It solves the problem of mathematical 
programming — the search for the minimum of the objective function (total costs) at some constrains.  The 
model is used to study the economic efficiency of the large-scale construction of solar power plants in the 
Gobi Desert. It is shown that the joint use of solar and wind energy gives a positive economic effect, i.e. 
energy cost are less than with separate use of these energy sources. Under suitable wind conditions such 
systems reduces the cost of electricity by more than a quarter compared to the option of using solar energy 
only.  

1 Introduction  

Many countries are implementing activities aimed at 
reducing greenhouse gas emissions. This reduces the 
negative impact of energy on the climate system. 77 
countries announced their commitment to net zero 
carbon emissions by 2050. In this regard, great 
importance is attached to the development of renewable 
energy sources (RES) [1, 2]. By the end of 2019, 166 
countries had renewable power targets [3]. Among 
renewable energy sources, solar and wind energy are 
developing at the fastest rates [3, 4]. In the period from 
2009 to 2019 installed capacity of wind power plants 
(WPP) has grown more than in 4 times (average growth 
rate more than 15 %), and solar power stations (SPP) – 
more than in 26 times (just under 40 % per year) (Fig. 1).  

The installed capacity of solar power plants based on 
solar photovoltaics increased by 115 GW in 2019 and 
reached 627 GW, and the capacity of concentrating solar 
thermal power plants is slightly more than 6 GW. The 
installed capacity of wind power plants increased by 60 
GW and reached 651 GW (621 GW onshore and about 
30 GW offshore). Wind turbines (WT) produce about 
6% of the world's electricity, solar photovoltaics (PV) 
produce about 3% [3].  

By the end of 2019, at least 39 countries had a 
cumulative solar PV capacity of 1 GW or more. The 
number of countries with some level of wind power 
capacity exceeded 102, and 35 countries had more than 1 
GW in operation [3]. 
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Fig. 1. Installed capacity of SPP (a) and WPP (b) in the world 
by years, GW (forecast for 2020). 
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In 2020 the installed capacities of both the solar 
power plants and the wind power plants will exceed 
about 700 GW. According to the forecasts of the 
International energy Agency, in the period 2019–2024, 
the RES capacity will increase by 1200–1500 GW 
(including 700–880 GW of PV) [5].  

The crisis associated with the novel coronavirus 
(COVID-19) slowed the growth rate of solar and wind 
power in the first half of 2020. Some projects hit by 
labour and supply chain disruptions. However, as the 
consequences of the crisis are overcome, it is highly 
likely that the growth rate of solar and wind energy will 
be restored.  

The cost of electricity from solar and wind power 
sources have fallen sharply over the past decade 
(especially for PV). Solar and wind power generation 
technologies have become the cheapest option for new 
capacity in almost many parts of the world [6]. 

Currently, the issues of electric power integration of 
producers and consumers of electric energy in different 
regions of the world are being actively discussed [7, 8]. 
It is expected that between Russia and Asian countries 
(Fig. 2) interstate electrical connections will develop, 
which can provide both economic and environmental 
effects, including due to the large-scale introduction of 
renewable energy sources [9, 10]. 

 

 
Fig. 2. Russia and neighboring Asian countries (Google Maps). 

 
The most promising direction of interstate electric 

communications development for Russia is the southern 
one, which provides for the integration of electric power 
systems of Russia, Central Asia and North-East Asia [9, 
11]. At the same time, there are quite favorable 
conditions for the development of solar and wind energy 
in this region.  

One of the projects under discussion involves large-
scale construction of wind and solar power plants in the 
Gobi Desert and subsequent export of electricity to 
neighboring countries [12, 13].  

The Gobi is the third largest desert in the world. It 
stretches 1,600 km from southwest to northeast and 800 
km from north to south. The area of the desert is 1.3 mln 
km2. The distance to the Mongolian capital Ulaanbaatar 
is about 400 km, to the Chinese capital Beijing about 
700 km. 

Information on the use of renewable energy in the 
countries of Central and North-East Asia is presented in 

Table 1. The world leaders in the use of solar and wind 
energy are the countries of North-East Asia, especially 
China (about a third of the installed capacities of solar 
and wind power plants). In Central Asia, solar and wind 
power plants are being built only in Kazakhstan and 
Uzbekistan. 

Table 1. Capacity of RES (2019), GW [3, 4]. 

Country Solar 
energy  

Wind 
energy 

RES*, 
total 

World 633 651 2588 
Russia 1 < 1 55 
Asia 331 283 1150 
including    

China 205 236 790 
Taiwan 4 1 7 
Japan 63 4 98 
N. Korea 0 0 5 
S. Korea 11 2 16 
Mongolia < 1 < 1 < 1 
NEA,total  283 243 916 
Kazakhstan < 1 < 1 4 
Kyrgyzstan 0 0 4 
Tajikistan 0 0 5 
Turkmenistan 0 0 0 
Uzbekistan < 1 < 1 2 
CA, total < 1 < 1 15 

Note: * including other types of RES (hydropower, biomass, 
geothermal and marine energy). NEA is North-East Asia, CA 
is Central Asia.  
 

The countries of North-East Asia plan to increase the 
share of RES in electricity generation primarily due to 
the development of solar and wind generation [3]. China 
should strengthen its position as a world leader in the use 
of wind and solar energy (up to 40 % of the new 
installed capacity in the world in the next five years).  
New tens of gigawatts of installed capacity will be 
introduced by 2025 in Japan, Korea, Taiwan (Chinese 
Taipei). Mongolia also has ambitious targets to develop 
solar and wind generation (Table 2). 

Table2. National targets for renewable share of electricity 
generation [3]. 

Country Share, %  
 Status in 

2018 
Target Year 

China 27 35 2030 
Taiwan  5 20 2025 
Japan 8 24 2030 
S. Korea 6 35 2030 
Mongolia 0 30 2030 
 0 100 2050 
Kazakhstan 2 50 2030 
Tajikistan 0 10 no date 
Uzbekistan 13 20 2025 

 
Kazakhstan has set a target to increase the share of 

renewable energy sources in electricity generation to 3% 
in 2018 and 50 % in 2030. In the near future, it is 
planned to increase the installed capacity to 0.8 GW at 
28 solar stations and 1.8 GW at 34 wind stations. 
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Uzbekistan plans to install 1.2 GW of solar power plants 
and 0.3 GW of wind power plants by 2025 [3]. 

2 Statement of the problem and 
description of the method 

The goal of the present research is to assess the 
competitiveness of various types of power plants and the 
impact of carbon dioxide emission constraints on it, as 
well as to determine the optimal structure of wind-solar 
power plants for different combinations of economic and 
climatic conditions of Russia and neighboring countries 
of Central and North-East Asia. 

The solution to the problem is proposed to be divided 
into two stages. At the first stage, the unit cost of 
electricity production (the cost of electricity) for various 
types of energy sources were determined [6, 14, 15]. 
This allows you to pre-evaluate and compare their 
economic efficiency. When calculating the cost of 
electricity, individual plants are considered and it is 
assumed that all energy is fully used. 

The cost of energy is equal to the unit cost of energy 
production and at the same time represents its minimum 
price at which the energy supply project remains 
efficient. The cost of electricity can be represented as the 
sum of terms that take into account the cost of 
construction and operation, the fuel cost and the carbon 
cost [15, 16]: 
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The first component of the cost of electricity is 

directly proportional to the specific investment k, 
inversely proportional to the capacity factor CF (in the 
above formula H=8760 hours/year) and depends on the 
capital recovery factor F, the annual discount rate d, the 
construction time ∆T, lifetime T, the annual fixed costs µ 
and energy consumption for own needs β [15, 16]. 

The fuel component is directly proportional to the 
fuel price p and inversely proportional to the efficiency 
η. The emission component depends on emission factor 
a and carbon tax p* [14, 16]. PV and WT have no fuel 
and emission components. 

At the second stage, mathematical model was used 
that takes into account the system effects that occur 
when energy sources interact with each other and with 
the environment, additional conditions and constrains.  

The optimal structure of the power supply system 
was chosen from the solution of the mathematical 
programming problem: minimizing the total (reduced to 
a year) discounted costs for the creation and operation of 
the system, taking into account the balances of primary, 
secondary and final energy and a number of additional 
constrains. These include constrains, for example, on 
power consumption levels, on the installed capacity of 
energy sources to back-up RES stochastic generation, 
battery operation modes, etc. 

For calculations, the mathematical model REM-2 
was used. The model takes into account changes in 

electricity generation from solar and wind installations 
by the hours of the day and the seasons of the year. The 
variability in the time of energy production of renewable 
energy makes their joint use reasonable. The model is 
described in detail in [17, 18]. 

In Fig. 3 the power supply system is considered. It 
consists of photovoltaic converters (PV), wind turbines 
(WTs) with the possibility of short-term accumulation of 
electricity. The system includes battery charge 
controllers, voltage converters and network interface 
devices (network inverters) and a back-up energy source, 
conventionally called "Network" (Grid). 

 
 

 

Grid 

PV 

WTs INV 
BAT 

~/~ 

~/= 

=/= 

 

Fig. 3. Diagram of the power system. WTs – wind turbines, PV 
– photovoltaic, BAT – batteries, INV – inverter, Grid – 
network, back-up energy sources. 

  
At certain points in time photovoltaic converters and 

wind turbines can be in an idle state, moreover, these 
moments in some cases may coincide (period of energy 
“standstills”). At other times, they produce surplus 
electricity for a power system with a limited load level. 

In this regard, it is assumed that at any time the 
electric power system (the “Network”) is able to supply 
electrical energy to system at a given price and is able to 
accept surplus electricity generated by renewable energy 
sources. Surplus electricity is sold to the grid at the same 
price. 

3 Initial data 

The economic efficiency and competitiveness of PV and 
WT are determined primarily by the technical and 
economic indicators of power plants, the price of 
electricity of a backup energy source and the capacity 
factor. The variation of capacity factor for solar cells 
depends on the arrival of solar radiation on the surface of 
the solar panel, and for wind turbines it depends on the 
wind speed at the height of the rotor blade [15, 19, 20]. It 
is assumed that PVs have optimal tilted solar panels with 
the corresponding tracking system for the Sun, and the 
WT tower height exceeds 100–120 m. 

Tables 3 and 4 show the initial data. The uncertainty 
interval of the initial data is formed on the basis of 
information from [6, 12, 13, 15, 16, 18, 19]. The 
discount rate is assumed to be 5%, lifetime is 25 years. 
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Table 3. Technical and economic indicators of solar power 
plants. 

 Region / 
country  

k, $/kW µ, % CF 

Siberia and Far East 
(Russia) 

1500 – 2000 1.5 – 2.0 0.11 – 0.17  

Mongolia 1100 – 1400 1.5 –  2.0 0.15 – 0.24  

China 1000 – 1300 1.5 –  2.0 0.15 – 0.25  

Korea 1800 – 2300 1.5 –  2.0 0.15 – 0.17  

Japan 2000 – 2500 1.5 –  2.0 0.14 – 0.16  

Central Asia 1100 – 1400 1.5 – 2.0 0.16 – 0.25 

 

Table 4. Technical and economic indicators of wind power 
plants.  

 Region / 
country  

k, $/kW µ, % CF 

Siberia and Far East 
(Russia) 

1500 – 2000 2.0 – 2.5 0.18 – 0.48  

Mongolia 1300 – 1600 2.0 –  2.5 0.18 – 0.42  

China 1300 – 1500 2.0 –  2.5 0.22 – 0.59  

Korea 1500 – 1700 2.0 –  2.5 0.23 – 0.32  

Japan 1600 – 1800 2.0 – 2.5 0.20 – 0.37  

Central Asia 1300 – 1500 2.0 – 2.5 0.18 – 0.36 

4 Calculation results and their analysis 

Fig. 4 shows the values of the cost of electricity for 
thermal power plants (TPPs) using fossil fuels 
(minimum for coal or gas TPPs) and for renewable 
energy sources. It can be seen that, taking into account 
the charge for carbon dioxide emissions, the intervals of 
uncertainty in the cost of electricity from thermal, wind 
and solar power plants intersect. This indicates that, 
under certain conditions, wind farms and solar power 
plants are competitive with fossil fuel power plants. 

In North-East Asian countries, the cost of electricity 
for organic fuel power plants under construction is 
usually 3–10 cents/kWh, in the Eastern regions of Russia 
and Central Asia, it does not exceed 4–8 cents/kWh. 
Under favorable conditions for solar and wind power 

plants, the cost of their electricity (3–5 cents/kWh) is 
less than the costs of electricity from competing thermal 
power plants (coal, gas, liquid fuel). Under less 
favorable conditions, RES requires the introduction of 
special tariffs and other measures to encourage investors, 
in particular, the establishment of a fee for greenhouse 
gas emissions (carbon tax) [14, 15, 21]. 
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Fig. 4. Comparison of cost of electricity for Eastern Russia and 
Central Asia (a) and North-East Asia (b). TPP – thermal power 
plants, SPP – solar power plants, WPP – wind power plants. 
 

The most favorable conditions for the construction of 
wind turbines are characteristic of China (Tibet), where 
the capacity factor can reach 0.59 [19]. On the territory 
of the Russian Far East (the Pacific coast) and Mongolia 
(the Mongolian part of the Gobi Desert) there are also 
favorable conditions for the development of wind 
energy. In Korea and Japan, wind turbines can also be 
competitive due to high tariffs in the energy systems of 
these countries. The good conditions for the construction 
of PV are characteristic of the southern regions of China 
and Mongolia, in particular, the Gobi Desert [13, 20, 22]. 

To study energy systems that simultaneously include 
PV, WT, backup energy sources and batteries, an 
optimization mathematical model is used. 

Fig. 5 shows the results of calculating the optimal 
power generation ratio between a PV and a WT on the 
REM-2 model at different prices of electricity from a 
network backup source and different climatic conditions. 
The following tariffs are typical for the regions: 4–5 
cents/kWh in Central Asia, 6 cents/kWh in Russia and 
8–29 cents/kWh in North-East Asia (China and Japan 
respectively) [23]. The characteristics of solar radiation 
and wind given in the corresponding editions of climate 
reference books for Russia (RU), Central Asia (CA) and 
North-East Asia (NA) were used. The Northern (North) 
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and southern (South) regions are considered separately. 
At the same time, territories with the best conditions for 
solar and wind energy use were selected for each of the 
regions.  
 

 
Fig. 5. Optimal ratios of power generation. 
 

With cheap energy from the network, the use of PV 
and wind turbines is not required. At a higher price, the 
joint use of solar and wind energy is effective. 

As solar radiation increases from northern to 
southern, the role of solar cells increases. In the northern 
regions of Russia (RU-North) (the arrival of solar 
radiation does not exceed 1200 kWh/m2 per year) the use 
of solar cells is impractical, and the main part of the 
generation is provided by wind turbines. In the southern 
regions (RU-South), with an increase in insolation to 
1400 kWh/m2 per year and a decrease in the average 
long-term wind speed from 7 to 6 m/s, the role of solar 
cells and a backup energy source increases. 

In Central Asia, three energy sources are included in 
the optimal plan; as the amount of solar radiation 
increases, the optimal proportion of solar cells increases. 
Given that the price of electricity in this region does not 
exceed 5 cents per kWh, the role of the network backup 
source is relatively large. As electricity tariffs increase, 
the role of wind farms (in the northern regions) and solar 
power stations (in the southern regions) will increase and 
the role of a backup source of electricity will decrease. 

In the southern regions of North-East Asia, the 
conditions for the development of solar and wind energy 
are among the best in the world [19, 20], therefore, the 
share of the duplicate source is minimal. 

Below are the calculations for the conditions of the 
Gobi Desert. It is assumed that the complex of wind-
solar power plants in this area will represent one of the 
first stages of the electric power integration of the 
countries of North-East Asia. It works for consumers 
who, along with electricity from renewable energy 
sources, also consume electricity from systems in North 
and North-East China, which compensate for the uneven 
generation of renewable energy sources. The power of 
these electric power systems is much greater than the 
power of the wind-driven power plants under 
consideration. 

The amount of solar radiation arrival in the Gobi 
desert varies in a fairly narrow range and is acceptable 
for the development of solar energy. Wind conditions 
vary over a wide range. In some places, the wind 

conditions are good, in others they are bad and obviously 
not suitable for the effective use of wind turbines. 

Fig. 6 shows the data for calculating the optimal ratio 
of power generation between PV and WT at different 
electricity prices in the power system and under different 
climatic conditions. The price of electricity varied in the 
range of 5–15 cents/kWh to account for the uncertainty 
of future conditions. In particular, the price of electricity 
may increase with the introduction of a carbon tax [16, 
21]. 
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Fig. 6. Share of energy sources in electricity production at 
different prices of electricity from the network and climatic 
conditions (a – Q=1650 kWh/m2/year and V=3.5 m/s; b –  
Q=1600 kWh/m2/year and V=5.5 m/s) (Q is the annual solar 
radiation input on a horizontal surface, V is average long-term 
wind speed at a standard height of 10 m). 

 
With cheap energy from the network (less than 4 

cents/kWh), the use of solar cells and wind turbines is 
not required. In areas with a large influx of solar 
radiation and poor wind conditions (Fig. 6, a) with the 
increase in the price of electricity, the use of solar 
modules becomes economically effective. At a price 
above 5 cents/kWh, the joint use of solar and wind 
energy is effective. With an increase in the price of 
electricity, the share of wind turbines in the total 
generation increases, which is due to the advisability of 
replacing the expensive energy of the power system with 
cheaper energy of wind turbines. 

In areas with good wind conditions (Fig. 6, b), the 
use of wind energy is a priority (the cost of wind energy 
is less than the same indicator for PV). As the price of 
electricity rises, installed capacity and production of WT 
and PV increase. 

The dependence of the share of energy sources in 
energy supply of consumers on the average long-term 
wind speed for wind turbines is shown in Fig. 7 at a 
price of electricity from the network of 8 cents/kWh (the 
price of electricity in the power system of China).  
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In areas with low average annual wind speeds, only 
solar energy are used. In areas with an average long-term 
wind speed (at 10 m height) of 4 m/s, the optimal power 
of the solar cells and wind turbines are approximately 
equal, the differences in power generation are more 
significant. At an average long-term wind speed of 5–6 
m/s, the share of renewable energy increases to 70–75%, 
and the joint use of solar and wind energy allows 
reducing the total costs of the power supply system by 
26–28% compared with the option of using only solar 
energy (Fig. 8). 
 

 
Fig. 7. Dependence of energy sources share in electricity 
generation on average long-term wind speed (with the price of 
electricity from the network of 8 cents/kWh).  
 

 
Fig. 8. Dependence of relative costs for electricity supply on 
average long-term wind speed (with the price of electricity 
from the network of 8 cents/kWh). 

5 Conclusions  

A comparison of renewable and non-renewable energy 
sources by the criterion of the cost of generated 
electricity is carried out. Under favorable conditions, PV 
modules and wind turbines in a number of regions can 
generate cheap electricity at a cost of 3–5 cents/kWh. It 
is shown that taking into account the payment for 
emissions, renewable energy sources can be competitive 
in the energy markets (under certain conditions). 

An additional comparison of different types of 
energy sources, taking into account system effects, was 
performed using the REM-2 (Renewable Energy Model) 
mathematical model. The calculations showed the 
efficiency of the joint use of solar and wind energy and 
allowed us to identify the optimal share of solar cells and 
wind turbines for a combination of different conditions 
in the regions of Central and North-East Asia. 

The economic efficiency of the joint use of solar and 
wind energy in the Gobi Desert is shown, with the 
exception of some areas with low average long-term 
wind speeds. The optimal share of renewable energy is 
70–75% with an average long-term wind speed of 5–6 
m/s (at 10 m height). With the joint use of wind and 
solar energy, you can reduce the electricity cost by more 
than a quarter compared with the option of using solar 
energy only. 
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RENEWABLES EXPANSION IN NORTHEAST ASIAN POWER 
GRID 
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Abstract. The paper considers effectiveness of a penetration of renewables into potential Northeast Asia 
power system interconnection. Renewables are currently in the mainstream of expansion of energy sector in 
the world and in Northeast Asia, particularly. Formation of NEA power interconnection will increase 
utilization of variable and poorly predictable renewable generation. Economic incentive for penetration of 
renewables, like CO2 emission tax, is studied. The study revealed that quite significant tax is needed to be 
imposed to induce non-fossil fuel generation capacities, including renewable ones, to be added to power 
systems. 

1 Introduction  

Electric power integration with the creation of interstate 
electric ties (ISETs) and large power grids, including the 
interstate ones (ISPGs), as well as large-scale use of 
renewable energy sources (RES) are among the 
dominant trends in the global power sector. Northeast 
Asia (NEA) is also on the way of creating ISPGs. A 
process of active penetration of renewable energy in the 
national power system of China, the Republic of Korea 
(ROK), Japan is currently taking place. Further large-
scale development of RES in these countries and in 
Mongolia, Russia is possible under conditions of the  
ISPG creation in the region.  

The process of electric power integration in NEA is 
at an early stage. It is necessary to study scenarios of the 
future formation of ISETs and ISPG in the region, 
particularly with large-scale penetration of RES. This 
meets the requirements of the Paris agreement on the 
constraint of emissions of carbon dioxide (CO2) and 
other greenhouse gases [1], ratified by Russia in 2019 
[2]. Only a few studies of this kind were performed so 
far. The study was conducted on the "environmental" 
scenario for the expansion of the ISPG in NEA, taking 
into account the tax on CO2 emissions [3]. At the same 
time, RES generation was not optimized, but was set 
according to national development strategies. The study 
of an "idealized" ISPG in the NEA region based entirely 
on RES was performed in [4]. Meanwhile, Russia, which 
has a significant potential for renewable energy, was not 
considered in the study.  

In the presented paper, we have studied the prospects 
for expansion of RES in the framework of a potential 
ISPG in NEA with optimization of their capacity and 
power along with the capacity and power of traditional 

power plants (thermal, nuclear, hydraulic). At the same 
time, a tax on CO2 emissions was used as a mechanism 
for stimulating renewable energy sources expansion. The 
computational tool for the study was a specially 
improved optimization model of expansion and 
economic dispatching of electric power systems (EPSs)  
named ORIRES [5]. 

The results of the study showed that RES can take a 
important place in the potential electricity balance of 
NEA, and the ISPG will contribute to their more 
complete and effective utilization to cover the joint 
electric load of consumers in the region. 

2 Fundamentals of research 

2.1 Assumptions 

This research continues the previous studies of the 
authors aimed at investigating formation of ISETs and 
ISPG in Northeast Asian region with deeper 
consideration given to environmental issues and 
renewable energies, which is a mainstream of energy and 
power development in the world and NEA, particularly, 
as was noted above. It was assumed that solar and wind 
energies can be intensively developed in China, ROK, 
Japan, Mongolia (Gobitec project) and tidal energy – in 
Russia. 

CO2 emission tax was used in the study as economic 
lever for stimulating RES generating facilities (and also 
other non-carbon generating capacity, like nuclear one) 
expansion. CO2 emission tax was assumed to be equal to 
USD 60 per ton as a medium value from the range of 
values given in [6] for 2040 (see below). Besides, zero 
CO2 emission tax level was also considered as a ground 
level for comparison. 

*Corresponding author: spodkovalnikov@isem.irk.ru 
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The target year for the study (for which all 
calculations are performed) was assumed to be 2040, as 
the last year of the time period considered in the study. 

The ISETs in the region were assumed to be installed 
as HVDC ±800 kV transmission lines and submarine 
cables. The cables are needed to cross the sea straits 
(between mainland and Japan, mainland and Sakhalin). 
This rated voltage has already reached for overhead 
lines, and is supposed to be reached for submarine cables 
in the course of the time period considered in the study 
(from nowadays up to 2040). 

2.2 Basic methodology 

General methodology for the study involves comparison 
of base case scenario (with no ISETs) with scenario of 
ISPG formation and estimation of its benefits as 
differences between main economic characteristics (like 
total cost, fuel cost, required generating capacities, 
investments, etc.) of these scenarios. The methodology 
has been described in [7,8] and is not presented here.  

The above scenarios were detailed to take into 
account CO2 tax emission. Pairs of scenarios including 
Base case one and scenario of NEA ISPG formation 
were presented for assumed levels of CO2 tax, including 
zero CO2 emission tax, and level of tax in the amount of 

USD 60 per ton of carbon dioxide emission accordingly. 
These scenarios were optimised by using mathematical 
model for expansion and dispatching of electric power 
systems ORIRES [5,9].  

The model was modified for the study. Particularly, 
optimisation of RES capacity expansion is fulfilled in the 
modified model that was not done earlier. Power 
generation of RES was set by daily generation profiles, 
based on available statistics on solar and wind activities 
in the considered regions. Amount of RES power 
generation depends proportionally on the RES capacity 
and calculated by the model according to optimised RES 
capacity. 

2.2 Data 

Interstate power grid in NEA is presented in the study as 
10-node diagram (Fig.1). Russia and China are presented 
by three interconnected nodes, the rest countries are 
presented by one node each.  

It should be noted that for the base case scenario 
ISETs are absent, and the diagram given in Fig.1 breaks 
apart into separate national EPSs presented by single 
nodes or several interconnected nodes (as in the case of 
China and Russia). 

 

 

Fig. 1. Diagram of the interstate power grid in NEA. 

 
Major economic and technical input data for the 

research was taken from reports and studies made by 
international, governmental and scientific organizations 
of the considered Northeast Asian countries [6,9-12, 
etc.]. The data was collected, processed and presented by 
authors in research papers [3,7,9] and that is why is not 
given here. Renewables development was not optimized 
in these researches and, therefore, their input data was 
not presented there.  

Investment cost of wind and solar capacity by NEA 
country is given in Table 1. Annual fixed operation and 
maintenance cost of RES was assumed to be 2-2.5% of 
their investment cost.  

Prospective electricity demand in the countries was 
assumed to grow according to business-as-usual national 
scenarios [11].  
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Table 1. Specific investment cost in renewables, USD/kW. 

Capacity 
Country Wind Solar 

China 1200 930 

DPRK 1600 1500 

Japan 3000 2500 

RoK 2500 1800 

Monglia 1250 950 

3 Results and discussions  

Presented in the Table 2 are integration system benefits 
obtained due to creation of interstate power grid in NEA. 
As can be seen, high positive benefits take place under 
different assumed levels of carbon dioxide emissions tax. 
Resulting economic benefit and investment benefit 
decrease substantially with the introduction of CO2 
emission tax, because capital intensive RES capacity is 
added and increases its generating capacity and share in 
the total installed capacity of NEA ISPG. Cost of ISETs 

including investment cost decreases with the 
introduction of CO2 tax. This means that electric ties 
expansion and accordingly intensity of power exchange 
declines when the tax is in place. This point will be 
considered further. On the contrary, fuel benefit grows 
when the tax is imposed. This is because carbon dioxide 
tax is translated into fossil fuel cost in the model. 

Table 3 gives detailed data on capacity additions by 
type of power plant and country for scenarios of absence 
and presence of ISPG and CO2 emission tax. This data 
confirms values of capacity benefit given in Table 2 (as 
difference between total capacity addition for the cases 
of no interconnection and presence of interconnection), 
and additionally shows contribution of different types of 
power plants and countries into capacity benefit. 

Data from the Table 3 shows substantial effect of 
CO2 emission tax introduction on volumes and mix of 
installed generating capacity of power systems no matter 
they are separate or interconnected. As it follows from 
Table 3, CO2 tax stimulates introduction of non-carbon 
(wind and solar in the amount of 205-214 GW and 
nuclear – 147-180 GW) and low carbon (gas thermal –

Table 2. Benefits of the interconnection. 

Components of benefits Economic benefit, $ Bln/year Investment benefit, $ Bln. Capacity 
benefit, GW Power plants Fuel ISETs Total Power Plants ISETs Total 

Carbon dioxide 
emission tax, 
$/ton of CO2 

0 19.6 4.9 -4.9 19.6 109.5 -39.1 70.4 58.5 

60 8.0 7.0 -4.3 10.7 48.1 -34.5 13.6 54.7 
 

Table 3. Capacity additions by type of power plants and country, no CO2 emission tax/ USD 60 per ton of CO2 emission tax, GW. 

Capacity 
Country Hydro Pumper 

storage 
Thermal, 

coal 
Thermal, 

gas Nuclear Wind Solar Total 

No power system interconnection  

Russia 0/0.74  1.27/0 2.23/0.2 0/3.0   3.50/3.94 

China 72.42/ 
72.17 

88.09/ 
42.41 

345.5/ 
237.6  50.85/ 

188.25 0/91.2 0/112.8 556.86/744.43 

DPRK 2.24/2.91  4.24/4.04 7.40/7.40  0.23/0.23 0.19/0 14.30/14.58 

Japan   21.80/0 19.09/38.00 0/6.80   40.89/44.80 

RoK 0.51/0.51 2.00/0 9.91/0 0.93/12.83 19.84/ 
19.84   33.18/33.18 

Monglia 0.26/1.13 0.20/0.20 2.50/1.63   0/0.15 0/1.82 2.96/4.93 

Total 75.42/ 
77.46 

90.29/ 
42.61 

385.21/ 
243.27 29.65/58.43 70.69/ 

217.89 0.23/91.58 0.19/114.62 651.68/845.86 

Power system interconnection 

Russia 4.15/8.59  0.24/0 0.45/1.08 0/3.00   4.84/12.67 

China 72.42/ 
72.17 

88.09/ 
6.86 

345.5/ 
243.74  18.31/ 

188.25 0/91.2 0/112.8 524.32/715.02 

DPRK 2.91/2.91  0.76/0 0/3.67    3.67/6.58 

Japan   21.80/0 0/19.77 0/6.80   21.80/26.57 

RoK 0.51/0.51 2.00/0 9.91/0 3.57/0 19.84/ 
19.84   35.83/20.35 

Monglia  0.20/0.17 2.50/0    0/9.86 2.70/10.03 

Total 79.98/ 
84.18 90.29/7.04 380.71/ 

243.74 4.02/24.52 38.15/ 
217.89 0/91.20 0/122.66 593.15/791.22 
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20-29 GW) power sources. This causes substantial 
decrease of coal-fired thermal capacity in the amount of 
137-142 GW. 

In presence of CO2 emission tax RES expands in 
China. Additionally, solar panels are brought on line in 
Mongolia in the case of NEA power interconnection. 
Without interconnection even though in presence of CO2 
tax large capacity of renewables is not introduced in 
Mongolia because of limited national electricity market. 
NEA-wide power interconnection opens up opportunities 
for Mongolian renewables to enter international 
electricity market and thus induces their large-scale 
development. 

It is needed to note that power system 
interconnection stimulates additionally introduction of 
non-carbon power sources (9 GW for RES and 33 GW 
for nuclear – as difference between high and low values 
of the given above ranges). Effect of interconnection (in 
presence of CO2 tax) on pumped storage capacity is 
dramatic. The capacity decreases six fold in comparison 
with the case of absence of interconnection (and 
presence of tax). This is because interconnected power 
system has extended capability to regulate and adopt 
stochastic injections and withdrawal of power from RES 
that decreases needs of power system in power storage 
facilities. 

The share of RES (with CO2 emission tax in place) 
in total capacity additions is quite high being 25% in the 

case of no interconnection and reaching 27 % in the case 
of interconnection. 

The total capacity of power systems no matter they 
are separate or interconnected increases with large-scale 
introduction of RES by 194-198 GW. This is because 
wind and solar facilities are plants with non-firm 
variable power generation and they need to be reserved 
by firm power sources. 

Figure 2 presents capacity by type of power plants 
for the case of power interconnection in NEA. As can be 
seen coal-fired thermal power plants still dominate in the 
capacity mix being three-four times more that solar or 
wind capacity. As it follows from the Figure 2, the share 
of RES in total installed capacity of potential NEA ISPG 
(with presence of CO2 tax) slightly exceeds 20%.  

The share of all non-carbon facilities considering 
additionally traditional hydro and nuclear in the total 
capacity is more than twofold and takes 45%. If low-
carbon facilities are considered additionally (particularly, 
gas-fired power plants) the share of non-carbon and low 
carbon capacity is over than half of total NEA ISPG 
capacity, being about 55%. Thus, the share of 
environmentally dirty coal-fired power plants in NEA 
ISPG installed capacity is still expected to be quite high 
reaching 45% in the target year in spite of taking the 
measures of environmental protection like CO2 emission 
tax. 

 
 

 
Fig. 2. Installed capacity of NEA power grid for 2040 target year, GW. 

 
Figure 3 presents power generation of potential NEA 

interconnection and its breakdown by type of power 
plants. As is seen, RES, having more than 20% of the 
total installed capacity (as it follows from the above), 
takes much smaller share of the total power generation 
being about 8%. This is due to small number of 
utilization hours of RES capacity determined by climatic 
conditions. However, total share of non-carbon and low-

carbon power generation is again equal to 55% of the 
total generation. This is mainly due to substantial 
contribution of nuclear capacity having high number of 
utilization hours typical for this type of power plants. 
Thus, share of environmentally dirty coal-fired power 
plants in power generation as well as in installed 
capacity of NEA ISPG is still expected to be quite high 
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reaching 45% in the target year subject to a CO2 emission tax. 

 

Fig. 3. Power generation of NEA power grid for 2040 target year, CO2 tax=USD 60/ton, TWh/year. 

 
Optimal transfer capacities of ISETs for scenario of 

NEA power interconnection depending on presence or 
absence of CO2 emission tax are given in Table 4. As is 
seen, presence of the tax suppresses development of 
interstate transmission infrastructure. This corresponds 
to given above note that cost in ISETs decreases when 
CO2 emission tax is in place. Transfer capacities 
decreases because the need for power exchange reduces 
in presence of the tax. This is explained further. 

Table 4. Transfer capacities of ISETs in presence of 
NEA ISPG, GW. 

CO2 emission tax 
ISETs 0 USD 60/ton 

Russia (Siberia)-Mongolia 14.4 12.9 

Russia (East)-DPRK 2.7 3.6 
Russia (East)-China 
(Northeast) 5 5 

Russia (East) -Japan 5 5 
Mongolia-China (North-
Central-East) 14.7 11.3 

China (Northeast)-DPRK 15 15 

DPRK-RoK 15 15 

RoK-Japan 15 11.1 

Total 86.8 78.9 
 

Figure 4 presents amounts of power exchange over 
ISETs among countries to be participated in NEA ISPG 
under presence and absence of CO2 emission tax. Total 
amount of export-import exchanges is quite large – 1000 
TWh/year with no CO2 tax and 830 TWh/year with tax 
equals to USD 60/t of CO2.  

As has already been noted introduction of CO2 
emission tax curbs power exchange. Particularly, China 
substantially decreases its electricity export. This is 
because of the following reason. China having large fleet 
of cheap coal-fired power plants in the case of NEA 
power interconnection and with no CO2 tax can supply 
power abroad and compete on international electricity 
market. CO2 tax introduction makes power from Chinese 
coal-fired power plants more expensive and less 
competitive on NEA electricity market, and China 
decreases its power supply abroad. Thus, China 
decreases its power export by more than 20% (or by 41 
TWh/year), and overall NEA-wide decrease of export in 
presence of CO2 tax is 17% (or 89 TWh/year). 

As can be seen from Figure 4, the largest electricity 
importer is Japan. Countries of Korean Peninsular are 
both large importers and exporters. This means that they 
are mostly transient countries, providing corridors to 
transmit power over their territories to Japan. 
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Fig. 4. Expor/import power flows within NEA ISPG, 2040, TWh/year. 

4 Conclusions 

The conducted research has confirmed possibility and 
economic feasibility for extensive renewable energy 
integration into potential interstate power system 
interconnection in Northeast Asia. NEA power system 
interconnection remains beneficial no matter CO2 
emission   tax is introduced or not. However system 
integration benefits as well as transfer capacity of and 
power exchange over international network 
infrastructure of NEA power interconnection are reduced 
when the tax is in place. This is mainly due to decrease 
of power export from Chinese coal-fired power plants in 
presence of the tax. 

Mid-level CO2 emission tax used in the study 
induced expansion of renewables and in general non-
carbon (nuclear) and low-carbon (gas-fired) generating 
capacities. Nonetheless, the tax does not allow 
renewables to take prevailing position in NEA 
interconnection by the assumed target year. Wind and 
solar facilities are massively developed in China and in 
case of NEA power interconnection in Mongolia. 
Thermal environmentally dirty coal-fired power plants 
still take important role in NEA interconnection even in 
presence of CO2 emission tax. 

Further research needs to be done to study large-scale 
renewables expansion in NEA power interconnection at 
more powerful economic tool inducing such an 
expansion. 
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DEVELOPING A NEW SOFTWARE TOOL FOR RESEARCH OF 
INTERSTATE POWER GRIDS EXPANSION 
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Abstract. The aim of our research is to develop a new software tool – the Computing and Geo-information 
System for study of prospective interstate power grids expansion. The new software tool developed by the 
authors consists of several functional parts (software modules): graphic module for visual analysis of 
processed data, geo-information and cartographic module, module for working with the integrated ORIRES 
model (model for optimization of power systems expansion and their operating modes). In this paper, we 
consider features and technical description of the new software tool. The obtained results of the integrated 
ORIRES model in tabular, graphic and cartographic forms are presented. 

1 Introduction  

The formation of interstate power grids (ISPG) in 
various regions of the world is due to positive effects to 
be obtained: increased reliability of electric power 
systems and uninterrupted power supply, wide 
involvement of renewable energy sources, and 
significant economic benefits. ISPG requires justification 
of its technical and economic efficiency, forecast of 
further expansion, coordination of economic and 
political interests, compliance with the technical 
standards of the participating countries, and 
consideration of many other aspects [1-3]. These 
researches require a lot of preliminary work to collect 
and analyze a huge amount of energy and power data, 
technical and economic calculations, and significant 
intellectual and information resources. A mathematical 
model for optimization of power systems expansion and 
their operating modes (named ORIRES) has been 
developed and applied at the Energy Systems Institute 
for the analysis and forecasting of the prospective ISPG 
expansion [4-6]. Without new information technologies 
that reflect the specifics of this subject area, research on 
the model takes a lot of time and human resources. To 
increase efficiency of research and to analyze 
multidimensional results, a convenient software interface 
is required. 

To solve these problems, the authors have developed 
the Computing and Geoinformation System (the CGIS), 
which consists of a graphical (geoinformation) part and a 
computing part with an integrated ORIRES model and 
with the ability of its multiple configurations [7-9]. 

2 Functional modules of the CGIS 

The CGIS, developed by the authors consists of several 
functional parts (software modules): graphic module for 
visual analysis of processed data, geo-information and 
cartographic module, module for working with the 
ORIRES model.  
 Using a special CGIS interface, the user can 
configure the parameters and nodes of the model, launch 
the optimizer, and get the optimal solution for the 
objective function. All data used in the CGIS are stored 
and processed in the own object-oriented database. Each 
module is intended to solve specific problems. They can 
be divided into three groups: 
1. Optimization and computing problems: 

a. assessment of the effectiveness of interstate 
electric ties; 

b. assessment of the integration level and efficiency 
of interstate power grids; 

c. optimization of electricity generation capacities 
and operating modes for energy power systems 
(EPS); 

d. study of EPS and ISPG expansion in different 
regions. 

2. Information-analytical problems: 
a. storage of energy and power data, collected from 

various sources in a uniform structure; 
b. data analysis over various periods to reveal trends 

of electric power industry development; 
c. graphic and cartographic data representation – 

atlas geo-information mapping [10]. 
3. The research results coverage in Internet to attract of 

international scientific community. Based on the 
CGIS, the authors have developed an external energy 
informational and analytical web-service. 
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3 Object-oriented data base Figure 1 shows the data loading and analysis processes 
in the CGIS. 
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Fig. 1. The data loading and analysis processes in the CGIS. 
 
 All information received from various sources is 
structured and stored as unique database objects. Then 
the user can configure scenarios of ISPG and run the 
model. The resulting output is a set of tables with 
optimal parameters for all ISPG nodes. The obtained 
data are analysed in tabular, graphical, and cartographic 
forms in the CGIS, and exported to Excel. 
 The object-oriented database (OODB) developed by 
the authors is used for storing and processing data in the 

CGIS. The essence of data storage technology in OODB 
is that all data received/written to the system are 
structured using a special software algorithms and stored 
as unique database objects, that describe (modelled) the 
energy and power parameters of real-world objects 
(power plants, transmission lines, power systems etc.). 
Types of objects in the OODB can be different and 
independent. DB objects can be regions or countries, 
national power systems, power plants, electric ties, 
figure 2. 

Object-oriented energy database

Countries Electric power systems Power plantsTransmission lines

ID & other metadata
raster geo-data (satellite images)
vector geographical data:
- administrative division
- rivers
energy parameters:
- generation
- consumption
- installed capacity
- capacity types
- fuel parameters (import, 
export, storage, prices, etc.)

ID & other metadata
vector geographical data:
- EPS borders
electrical parameters:
- actual power (for every hour)
- generation
- capacity types
- fuels costs
- specific investments
- calculation parameters

ID & other metadata
geographical coordinates
energy parameters:
- generation
- capacity type
- number of working days
- etc.

ID & other metadata
geographical coordinates
electrical parameters:
- electric load
- transmission capacity
- bandwidth
- direction, bond to EPS
- etc.

 

Fig. 2. The CGIS database logical structure. 
 
 Each object is a logical record containing a unique 
object identifier, a set of parameters describing it, and 
the values of each parameter in text or numeric form, 
stored by year, month, day, and so on. This type of 
storage allows one to accurately verify objects collected 
from various sources and external databases. OODB has 
a file data structure. The internal structure of files is 
convenient not only for machine processing, but also 
understandable to human. The data structure’s flexibility 
and accessibility makes it almost independent of the 
software components and processing procedures. 
 The authors have developed special software 
algorithms for data input / output and their analysis in 
the CGIS interfaces. 

4 Computing part of the CGIS 

The computing module of the CGIS is designed to work 
with the integrated optimization model. A special 
interface allows experts to configure and to change the 
parameters and constraints of the model and the 
configuration of nodes and links of the ISPG scheme, to 

run the "optimizer" and to generate a final set of tables 
with the results of the optimal solution. 
 For the ORIRES model, objects of the "node" type 
are used – these are national EPSwith their energy 
parameters from OODB. 
 In this model, a linear optimization method is used to 
find a solution, which determines: 

• the optimal installed capacity and generation type 
mix of the considered power systems and their 
interconnections,  
• the intersystem and interstate electric ties transfer 
capabilities,  
• the operating modes of these capacities and ties. 

 The optimal solution of the model is determined by 
the minimum of annualized costs for the ISPG as a 
whole. The model is optimized within certain 
constraints: on capacity and power balances and other 
constraints - on installed capacity, on electric ties 
expansion, etc. A detailed description of the model can 
be found in the book of Lev S. Belyaev et al. The 
effectiveness of interstate electric ties (Novosibirsk: 
Nauka, 2008) [11]. 
 Figure 3 shows a graphical representation of the 
optimized parameters of one of ISPG nodes. 
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Fig. 3. Graphical representation of South Korean node’s parameters and constraints. 
 
 Consumers demand is characterized by graph of daily 
electrical load, which determines how much electricity 
needs to be generated for each hour (of all 24 hours). 
The problem of determining the actual power for each 
type of power plants (co-generation coal fired power 
plants, gas fired, oil fired, hydro power plants, pumped 
storage, nuclear, wind, solar and others) is solved, taking 
into account the electricity transfer between nodes of 
ISPG diagram. 
 The main result is a solution, which takes into 
account the minimum annualized costs, computing the 
optimal structure of various capacity types (in each node 

of the ISPG) and their optimal operating modes (at each 
hour of the day and in different seasons of the year).  
  
 All the above parameters and constraints of the 
model (input data) are configured in forms via the CGIS 
interface. The interface for entering input parameters and 
model constraints includes: 

• form for setting parameters and constraints of the 
node, 
• form for setting the graph of electric load, 
• form for setting the parameters of electric ties 
between nodes, Figure 4. 

 
Fig. 4. Forms for input model parameters and constraints in the CGIS interface. 
 
 In the software implementation of the ORIRES 
model, all its equations and parameters are written in a 

special language of the algebraic modelling system 
GAMS (also it can be any other optimizer), which is 
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launched from the CGIS, reads the model parameters set 
in the CGIS interface, and creates the optimal solution. 
The output spreadsheets are presented in tabular form 
with a very large dimension. Therefore, further work 
consists in aggregating the output spreadsheets for their 
subsequent analysis and representation. 

5 Cartographic module of the CGIS 
(geoinformation mapping) 

The results obtained by the model also can be presented 
in the cartographic module of the CGIS. 

 The cartographic module uses three different types of 
data: 
 1) raster data used as a background layers for 
analysis of the map of selected territory, 
 2) vector data – borders of all administrative regions; 
the CGIS can be used to study of ISPGs in any regions, 
not only for the Northeast Asia (NEA), 
 3) graphical layers for visual analysis, containing 
certain energy information from the database about the 
modelled objects, as well as obtained during calculations 
on the model. 
 The database of the CGIS contains data collected 
from various sources, Figure 5. 

 
Fig. 5. Various sources for the CGIS database. 
 
 One of the key sources for the cartographic module is 
the “DIVA GIS” resource [12]. Contour maps of more 
than 200 countries with their provinces and cities were 
uploaded to the CGIS database. Several thousand power 
plants of the world with their geographical coordinates 
and energy parameters were downloaded from the 
“Global Power Plant Database” [13]. The CGIS database 
contains data from the fuel and energy sector of various 
regions of the world, downloaded from the “IEA world 
energy balances” [14]. Parameters for model nodes are 
also collected from various external sources and 
uploaded to the CGIS database.  
 The internal structure of the OODB for various types 
of objects collected from various external sources is 
universal. 
 Navigation in the cartographic module of the CGIS is 
based on the concept of “Atlas geoinformation 
mapping”, Figure 6. The cartographic module uses both 
offline data from the CGIS database and online data 
downloaded from free servers of Google Maps, Yandex 
Maps, and others. 

 

Fig. 6. Atlas geoinformation mapping in the CGIS cartographic 
module. 
 
 At the required scale, the user can combine vector 
layers with the borders of administrative regions or 
national power systems, with raster layers of the selected 
territory. The CGIS allows one to display the 
geographical coordinates of power plants from the 
database on the map of selected region, and aggregate 
their parameters by provinces, power systems, or 
countries. 
 To analyze the results of solving the model in the 
cartographic module, the user can build on the map a 
scheme of ISPG with the certain parameters and 
connections between the nodes (interstate electric ties). 
Figure 7 shows the hybrid map with the 10-node scheme 
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of Northeast Asia Interstate power grid for 2040 target year. 

 

Fig. 7. Hybrid map. The 10-node scheme of NEA ISPG for 2040. 

4 Conclusions 

The new software tool (the CGIS) developed by the 
authors allows one to carry out a comprehensive analysis 
of prospective interstate electric ties and power grids of 
the selected regions. With the CGIS, some new 
opportunities have appeared for presenting the results of 
optimization by the ORIRES model (reflecting the 
operation of power systems in various configurations / 
scenarios, in tabular and graphical forms).  

Now it is possible to flexibly adjust (edit) the initial 
parameters of the model, the new ability to modernize 
the model (edit equations and model constraints, add 
new variables, etc.). This year the authors have carried 
out the study of optimization of renewable energy 
capacities at the Northeast Asia interstate power grid. 

 The new software tool developed by the authors for 
the study of prospective interstate power grids expansion 
improves the quality and efficiency of scientific research 
in this area. 
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Abstract. The paper considers the problems of optimization of wind and solar power plants (WPP and SPP) 
expansion and it operating modes in the prospective interstate power grid (ISPG) in Northeast Asia, taking 
into account the intermittence of their power output. A series of experiments with variations in the profiles of 
WPP and SPP in the model nodes were carried out. Also authors carried out some additional experiments 
with the increase in fuel costs for fossil fuel power plants due to environmental restrictions. As a result, an 
assessment of the character of the changes in the solution of the model for new installed capacities and their 
costs, depending on the variations for the profiles of the contributions generation of WPP and SPP to cover 
daily electrical load graphs, is obtained. 

1 Introduction  

The increase in the share of power plants on renewable 
energy sources (RES) is a global trend. However, the 
operation of these types of power plants (Wind - WPP 
and Solar - SPP) has its own characteristics that require 
study and analysis when integrating them into power 
grid. 

A feature of RES is the intermittence of their power 
output (contribution to the power system), which is 
difficult to predict. Taking into account the contribution 
of WPP and SPP to electricity generation, it is 
impossible to plan the amount of this contribution to 
cover the average daily electric load. Therefore, when 
optimizing new capacities in power system expansion 
scenarios, taking into account the required 20% of 
capacity reservation at peak load points, WPP and SPP 
contributions must be completely eliminated. In other 
words, the power system must be able to pass all peak 
load points without considering the generating capacity 
WPP and SPP. Taking into account the economic 
parameters of these power plants, the quantitative ratio 
of capacities for renewable and non-renewable energy 
resources in scenarios of interstate power grid expansion 
is an important parameter calculated when solving the 
optimization problem. 

2 Computational experiments on the 
ORIRES model taking into account the 

increase in fuel costs for fossil fuel 
power plants due to environmental 
restrictions 

A number of computational experiments were carried 
out on the ORIRES model by using the Geo-information 
computing system [1-6]. In this model the optimization 
of generation capacities expansion and it operating 
modes are determined by the minimum cost of their 
construction, operation and fuel consumption, if all 
technical constrains are satisfied. Along with 
optimization of new capacities of thermal, nuclear and 
hydraulic power plants, the involvement of each type of 
power plants in covering graphs of daily and annual 
electric load is optimized too. The obtained installed 
capacities and generation profiles of these types of 
power plants are optimal in terms of minimizing total 
costs.  
 It was some scenarios with the possible increase in 
fuel costs due to an increase in the CO2 emission tax. In 
relation to the basic scenario, CO2 tax of 30, 40 and 60 
USD per 1 ton of emission was taken into account [7-9]. 
In each of these three scenarios, fuel costs were 
recalculated in USD / kWh, respectively. 
 For each of these scenarios, non-interconnected 
power systems and interconnection of power systems 
into Interstate Power Grid in Northeast Asia (NEA 
ISPG) were considered. Eight possible scenarios for 
ISPG expansion in Northeast Asia were analysed. 
Calculation of two basic scenarios, for non-
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interconnected nodes (power systems) and ISPG showed 
the integration effect (benefits) of interconnection in the 
form of reducing the total costs and saving the additions 
of new generating capacities. Table 1 shows the results 
of calculating two basic scenarios, non-interconnected 
power systems and interconnection. The bottom raw of 
the table shows the integration effects. 

Table 1. Benefits of the interconnection of power systems. 

Name Capital investments, $ Bln. Capacity, GW 
power 
plants 

electric 
ties 

Total installed 
capacity 

addition 

Base 
case 
scenario 
2040  
Non-
connect
ion 

854.8 0.214 855.05 2 582.3 651.68 

Base 
case 
scenario 
2040  
intercon
nection 

745.3 39.27 784.63 2 523.7 593.15 

Resulti
ng 
effect 

109.5 -39.05 70.42 58.5 58.53 

 
 The interconnection of power systems in NEA 
ISPG, as shown by the experiments, can save up to 70 $ 
Bln.  capital investments and 58 GW of new generating 
capacities. Scenarios with a consistent and substantial 
increase in the cost of the fuel component showed that 
the integration effect of interconnection remains for all 
scenarios. 
 When the cost of the fuel of thermal power plants 
increases, the generation of these types of power plants 
is replaced by the generation of wind and solar facilities. 
The next two diagrams illustrate the percentage of 
annual generation of various types of power plants in the 
basic scenarios (without fuel cost increases) – Figure 1, 
and with an increase of fuel costs due to introduction of 
emission tax in the amount of USD 60 per ton of CO2 – 
Figure 2. 

 

Fig. 1. Base case scenario (without CO2 emission tax), non-
interconnected power systems. 

 

Fig. 2. Base case scenario, tax on CO2 is equal to 60 $/ton, 
non-interconnected power systems. 
 
The calculation of each scenario optimizes the additions 
of new capacities by type of power plants. Table 2 shows 
the additions of new capacity for four scenarios of non-
interconnected power systems: the base case scenario 
and scenarios with the CO2 taxes (30 $/ton, 40 $/ton and 
60 $/ton). 

Table 2. New capacities by fuel type, GW, non-interconnected 
power systems, scenarios with CO2 taxes. 

 

Base case 
scenario 
(no taxes) 

30 
$/ton 

40 
$/ton 

60 
$/ton 

Coal 385.21 312.15 286.94 243.74 

Gas 29.65 45.53 56.45 24.52 

Hydro 75.42 56.16 76.02 84.18 
Pumped 
storage 90.29 87.40 2.20 7.04 

Nuclear 70.69 132.80 217.53 217.89 

Wind 0.23 0.23 0.23 91.20 

Solar 0.19 0 0 122.66 

 Total 651.68 634.27 639.37 845.86 

Table 3. New capacities by fuel type, GW, interconnection of 
power systems, scenarios with CO2 taxes. 

  

Base case 
scenario 
(no taxes) 30 $/ton 40 $/ton 

60 
$/ton 

Coal 380.71 302.23 255.09 243.74 

Gas 4.02 22.49 19.78 24.52 

Hydro 79.98 58.88 84.18 84.18 
Pumped 
storage 90.29 85.20  0 7.04 

Nuclear 38.15 104.33 217.89 217.89 

Wind  0  0  0 91.20 

Solar  0  0 0.97 122.66 

 Total 593.15 573.13 577.91 791.23 
 
 When the cost of the fuel increases, new coal 
capacity additions are reduced. First, this is due to 
increase in the new capacities of nuclear power plants, 
and in the last scenario, when the increase in capacities 
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of nuclear power plants is not possible – this is due to 
increase in the new capacities of WPP and SPP. As a 
result, the addition of new capacities of wind and solar 
took place only in the scenario with increasing fuel costs, 
corresponding to the CO2 emission tax to 60 $/ton. 
 Table 3 shows four other scenarios with the power 
interconnection in NEA. Due to the integration effect, 
the addition of new capacities decreased, but the trends 
in their capacity structure remained the same.  There 
is still a tendency to reducing the addition of new coal-
fired capacities in NEA ISPG, primarily due to the 
increase of new capacities of nuclear power plants, and 
then – WPP and SPP. In all scenarios, the savings in 
addition of new capacities due to interconnection are 7-
10%, which confirms the integration effect for all 
scenarios. 

3 Computational experiments taking 
into account the intermittence of the 
power output of wind and solar power 
plants 

The specifics of optimizing the new capacities of wind 
and solar are the intermittence of their electric power 
output. The ORIRES model for all other types of power 
plants optimizes not only the addition of new capacities, 
but also their power generation, taking into account the 
daily electric load graph for each node (power system).  
 In the base case scenario, the profiles of daily power 
generation graphs of WPP and SPP in the model are 
fixed. The profile of the graphs of WPP and SPP in the 
solving process of the optimization problem does not 
change, but installed capacities can be optimized in a 
given range by minimizing the costs of the ISPG as a 
whole. 
 For WPP and SPP, utilization hours and power 
output configuration are not optimized. Due to this, the 
hourly distribution of power output of WPP and SPP for 
each calculation is set by a fixed graph. 
 It was necessary to find out how changes in 
utilization (operation) hours and configuration of daily 
power generation of WPP and SPP affect the solution of 
the optimization problem.  
 For this purpose, a number of computational 
experiments were carried out, in which the volume of the 
contribution of WPP and SPP to the total generation was 
varied, and the shape of their daily power generation 
graph was changed. 
 In these experiments, the graphs of electric load of 
WPP was changed for all electric power systems (EPS) 
of China for each of the four seasons of the year. 
Particularly, capacity factor of WPP is increased up to 
40%. Previously, for different nodes, depending on the 
year seasons, the capacity factor of WPP was ranged 
from 12% to 35%. 
 As an example, the authors used the graph of electric 
load of WPP in Northeast and Center (NEC) of China, in 
the autumn season, in which the capacity factor of WPP 
was 18%, which corresponds to 4.3 utilization hours per 
day. For the experiment, this capacity factor of WPP was 
increased up to 40%, which corresponds to 9.6 

utilization hours. Figures 3 and 4 show correspondingly 
the above noted graphs of electric load of WPP for the 
NEC of China (autumn), normalized to 1. 
 

 
Fig. 3. Utilization hours of WPP are 4.3 (18% capacity factor), 
wind speed is 3-4 m/sec.  
 

 

Fig. 4. Utilization hours of WPP are 9.6 (40% capacity factor), 
wind speed is 8-9 m/sec. 
 
 The second graph of the daily power generation of 
WPP differs from the first in that the area under it 
(reflecting generation for each of the 24 hours) 
corresponds to utilization (operating) hours is 9.6 per 
day, wind speed 8-9 m / sec. This is interpreted as an 
increase in the average total wind generation during the 
day.  
 It is quite obvious that all of this entailed changes in 
solving the optimization problem. Figure 5 shows the 
increase in the share of WPP electricity generation for 
the 2040 target year from 4% to 7% compared to the 
diagram in Figure 2. As a result, generation on non-
renewable energy resources decreased. 
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Fig. 5. Non-interconnected power systems, tax on CO2 is equal 
to 60 $/ton. Wind speed is 8-9 m/sec. 
 
 Comparison of the diagrams in figures 2 and 5 
shows significant changes in the structure of electricity 
generation for the target year. Generation can be 
calculated similarly if we assume that the power output 
of WPP is reduced. However, a change in the generation 
structure only leads to higher or lower costs for the fuel 
component of the annual balance, but does not change 
the structure and additions of new generating capacity. 
Table 4 shows a comparison of the main indicators of 
two scenarios in which the CO2 emission tax is 60 $/ton, 
and they differ from each other by the increased 
utilization (operating) hours for WPP in China power 
systems (the second one). 

Table 4. Scenarios comparison: normal and increased 
utilization hours of WPP. 

Name Values of the objective  
function, $ Bln./year 

Capacity, GW 

power 
plant 

fuel 
cost 

elect
ric 
ties 

Total Installe
d  

addition
s 

60$/t  
wind 
3-4 
m/sec  

307.7 516.9 0.01 824 2 776 845.8 

60$/t 
wind 
8-9 
m/sec 

307.9 506.6 0.01 814 2 776 845.8 

Result
ing 
effect 

-0.2 10.3 0 10 0 0 

 
 The cost of the fuel component of the objective 
function has decreased due to the greater share of 
generation at WPP. At the same time, the structure of 
addition of new capacities has not changed. As a result, 
with increasing utilization hours of WPP, the addition of 
new capacities will still not change.  
 To check the influence of the profile (configuration) 
of the graphs of electric load of WPP, the authors were 
carried out the additional calculations with a change in 
the hourly profile (configuration) of the graphs of the 
electric load of WPP, with the same numbers of 
utilization hours. 
 In the NEC of China, the peak of the maximum of 
the graph of electric load of WPP was assumed to move 
from evening hours to morning hours (see the article of 
L.N. Trofimov et al. "The assessment of integration 
effects accounting the stochasticity of wind and solar 
power plants generation in the Asian Power Grid" [10]). 
 At the same time, the number of utilization hours of 
WPP for all EPS of China was also increased to 9.6 
hours (which is equal to 40% capacity factor). In 
addition to this, the authors carried out some calculations 
where the graphs of electric load of WPP were given in a 
stochastic manner, with the same number of utilization 
hours. 
 As a result, a series of experiments on changing the 
profiles (configuration) of graphs of the electric load of 

WPP, with the same utilization hours, showed that these 
changes practically do not affect the solution of the 
optimization problem. 
 The annual fuel costs of the objective function were 
changed within 0.1% - 0.2%. A much more important 
parameter is the average number of utilization hours (or 
capacity factor) of WPP for the total generation of the 
node.  

4 Conclusions 

The experiments carried out showed: 
 1. Changes in the average annual utilization hours of 
wind and solar power plants affect only the structure of 
electricity generation. This leads, respectively, to a 
decrease or increase in the consumption of fossil fuel in 
the target year. At the same time, the structure of the 
addition of new capacities remains unchanged. 
 2. The increase in the tax on CO2 emissions will 
cause, first of all, the replacement of new capacities of 
coal-fired power plants with the new capacities of 
nuclear power plants. Only when the limit on their 
additions is exhausted, the addition of the new capacities 
of wind and solar power plants become profitable. 
 3. With the maximum increase in CO2 tax, the share 
of installed wind and solar capacities will increase to 
20%, compared to 10% in the basic scenarios (without 
the CO2 emission taxes). 
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Research and Outlook on Northeast Asian EnergyInterconnection
Yi Gao1,*, Zhe Liu1 , Xinzhi Xu1 , Yanfen Guo1 , Jun Li1
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Abstract. Northeast Asia is the most developed region in Asia with large energy demand, and plays animportant role in the global economic development. Northeast Asia has been facing severe challenges inensuring energy security, protecting the environment, and coping with climate change, because of their highdependency on fossil fuels and imports of oil from outside the region, and inverse distribution betweenenergy resources and demand. In order to actively respond to climate change, promote the transition to low-carbon energy and sustainable development in the region, achieve the grand purpose of economicprosperity, social progress and ecological protection, this study is conducted with a focus on power gridinterconnection in Northeast Asia. Based on the historical energy and power data in Northeast Asia, thispaper studies the development trends of energy and power demand in future by combining qualitative andquantitative methods. Considering the distribution of clean energy bases, this paper proposes an energyinterconnection scheme in Northeast Asia with high clear energy penetration scenario. To form the Asia-Europe energy interconnection, the construction of the Asia-Europe interconnection channels is brieflyanalyzed in this paper.

1 Research background
Northeast Asia consists of seven main parts in sixcountries, namely, the Russian Far East, NortheastChina, North China, Mongolia, the Democratic People'sRepublic of Korea (DPRK), the Republic of Korea(ROK). It is the most economically and culturallydeveloped region in Asia and also one of the regions inthe world top in economic vitality and energy demand.By 2017, the GDP of the six countries in Northeast Asiareached 20.3 trillion USD with an average annual growthrate of 5.1%. It accounted for about 25% of the worldtotal. The GDP of China and Japan was 12 trillion USDand 4.9 trillion USD, respectively, making them theworld’s second and third largest economies. With thecontinuous development of regional bilateral andmultilateral cooperation, Northeast Asia is ushering innew opportunities for sustainable development.
Energy is an important material basis for economic andsocial development. The total primary energy demand inNortheast Asia increased from 1.7 billion tonnes ofstandard coal equivalent (tce) in 2000 to 2.99 billion tcein 2017, with an average annual growth rate of 3.4%.Large consumption of fossil fuels leads to a series ofsevere problems such as a shortage in fossil resources,environmental pollution, climate change and healthissues. It is a key factor in triggering the challenge ofregional sustainable development. The essense to meet

these challenges and pursue sustainable development isto promote clean development. In energy sector, it isnecessary to promote “clean replacement” in energydevelopment, replacing fossil fuels with cleanalternatives such as solar, wind and hydro power, and“electricity replacement” in energy consumption,replacing coal, oil and natural gas with electricity[1].
Clean energy resources in Northeast Asia are rich, butunevenly distributed. The wind energy in Northeast Asiais relatively rich with a theoretical potential ofapproximately 162 PWh/year. At a height of 100 m fromthe ground, wind speed ranges from 2 m/s to 12 m/s [2].There are several areas with wind speed exceeding 7 m/sthroughout the year, mainly in southern Mongolia,northern China and the Russian Far East. Solar energyresources in Northeast Asia are also abundant. Thetheoretical potential is 9189 PWh/year. The globalhorizontal irradiance (GHI) in Northeast Asia rangesbetween 600 kWh/m2 and 1800 kWh/m2 [3]. Theregions with GHI exceeding 1500 kWh/m2 includemainly southwestern Mongolia and parts of northernChina. The hydropower resources in Northeast Asia aremainly distributed in the Lena and the Amur RiverBasins, with a technical potential of about 40 GW and14.5 GW, respectively. Currently, about 10% of thehydropower potential has been exploited [4].
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In general, regional renewable energy resources aremainly concentrated in the Far East of Russia, Mongoliaand the Northeast & North China, while the main energyconsumption centers are mainly located in Japan, ROKand North China. The distribution of regional energyresources and demand centers is unbalanced. Cross-border allocation of clean energy resources is one of theeffective ways to improve the balance of regional energysupply and demand. Renewable energy generationoutputs are intermittent, and the most efficientdevelopment and utilization way is to convert them intoelectricity on the site and integrated into the power grid.A wide range of interconnected power transmissionnetwork in the Northeast Asia will provide a platform forlarge-scale development, wide-range transmission andefficient utilization of renewable energy. Theconstruction of the power grid interconnection inNortheast Asia has been widely concerned by manystudies [5-12].
Under the overall research framework of the GlobalEnergy Interconnection (GEI), and considering theresearch on the climate change, energy and power, thispaper studies the development trends of power demandin future, and analyzes a development scheme in theregion with energy mix dominated by clean energy toachieve the 2℃ temperature control target of ParisAgreement. According to the development characteristicsand clean energy resources endowment in NortheastAsia, the overall pattern of energy interconnection inNortheast Asia and relative cross-border transmissionprojects are proposed in this paper. In addition, thispaper briefly analyzes the possible connection channelbetween Asia and Europe in the future based on theformation of Northeast Asian Energy Interconnection.
2 Study platform and methods
This study mainly focuses on the integrated andcoordinated planning of energy and power sectors tocarry out unified prediction and research. The overallframework of Global Energy Interconnectioncomprehensive study platform is shown in Figure 1.
In the platform, there are two key factors connecting thethree fields of climate, energy and power. One is theenergy emission related to climate and energy, and theother is energy converted to electricity. Based on theseconnection factors, the energy and power forecastresults are optimized as the boundary conditions of eachother, and the development trend of energy and power ispredicted.
For energy demand study, “top-down” method is used toanalyze the influence of economic development onenergy demand from macro to micro. On the other side,“bottom-up” method is used to analyze the impact oftechnology progress, efficiency improvement,environmental constraints, energy policies and otherfactors on energy demand from micro to macro. Then,

the future energy mix and energy consumption intensityare studied. The regional primary energy demand isfinally analyzed by considering the future energy andpower demand and the efficiency of power generation,heating, oil refining and other conversion processes.

Fig. 1. Comprehensive study platform for energy and poweranalysis of GEI
For power demand research, the result of power demandin final energy demand obtained in previous stage istaken as a boundary condition. More analysis algorithmssuch as the power elasticity coefficient algorithm, theelectricity consumption per capita algorithm, industryanalysis method and the regression method arepreferentially selected. A comprehensive load predictionresults are finally calculated by weighting the predictionresults under different analysis methods [13].
For power generation planning, the objective function isthe minimization of total social cost includingconstruction, operation and maintenance and fuel costsduring the planning period, and constructing problemson optimization based on environmental constraints,energy resources, and power balance and to solve theplanned annual power generation installed capacity,various types of installed components, timing ofdevelopment, carbon emissions, etc.
On the basis of power demand forecast and powergeneration planning analysis, the balance analysis ofpower supply and demand is carried out to evaluateregional power exchange potential. Then, the networkframe planning of key channels is conducted and thefunction of cross-border transmission channel areevaluated. Finally, the relative key projects are proposedand the investment and benefit estimation of key projectsare studied.
3 Energy and power outlook forNortheast Asia
3.1. Energy demand
In a long run, the primary energy demand in NortheastAsia will first maintain flat and then slowly decline.Calculated by the partial substitution method, from 2017to 2035, the total demand in Northeast Asia willmaintain at around 3 billion tce and reach a peak of
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about 3.05 billion tce in 2025. After 2035, the totaldemand in Northeast Asia will begin to slowly decline.The demand will fall to 2.91 billion tce in 2050, seeing a3% decrease from 2017. The per capita demand inNortheast Asia will be expected to increase from 5 tce in2017 to 5.1 tce in 2050. The forecast of primary energydemand in Northeast Asia is shown in Figure 2.

Fig. 2. Primary energy demand in Northeast Asia
From 2017 to 2025, the coal and oil demands inNortheast Asia will steadily decline, with average annualdecrease rate of 2% and 1.4%. The reduction in coaldemand will be mainly contributed from North China,and the reduction in oil demand will be mainlycontributed from Japan and the R.O.Korea. From 2025to 2050, the declining rate of coal and oil demands willclimb to 4.6% and 2.6%, respectively, and the demand in2050 will reach 450 million tce and 320 million tcewhich are about 75% and 55% lower than the 2017levels. The natural gas demand will reach a peak ofabout 370 million tce in around 2035, and then drop to290 million tce in 2050, similar to the 2017 level. Thedemand of renewable energy such as wind and solarenergy will rapidly expand with an average annualgrowth rate of 8%, and reach 1.36 billion tce by 2050,accounting for 51% of the total primary energy. Theenergy demand by fuel in Northeast Asia is shown inFigure 3.
The final energy consumption in Northeast Asia willgradually decline and the rate will accelerate after 2025.From 2017 to 2025, the final energy consumption inNortheast Asia will slowly decline from 2.11 billion tceto 2.08 billion tce, with an average annual decrease rateof 0.2%. The rate will accelerate after 2025, making theconsumption reach 1.73 billion tce in 2050. It isestimated in around 2030, electricity will overtake coaland have the highest share in the final energy.
3.2 Power demand
It’s estimated that the power demand in the region willcontinue to grow. By 2025, 2035 and 2050, theelectricity consumption in Northeast Asia will reach 4.5PWh, 5.5 PWh and 6.4 PWh, respectively. Theelectricity consumption in 2050 will be doubledcompared with that in 2017. The annual growth rate ofelectricity consumption in Northeast Asia will be about

3.7% from 2017 to 2025, 2% from 2026 to 2035, and 1%from 2036 to 2050.

Fig. 3. Primary energy demand by fuel in Northeast Asia

North China, Northeast China, Japan and the R.O.Koreawill be the major power consumers in Northeast Asia. In2050, the electricity consumption of North China andNortheast China will be 3200 TWh and 844.9 TWh,respectively, accounting for 50% and 13% of that inNortheast Asia. The electricity consumption in Japanwill reach about 1300 TWh, accounting for 21% of thatin Northeast Asia. The number will be 726 TWh in theR.O.Korea, accounting for 11% of that in the region. TheD.P.R.Korea and Mongolia will consume about 184TWh and 31.9 TWh, respectively. The powerconsumption in the Russian Far East will reach 88 TWh.The proportion of electricity consumption in NortheastAsia is shown in Figure 4.

Fig. 4. Share of electricity consumption in Northeast Asia
This paper analyzes the power demand brought byelectric vehicles (EVs) in the future. For passenger EVs,the development scale of passenger EV ownership ispredicted through the population, per capita carownership and proportion of EVs in the total passengervehicles. For freight EVs, there is a close relationshipbetween the GDP and the freight turnover in a country ora region. Therefore, the total freight turnover is predictedby assuming the total road freight turnover in the futurewill share the same growth rate with the GDP. Forexample, by 2015, the total number of passengervehicles in North China and Northeast China was
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approximately 54.84 million, of which EVs accountedfor 0.29%. The per capita car ownership was about 0.14,and the average annual mileage was between 8000 kmand 16000 km. It is estimated that by 2050, the percapita car ownership in North China and NortheastChina will be 0.52 and 0.48 respectively, and the totalnumber of passenger vehicles will reach 229 million.The proportion of EVs will increase to 40%-60%, andthus, the annual electricity consumption for passengerEV will be 182.8- 274.2 TWh. By 2015, the totalturnover of the road freight in North China andNortheast China was 4615.7 billion t-km. It is estimatedthat by 2050, the electrification ratio of the road freightin North China and Northeast China will reach 30%-50%, and thus, the annual electricity consumption forfreight EVs will be 300.7-501.2 TWh.
3.3 Power supply
Based on the model of optimal planning for powergeneration installed capacity, the total installedcapacities in 2025, 2035 and 2050 are expected to reach1.44 TW, 2.05 TW and 2.89 TW, respectively, and theincrement will be 44%, 42% and 41% during2017~2025, 2026~2035 and 2036~2050, respectively.The outlook for power generation installed capacity inNortheast Asia is shown in Figure 5.
With the rapid development of clean energy generationtechnology, the competitiveness of clean energy powergeneration will be significantly enhanced. The averagelevelized cost of electricity (LCOE) of centralized on-shore wind power and photovoltaic (PV) is expected tofall to 2.4 US cents/kWh and 1.4 US cents/kWh by 2050,respectively. By 2035, the proportion of clean energywill surpass that of fossil energy and become thedominant power source. The installed capacity of cleanenergy in Northeast Asia in 2025, 2035 and 2050 willreach 0.67 TW, 1.41 TW and 2.43 TW respectively,accounting for 47%, 69% and 84% of total installedcapacity in Northeast Asia.
4 Power grid interconnection
According to the natural endowment and spatialdistribution of clean energy resources in Northeast Asia,and with reference to the energy and power developmentplans of various countries, clean energy and power gridsdevelopment require to be coordinated so as to acceleratethe upgrading of national and regional power grids.Relying on advanced transmission technologies such asUHV, Northeast Asia should give full play to theregional advantages and promote the interconnection ofpower grids, to form a strong grid that covers cleanenergy bases and load centers.
Considering the power generation development, powerdemand distribution and the distribution of clean energyin Northeast Asia, based on the power balance analysis,North China, Japan, the R.O.Korea and the D.P.R.Koreawill become the main power receiving centers. The

large-scale hydro, wind and solar power plants in theRussian Far East and Mongolia will not only supply thedomestic power demands but also become the mainpower exporting bases. The overall power flow patternin Northeast Asia will be “West to East, North to South”.The cross-border power flow within Northeast Asia willbe 11.75 GW, 59.75 GW, 110 GW by 2025, 2035 and2050, respectively.

Fig. 5. Power generation installed capacity in Northeast Asia
With the development of the power grids and the largeclean energy bases in Northeast Asia, through theconstruction of multi-directional cross-bordertransmission channels, clean energy electricity can betransmitted to load centers by multiple directions. A“three-ring and one-line” energy interconnection patternwill be formed by 2050, illustrated in Figure 6.

Fig. 6. Overall pattern for power grid interconnection inNortheast Asia
This interconnection mainly includes five corridors,namely, Mongolia - China - R.O.Korea - Japan, China -Russia, Russia - Japan, China - D.P.R.Korea -R.O.Korea and Russia - D.P.R.Korea - R.O.Korea. In thenorth, these corridors will connect the hydropower of theRussian Far East and the wind power in Okhotsk Sea andSakhalin; in the west, they will connect the wind powerin North China and Northeast China, as well as the solarand wind power in the Southern Mongolia; in the center,they will connect the load centers in North China, theR.O.Korea and Japan.
In order to construct the power grid interconnection inNortheast Asia, a large number of cross-border
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transmission projects are proposed and illustrated inFigure 7.

Fig. 7. Cross-border transmission projects in Northeast Asia
Northeast Asia is the most developed region in Asia withlarge energy demand. The Northeast Asian EnergyInterconnection will play an important role in optimallyallocate the energy resources and efficiently use theclean energy, deliver the sustainable development of theeconomy, society and environment in Asia, and promotethe overall development of Asian EnergyInterconnection.
5 Asia-Europe interconnection channelprelimary analysis
Asia is geographically connected to the Europe. Asia-Europe energy interconnection is an essential cornerstone for realizing power grid interconnection betweenthe two continents. According to the GEI research [14],the Asia-Europe connectivity channel includes the northand the south, as shown in the Figure 8.

Fig. 8. Asia-Europe interconnection channels
Asia−Europe north horizontal channel will interconnectcountries such as China, Kazakhstan, Germany, France,and deliver clean energy from Central Asia to Europeand China. Together with the UHV backbone grid ofChina, clean energy will be further delivered toNortheast Asia to provide inter-continental powersupport. The channel length will be about 10000 km.

Asia−Europe south horizontal channel will interconnectSoutheast Asia, South Asia, West Asia and SouthernEurope, and deliver solar power from the West Asia toload centers in Southeast Europe and South Asia throughthe UHV DC projects. The channel will also deliverhydropower from Southeast Asia and China to SouthAsia. The channel length will be about 9000 km.
Asia−Europe interconnection channels will bring thebenefits of different resources, time zones and seasons.For example in China, South Asia and Europe, with a 7-hour time difference at most, it will result in a diurnalload complementarity. The inter-regional and cross-border interconnection will also increase the systemregulation capabilities. As shown in Figure 9, peak loadsin China and South Asia are at noon in summer, andpeak loads of Europe are in the evening during winter.The complementarity provided by grid interconnectionbetween China, South Asia and Europe can reduce thepeak-valley load gap by 30%−40%.

(a) Winter

(b) SummerFig. 9. Typical load curves for China, South Asia and Europe

6 Conclusions
Under the research framework of GEI, this paperanalyzes the development of energy and power inNortheast Asia in the medium and long term accordingto the large-scale clean energy development scenario.The study results show that the primary energy demandin Northeast Asia will reach a peak of about 3.05 billiontce in 2025, and then slowly decline. The demand willfall to 2.91 billion tce in 2050, seeing a 3% decreasefrom 2017. With the improvement of electricityreplacement level in energy consumption, by 2025, 2035and 2050, the electricity consumption in Northeast Asia
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will reach 4.5 PWh, 5.5 PWh and 6.4 PWh, respectively.The electricity consumption in 2050 will be doubledcompared with that in 2017. With the rapid decreasing ofclean energy power generation cost, clean energygeneration will become the dominant power source by2035. The installed capacity of clean energy in NortheastAsia in 2025, 2035 and 2050 will reach to 0.67 TW, 1.41TW and 2.43 TW respectively, accounting for 47%, 69%and 84% of total installed capacity in Northeast Asia.With reinforcing power grid interconnection betweencountries, a “three-ring and one-line” energyinterconnection pattern will be formed by 2050 in theregion. Sustainable economic, social and environmentaldevelopment in Northeast Asia are expected to bepromoted. Significant benefits obtained by different timezones and seasons will be achieved through theestablishment of north and south interconnectionchannels between Asia and Europe, which will be afoundation for building the GEI.
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Abstract. Energy is one of the basic sectors of the country's development. It is closely related with all sectors 
of the economy, providing the possibility of their stable development including mining, manufacturing, 
agriculture, transport, communications and others. 
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1. Introduction 

There are many different electricity market designs in use 
around the world. Each component of the market design 
is described briefly below [1,2,3].  

Monopoly Model. Monopoly at all levels. One entity 
may have responsibility for all functions, or the 
distribution companies may be separate bodies from the 
generation and transmission entity. This model was in 
common use around the World prior to the introduction of 
Independent Power Projects. 

Single Buyer Model. A single wholesale buyer of 
electricity can choose from a number of different 
generators encouraging competition in generation. Access 
to the transmission system is not permitted for sales to 
final consumers. The single buyer model was in common 
use around the World following the introduction of IPPs.  

Wholesale Competition Model. Wholesale buyers 
(distribution companies and in some cases, large 
customers directly connected to the transmission 
networks) can choose their supplier, bringing competition 
into generation and wholesale supply. This requires open 
access to the transmission system. Distribution companies 
maintain a monopoly over retail consumers.  

Retail Competition Model. All customers can choose 
their supplier. This requires open access to the 
transmission system and distribution systems. The 
distribution activity can be separated into wires (asset 
management) and retail, or supply, activities, with the 
latter being competitive. 

Electricity market in Mongolia 

Electricity is the primary industry that affects economic 
development and competitiveness. Each country, by 
virtue of its specifics, with respect to its geographical 
location, natural resources and economic potential, 
develops an energy policy and determines its own market 
model. 

The energy sector of Mongolia consists of four 
independent electric power systems:  

- Central Energy System (CES),  
- Western Energy System (WES),  
- Eastern Energy System (EES),  

- Altai-Uliastai energy system (AUES).  
The main Mongolian electric system is the CES 

representing 80% of all Mongolian electricity supply 
[4,5]. 

Energy production, before reaching the end user, 
passes through multiple stages, which includes, in 
particular, the extraction, transportation and storage of 
raw materials, the conversion of primary reserve energy 
into the electric heat, transmission of generated electricity 
via high voltage lines and their transformation for 
distribution according to the specific needs of the user. At 
each of these stages, it is possible to introduce competition 
mechanisms, from which such a variety of market models 
derive. 

Since the crisis in the basic sector of the economy had 
reached a level that could have the most negative impact 
on the entire course of economic reforms, significant 
adjustments were made to the state energy policy in 2001. 
The “Energy Law” was re-adopted and structural changes 
were made in the industry. The cornerstone of these 
structural changes was the issue of transferring the 
functions of energy regulation to an independent 
institution [6]. Important was the realization of economic 
management methods at enterprises, and support of the 
private sector for developing profitable small-scale 
systems, which became possible due to the undertaking of 
the following concrete measures: 

• resolution of credit and debt problems of enterprises 
involved in fuel and energy production; 

• intensification of work on collecting underpayments 
from consumers and making changes to the system; 

• decrease in technical and commercial losses during 
the transmission and provision of electric energy; 

• changes in price and tariff structures, establishment 
of fully self-sustaining prices and tariffs; 

• reducing the volume of electricity imports and 
improving the management of external debt. 

As for the regulation of the energy market, it is under 
the control of the Energy Regulatory Committee, the 
National Dispatch, and the Metropolitan Energy 
Regulatory Council. 
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The National Central Dispatch Center plays the role of 
coordination by providing integrated technological 
management of the entire energy market. 

As for economic issues, the Energy Regulatory 
Committee resolves them, including those related to the 
participation of economic organizations in the market 
relations, as well as matters on prices and tariffs for 
energy-bearing and other regulated services, and 
questions about the standards for consumer services. 

According to this model, payments made to 
consumers are accumulated in a bank single income 
account with a zero balance (figure 1). Moreover, on the 
same day, according to a coefficient determined by the 
Energy Regulatory Committee, it is distributed to the 
accounts of the generating company, as well as 
transmission and distribution companies. This mechanism 
creates the fairest basis for the distribution of income 
between all participants in the energy business, since the 
specific costs of each company are taken into account 
depending on forecasts for production and consumption 
[7,8]. 

Single buyer (LLC 
"NDC")

Total balance of zero residual income in 
commercial banks, regulating the production and 

consumption of electricity

“NPTG” JSC*
Expense account

“NDC” LLC
Expense account

Income 
Accounts

Expense 
accounts

Licensed Large Distributors and 
Suppliers

Consumers Consumers

Income 
Accounts

Expense 
accounts

Licensed Other Distribution and 
Suppliers

Buriat RDS**
Import
Export

Import expense 
account

Expense account

Tradaional electricity 
generation

Expense account

Renewable  
generating 
companies

Expense account

Taxes

Income account 
with zero value

 
Fig. 1. Cash flow the models “Single Bayer” 
* National Power Transmission Grid, **Regional Dispatch Services 

Problems of the Single Buyer model. It is clear that the 
Single Buyer model implemented in Mongolia, apart from 
relying on central planning for decision making, is not 
suitable for introducing competition and does not promote 
accountability of the electric companies for complying 
with their obligations and operate efficiently in the long 
run. For instance, the payments to the Gencos depend on 
the amounts collected by the Discos, which are 
consistently below the amounts due. In fact, some of the 
electric utilities that we have interviewed have the same 
opinion regarding the need to abandon the Single Buyer 
model. It is certain that a market structure based on 
bilateral supply contracts is more suitable for evolving to 
a competitive market.  

Advantages of competitive markets:  Competitive 
markets substitute central planning and price regulations 
by competitive forces that foster decentralization, 
efficiency in operation and development and 
accountability of the agents.  The existence of unregulated 
supply prices, in a competitive environment, guaranty that 
sellers and buyers will always agree on prices and supply 
conditions that will allow the development of the most 
efficient power plants required by the market.  The world 
experience has shown that competitive structures, if well 

designed, can be applied both in large and in small electric 
system [9]. 

Conclusion 

For improving the efficiency of the energy sector, it is 
important to continue liberalization policies and ensure 
the mirror openness. Although the model with a “Single 
Bayer” is being implemented quite successfully, the 
overall performance of the industry is improving at a 
relatively slow pace. 

Retail competition is far too costly and carries a 
significant risk at this time in Mongolia. Wholesale 
competition is the favored market model as it provides a 
reasonable balance of the objectives of the market reform 
effort with reasonable cost and risk while maintaining the 
flexibility to move to retail competition if and when it is 
desirable in the future. 

In the articles [10,11] the proposed pricing mechanism 
generates four component electricity prices that relates to 
an annual average power, deviation from the seasonal 
average power, electric power deviations from the weekly 
and daily respective averages. The number of component 
prices can be either increased or decreased depending on 
the desired accuracy or other purposes.  
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Abstract. The paper examines the conditions and goals of state patronage on heat and electricity 
markets of the Russian Far East. The distinct characteristic of market organization in the region is 
the lack of a unified energy system, high share of districts with decentralized energy supply, and 
segmentation of the electricity market. Based on the technological and institutional similarities, 
scale and form of state patronage, three zones of electricity market were established: market, semi-
market, and regulated. The forms of state patronage on heat and electricity markets of the Far East 
are the following: state regulation of heat and electricity tariffs, setting the tariffs below actual costs, 
subsidies for providers and consumers of energy, state-sponsored construction of energy capacities. 
The paper evaluated the scale of patronage on heat and electricity markets and reached the 
conclusion that without state patronage the Far Eastern consumers of heat and electricity will not be 
able to purchase energy in market conditions.   

1 Conditions for state patronage on 
heat and electricity markets   

Perfect competition is traditionally viewed as an 
idealized – and unattainable – model of a market [1]. 
The extreme case is monopoly, including natural 
monopoly, that generates the conflict between economic 
efficiency and competition, where the increasing number 
of sellers is accompanied by losses due to the lack of 
economies of scale. The typical examples of natural 
monopoly are public utilities sphere (electricity, heat, 
and water supply, etc.), transportation (railways), where 
the element of monopoly is concentrated in the network 
[2, 3]. For a long time, the most acceptable market 
model for heat and electricity markets was regulated 
monopoly [4-8]. In this case, state patronage was aimed 
at containing consumer prices. The idea was that the 
prices should be as close as possible to the level of 
marginal costs or provide only normal profit. The fact 
that energy capacities were owned by the state was an 
additional argument for state patronage, which allowed 
substituting external control with internal. 

From the end of 1980s there is an active search of 
state regulation methods that allow for competition, 
differentiation of state control forms, and partial 
privatization in the naturally monopolistic sphere. A new 
paradigm – market-oriented state regulation – was 
developed as a transition from direct control over 
monopolies to regulating their behavior on industry 
markets. It covers expansion of anti-monopoly 
regulation to all industries, removal of vertical 
integration barriers, and clarification of pricing 
mechanisms. The goal of these measures is creation of 

the market structure and the mechanism that would allow 
for competition [9]. 

This is the way that Russia follows, starting from 
electricity reform in the beginning of 2000s, and heat 
supply market reform in 2017 [10]. The main goal of 
Russian reforms is liberalization of market conditions 
and elimination of direct state patronage. However, for 
the Far Easta – the region with harsh climate conditions, 
a unique system of spatial distribution of economic 
activity, extremely uneven population density – the state 
regulation of heat and electricity markets remains. The 
latter is caused by technical limitations of the local 
energy system and the impossibility of fostering 
competition.  

2 State regulation of energy markets  

The peculiarity of the Russian Far East is the lack of 
prospects of creating a unified energy system. About 
40% of the territories do not have a centralized energy 
supply systems, primarily remote districts isolated from 
the electrical and sometimes transport infrastructures of 
the country. Most energy companies of the region 
remain vertically integrated and continue functioning as 
part of the traditional system with state regulation of 
expenses and tariffs.  

Centralized energy supply of the Far Eastern 
consumers is carried out by the following energy 
systems: 
                                                 
a Now and then the Far East is considered to be Far 
Eastern Federal District (FEFD) 
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− unified energy system of Siberia (UES Siberia), 
which includes Republics of Buryatia and 
Transbaikal Krai; 

− unified energy system of the East (UES East), which 
covers Primorsky Krai, Khabarovsk Krai, Amur 
Oblast, Jewish Autonomous Oblast, and Sakha 
Republic (Yakutia); 

− four technologically isolated energy systems: 
Sakhalin Oblast, Magadan Oblast, Kamchatka Krai, 
Chukotka Autonomous Okrug.  

The similarity of technological characteristics and 
institutional conditions of energy market organization in 
the Far East allows classifying them as a market zone 
(UES Siberia), a semi-market zone (UES East) and a 
regulated zone (the four isolated systems). Each zone 
differs in scale and forms of state patronage. 

Unlike electricity supply, centralized systems of heat 
supply work in individual localities (seldom a large city 
can have several heat supply systems). The organization 
of heat supply systems in the Far East largely resembles 
the one in the rest of the country. The uniqueness is in 
the low level of energy capacity utilization, complicated 
logistics, and high costs of delivering fuel into remote 
and hard to reach parts of the Far East. As a result, 
economically justified tariffs in some parts turn out to be 
quite high. 

The state patronage on energy supply markets takes 
different forms: 
− state regulation of electricity and heat energy tariffs, 
− setting the tariffs bellow actual costs, 
− subsidies for producers and consumers,  
− state funding for construction of energy facilities 

(Table 1). 

Table 1. Forms of state patronage in the Far East  

UES 
Siberia 

(market) 

UES East 
(semi-market) 

Isolated energy 
systems 

(regulated) 
Preferential tariffs below economically sound for supplying 

heat and electrical energy to the general population 

- 

 
Preferential tariffs on 

electricity for industrial-
scale consumers only in 

Sakha Republic 
(Yakutia) 

 

Preferential 
tariffs on 

electricity for 
industrial-scale 

consumers 

 
Subsidized fuel delivery for energy producers as part of the 
“Northern supply” in remote and hard to reach parts of the 

Far East 
 

- State-sponsored construction of energy 
supply facilities 

 
Semi-market and market zones have elevated costs 

on energy production, which influences higher prices for 
consumers. Economic availability of electrical and heat 
energy for the general population is ensured by setting 
preferential tariffs below actual costs. It is especially 
obvious in the de-centralized zone.  

For example, population of Khabarovsk Krai pays 
about 14.4% of the electricity cost, population of 
Transbaikal Krai – 5%. The difference is reimbursed by 
the state through subsidies for producers. This increases 
the burden on regional budgets. In 2019 the whole of the 
Far Eastern Federal District (FEFD) saw more than 82 
billion rubles spent on subsidies of electricity and heat 
tariffs, which constituted 8% of total expenses of all 
budgets. The regions with the highest costs on electricity 
(Chukotka Autonomous Okrug, Magadan Oblast, 
Kamchatka Krai, and Sakha Republic (Yakutia)) also 
have the highest expenses on reimbursing the tariffs 
(between 9% and 17% of budget expenses). However, 
despite this support the tariffs on electricity in the Far 
East are 13% higher than the country average and twice 
as high in Chukotka Autonomous Okrug [11]. 

To ensure the competitiveness of the Far Eastern 
producers the state introduced a new form of support for 
the industrial consumers in 2017: subsidies to equalize 
the tariffs with the average “basic” level in the country. 
The basic tariff is calculated as the weighted average 
price of electricity on the markets of other Russian 
regions excluding isolated parts where energy is more 
expensive. Since now the consumers in the FEFD pay 
only the “basic” tariff for electricity, which is lower than 
the actual costs, the Government of Russia establishes 
the monetary value of reimbursing the income that 
energy suppliers in the region did not receive. Annually 
the Government sets the increase on energy prices for all 
consumers in the European Russia, the Urals and Siberia 
to accumulate the necessary means [12]. The Far Eastern 
energy companies receive compensation through Far 
Eastern budgets. In 2017-2018 alone, the non-refundable 
earmarked contributions of “RusHydro” into Far Eastern 
budgets comprised 59 billion rubles. The volume of 
subsidies in 2017-2020 is estimated at almost 130 billion 
rubles. Since no changes into regulation of market 
conditions are expected in the immediate future, this 
support measure (expected to be prolonged till 2028) in 
the authors’ opinion will become another regular form of 
state patronage of Far Eastern consumers [13].  

The principles of tariff regulation acting in non-price 
zone of the Far East do not include the returns on 
investments, unlike in other parts of Russia where 
making contracts on providing capacities is the norm. 
Main energy facility constructions are sponsored by the 
state: as part of target programs or through purchasing 
additional stock shares of the main operator 
“RusHydro”.  

The Far East has seen the construction of 4 electrical 
energy supply facilities in 2016-2020: the second stage 
of Blagoveshchenskoj CHP plant (2016), the first stage 
of Yakutskoj GRES-2 (2017), Sahalinskaya GRES-2 
(2019) and a CHP plant in Sovetskaya Gavan’ 
(launching in 2020). The funds were provided by the 
federal budget, 50 billion rubles of which were 
transferred by the government into the authorized capital 
of “RusHydro”. The modernization of existing and 
construction of new CHPs in the Far East until 2026 is 
too planned to be funded by the subsidies, which will be 
sponsored by the increase of prices on wholesale energy 
markets of Russia. The following constructions are 
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planned: Khabarovskaja CHP-4, Yakutskaja GRES-2 
(second stage), Artyomovskaja CHP-2, and the 
modernization of the Vladivostokskaja CHP-2. The total 
volume of investments is estimated at 171.2 billion 
rubles, which would increase the burden on the 
consumers of the unified country-wide energy systems 
by about 29 billion rubles. As a result, the expenses on 
electricity carried by the consumers of price zones of 
Russia who fund the subsidization of Far Eastern tariffs 
will increase 3-4% [12].  

According to the current rules, subsidies distributed 
thanks to the new increase do not directly decrease 
electricity prices for consumers, the share of which in the 
consumption in the FEFD constitutes 20%. The state 
uses different measures to support population. 

3 The scale of state patronage of 
consumers’ expenses on public utilities  

For population the state controls the growth of tariffs by 
annually setting the maximal level of their increase and 
keeping the level of reimbursement costs below the 
expenses on production for public utilities, including 
energy supply. 

The level of reimbursement of public utilities costs in 
2019 was 92.3% of established tariffs on average, 
ranging from the minimal level in Chukotka 
Autonomous Okrug (56.3%) to the maximal level in 
Republics of Buryatia, Transbaikal Krai, Primorskiy 
Krai, and Amur Oblast (100%) (Table 2). 

Table 2. Formatting The established level of reimbursement of 
expenses on public utilities by the population, % 

 Directly to 
resource 
suppliers 

Through 
management 
companies 

Republics of Buryatia  100.0 100.0 

Sakha Republic (Yakutia) 31.4 73.3 

Transbaikal Krai 71.1 99.9 

Kamchatka Krai 49.2 90.8 

Primorsky Krai  76.1 100.0 

Khabarovsk Krai 82.3 99.4 

Amur Oblast 88.3 99.9 

Magadan Oblast 52.8 97.5 

Sakhalin Oblast 63.7 99.2 

Jewish Autonomous Oblast 97.5 95.8 

Chukotka Autonomous 
Okrug  15.0 56.3 

By encouraging the general population to conclude 
contracts directly with resource supplying companies, 
bypassing management companies, the state decreased 
the level of expense reimbursement of public utilities: to 
63.1% in general in the Far East, ranging from minimal 
in Chukotka Autonomous Okrug (15.0%) to maximal in 
Republics of Buryatia (100%)  

The compensation of difference between established 
expenses of the population and the actual costs carried 
by the providers of the utilities (according to 
economically sound tariffs) rests on the FEFD budgets, 
which is an additional burden for them. 

The regions, for which the state sets a lower level of 
reimbursement, include the isolated energy systems 
(Kamchatka Krai, Magadan Oblast, Sakhalin Oblast, 
Chukotka Autonomous Okrug) and part of UES East 
(namely, Sakha Republic (Yakutia)). These parts of the 
FEFD have the highest expenses on generating 
electricity and heat energy, which is explained by high 
fuel costs and its delivery to remote districts. Besides, 
these regions have low population density and unequal 
distribution of local economic activity, which decreases 
the utilization of energy capacities significantly and 
increases the costs of maintaining the infrastructure. 
Thus, despite keeping the growth of tariffs in check (in 
2019 the increment was 4.8% compared to 2018 level) 
there is a significant difference in prices on public 
utilities for population among the FEFD subjects. Even 
with lower reimbursement level the heat prices range 
from 1380 rubles per Gcal in Transbaikal Krai to 3805 
rubles per Gcal in Kamchatka Krai; electricity prices 
range from 283 rubles per 100 kWh in Republics of 
Buryatia to 589 rubles per 100 kWh in Chukotka 
Autonomous Okrug. Considering limited opportunities 
for population income growth, especially in remote and 
economically depressive parts of the Far East, this 
creates an additional burden on household budgets.  

Through the policy of social support in the Far East, 
the state continues to patronize the population, 
maintaining the privileges for certain population 
categories and paying allowance to low-income families. 
Taking into account the newly attached to the FEFD 
territories, (Republics of Buryatia and Transbaikal Krai 
in 2017-2019 the state spent more than 75.6 billion 
rubles on compensating the costs of public utilities (16.6 
billion on subsidies and 59.1 billion on reimbursing 
privileges). The compensation of electricity and heat 
supply took about 49.4 billion rubles or 65.2%.  

But even with lower tariffs and taking into estimation 
the subsidies and privileges, the burden on households is 
higher than the national average values: 10.5% against 
9.6%. For isolated regions, the share of expenses on 
public utilities is even higher: it is 15% of all consumer 
expenses in Kamchatka Krai, 14% in Magadan Oblast, 
12.6% in Chukotka Autonomous Okrug. And the main 
share in these expenses is the cost of heat and electricity, 
which comprises 75-80% of public utilities costs for 
northern parts of the region. 

It is especially important for the Far East since 15.7% 
of its population is considered poor. Sakhalin Oblast has 
9.6% of the population with incomes below the living 
wage, while Transbaikal has 21%, and the Jewish 
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Autonomous Oblast – 24.6%. The high spatial 
heterogeneity is reflected in the different purchasing 
power of the population between and inside the 
territories of the Far East, which creates additional 
problems when choosing the methods of state support 
and its realization. Applying general nation-wide 
methods in the Far East gives controversial results [14].  

In case the expenses on heat and electricity are fully 
compensated and the limit on maximum share in 
population expenses is retained, the volume of subsidies 
(preferences included) in the FEFD will increase from 
25.3 billion rubles to 28.1 billion rubles in 2019 prices, 
which is almost the same as the traditional expenses of 
regional budgets spent on limiting tariffs. The biggest 
increase of subsidies will be seen in Chukotka 
Autonomous Okrug (+44.8%), Sakha Republic (Yakutia) 
(+32.4%), Kamchatka Krai (+13.9%), Jewish 
Autonomous Oblast (+11.1%). If the state completely 
moves away from subsidizing the population, then the 
voluntary expenses of the population will not exceed 
77% in the Far East in general and will not reach even 
60% in Sakha Republic (Yakutia) and Chukotka 
Autonomous Okrug.  

Conclusions  

As such, all attempts of the state at removing direct 
regulation and support of consumers and suppliers on the 
markets of heat and electricity in the Far East are 
doomed to fail. Without state patronage on the electricity 
and heat supply market the Far Eastern consumers are 
not capable of purchasing energy in market conditions. 
Even with state patronage the tariffs on energy for the 
Far Eastern consumers of heat and electricity are higher 
than national average. Without a way of decreasing 
energy production costs, introducing changes into 
technological and institutional conditions of energy 
markets works only through maintaining state patronage. 
In these conditions, it is logical to expand measures of 
state support and gradually make temporary measures 
permanent.  
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Abstract. The gasification of Russian regions is one of the most important problems for the nationaleconomy. The development of the gas supply system contributes to the socio-economic development of theregional economy, to the increase increasing the level and quality of life, and to the solution of the keyenvironmental issues. The Krasnoyarskiy Kray is the only region in the east of the country that has asignificant resource potential of natural gas but at the same time, it can't be connected to the trunk gaspipeline in the short and long term perspective. The purpose of the study is to assess the efficiency ofinvestments in the construction of gas supply facilities, gasification, and their exploitation in the southernand central regions of the Krasnoyarskiy Kray. In this study authors solved the following objectives: wesystematized information about the current state of the Krasnoyarskiy Kray gasification and theprerequisites for its development (resource base and transport infrastructure); we assessed economicefficiency of the investments in the construction, gasification, and exploitation of gas supply facilities in thesouthern and central regions of the Krasnoyarskiy Kray; we formulated proposals to ensure economicefficiency using the mechanism of public-private partnership. The authors recommend an option accordingto which federal budget investments will amount to 70% of their total investment in the Krasnoyarskiy Kraygasification program. Under this option, the selling price of gas will drop to 4708 rubles per 1000 cubicmeters of natural gas excluding VAT. Organization of production, preparation for transport, andtransportation of natural gas in the central regions of the Krasnoyarskiy Kray will create new highly paidjobs, significantly increase the GRP, and improve the demographic situation.

1 Introduction
Gasification of Russian regions is one of the mostimportant tasks named by V.V. Putin in the annualmessage of the Russian Federation President to theFederal Assembly on January 15, 2020 [1]. Thedevelopment of the gas supply system contributes to thesocio-economic development of the regional economy,to the increase increasing the level and quality of life,and to the solution of the key environmental issues.Gasification of the regions in the east of the country willstrengthen the energy security of the territories andcreate the basis for the development of equal traderelations with the countries of the Asia-Pacific region(APR).The preconditions for increasing the level of gassupply of Russian regions are the presence of the world'slargest natural gas reserves, and the high production andexport rates of gas resources. The main factor thathinders the development of gasification in the region(primarily in the east of the country) is the absence oftrunk gas pipelines and gas pipelines-branches fororganizing gas supplies to settlements and industrialfacilities [2].

Thus, the level of gasification in Russia on average in2019 was around 70%, and it should reach 90% in 2030,following the General Scheme for the Development ofthe Gas Industry until 2030 [3-5]. However, thegasification of the regions is extremely uneven. TheEuropean part regions of the country are being gasifiedat a faster pace, while in the Eastern Siberia and the FarEast regions the level of gasification is significantlylower than the average gasification values in the country.Also, in some regions, full-scale gasification programshave not yet begun. At the same time, the constructionand commissioning of the Power of Siberia gas trunkline(December 2, 2019) had a positive impact on thedevelopment of gas supply in the east of the country.The gas pipeline route passes through the territory offive constituent entities of the Russian Federation - theRepublic of Sakha (Yakutia), the Amurskaya Oblast', theJewish Autonomous Oblast', the Khabarovsky Kray, andfrom 2023 through the territory of the Irkutskaya Oblast'[6-7].Thus, the Krasnoyarskiy Kray is the only region inthe east of the country that has a significant resourcepotential of natural gas [8]. Nevertheless, it can't beconnected to the trunk gas pipeline in the short and longterm perspective. The significant and negative feature of
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the socio-economic situation in the Krasnoyarskiy Krayis the extremely tense ecological situation in the mainindustrial centers [9-10]. One of the goals of thisterritory gasification should be improving the currentsituation.The purpose of the study is to assess the efficiency ofinvestments in the construction of gas supply facilities,gasification, and their exploitation in the southern andcentral regions of the Krasnoyarskiy Kray. To achievethis goal, we set the following objectives: wesystematized information about the current state of theKrasnoyarskiy Kray gasification and the prerequisites forits development (resource base and transportinfrastructure); we assessed economic efficiency of theinvestments in the construction, gasification, andexploitation of gas supply facilities in the southern andcentral regions of the Krasnoyarskiy Kray; weformulated proposals to ensure economic efficiencyusing the mechanism of public-private partnership.The basis for the development of the gastransmission system in the east of the country was thecompletion of the Power of Siberia gas pipeline at theend of 2019. The gas pipeline has been laid across fiveconstituent entities of the Russian Federation - Irkutskand Amur Oblas', the Jewish Autonomous Oblast', theRepublic of Sakha (Yakutia), and the Khabarovsky Krayregion. The “Power of Siberia” route is laid along theexisting oil trunk pipeline “Eastern Siberia - PacificOcean”. At present, this allows significant savings ininfrastructure and energy supply costs. In the future, ithelps to organize the sale of natural gas from alreadydeveloped oil and gas fields, which now supply oil to theESPO and are experiencing problems with thecommercial development of gas potential. The distancebetween the two pipelines ranges from 700 m to 17 km.The total length of the gas pipeline is about 3 000 km,and the design capacity is 38 billion cubic meters of gasper year.
2 Resource base and transportinfrastructure as the basis for efficientgasification
2.1. The current state of Krasnoyarskiy Kraygasification
On the territory of the Krasnoyarskiy Kray, networknatural gas is currently supplied only to Norilsk and theNorilsk industrial hub. Gas supply to other consumers ofthe region is carried out according to autonomousschemes due to liquefied petroleum gas (LPG). LPG is amixture of light hydrocarbons liquefied under pressure.The main components of LPG are propane and butane.According to the established procedure, thegasification program for the Krasnoyarskiy Kray must beimplemented by the General Scheme for Gas Supply andGasification of the Krasnoyarskiy Kray developed andapproved by the Administration of the region and by thePJSC "Gazprom". These programs were developed andapproved in 2009 and 2016. Table 1 shows a

comparative analysis of these two gas supply andgasification programs for the Krasnoyarskiy Krayregion. The table shows that in 2009-2015 the generalscheme of gasification and gas supply of theKrasnoyarskiy Kray was almost not implemented.Moreover, for some indicators (the number of gasdistribution stations, the number of gasified settlements,the number of the population served by gas, the numberof gasified households and apartments, etc.), the GeneralScheme of 2016 provides for the value of targetindicators that are significantly lower than in the 2009scheme. It should be noted that the General Schemeprovides for the construction of gas distributionnetworks, gas branch pipelines, inter-settlement gaspipelines and does not provide for the construction of thetrunk gas pipeline. Therefore, the development of a newGeneral Scheme, synchronized in time with strategicdocuments for the development of the energy and oil andgas industry of Russia and coordinated in terms offunding at the state and corporate levels, is relevant andtimely.
Table 1. Comparative analysis of gas supply and gasificationschemes for the Krasnoyarskiy Kray according to the GeneralSchemes of 2009 and 2016.

Index General Schemes, year2009 2016
Number of gas distributionstations, units 19 12

Length of gas pipeline branch,thousand km 61.8 61.8
Length of inter-settlement gaspipelines, km 3 012.3 3 130.1
Number of gasified settlements,units 415 396

Population served by gas,thousand people 1 567.0 480.0
Number of gasified households(apartments), thousand units 603.5 207.4
Total annual consumption,million cubic meters m 3 637.2 3 398.1
including: population,million cubic meters 542.4 413.7

2.2 Resource base for gasification of the region
The largest initial natural gas resources in the east of thecountry are in the Krasnoyarskiy Kray (Figure 1), whichhas concentrated about 60% of the gas potential ofEastern Siberia and the Republic of Sakha (Yakutia)(more than 28 trillion cubic meters). However, the regionis characterized by the lowest degree of exploration (4%)among the East Siberian regions, which is associatedwith the difficult geological structure of the deposits, theremoval of subsoil use objects from potential consumers,and the lack of transport infrastructure.Therefore, the share of industrial-grade reserves inthe Krasnoyarskiy Kray is only 20% of the region'sreserves as a whole. The largest deposits of the region interms of total reserves of natural gas are Yurubcheno-
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Tokhomskoye, Pelyatkinskoye, Tagulskoye, Sobinskoyeand Kuyumbinskoye gas and oil, and gas-condensatefields.

Fig. 1. The structure of the initial total gas resources in EasternSiberia and in the Republic of Sakha (Yakutia).
In the Krasnoyarskiy Kray region, gas production in2019 amounted to 12.8 trillion cubic meters, which is9.0% more than the level of gas production in 2018.Associated petroleum gas (APG) prevails in the structureof gas production in the Krasnoyarskiy Kray. Thegrowth of its production is associated with the activedevelopment of oil fields after the commissioning in2008 of the trunk oil pipeline "Eastern Siberia - PacificOcean". In the period 2017-2019, the growth in gasproduction in the region is associated with the intensivedevelopment of the Yurubcheno-Tokhomskoye andKuyumbinskoye fields and, as a result, an increase inassociated petroleum gas production. At the end of 2019,gas production at the fields increased by 2.3 billion cubicmeters. Most of the gas is injected back into the reservoirto maintain reservoir pressure to increase the oilrecovery factor and minimize the impact on theenvironment.A decline in associated gas production was noted atthe Vankor field, which is at a declining stage of oilproduction. Thus the volume of gas production at thefield is 3.7 billion cubic meters lower now than at itspeak in 2015. The Suzunskoye and Lodochnoye fieldsare located in the immediate vicinity. And on the borderwith the Turukhansk district in the Taimyr Dolgan-Nenets municipal district situated the Tagulskoye field.These fields have been consistently brought intodevelopment during the past three years and maintain thelevel of APG production in the Krasnoyarskiy Kray.Free gas is produced within the local gas supplysystem based on the Pelyatkinskoye and Severo-Soleninskoye fields in the north of the KrasnoyarskiyKray. Gas production in 2019 amounted to 2.8 billioncubic meters. In the Norilsk industrial region, gas issupplied for the needs of the energy sector, including thegeneration of heat and electricity. The main gasconsumers are JSC Norilsk-Taimyr Energy Company,enterprises of the Polar Division of PJSC MMC NorilskNickel, and the city of Dudinka. There is no gas supplyto the population, since earlier, during the construction

of urban infrastructure, it had been agreed to use electricstoves in households. The household needs of thepopulation are met through centralized power supply andheat supply to housing.Traditionally, the main gasification of the country'sterritory was the trunk pipeline system. The main gastransportation system in Russia is the Unified GasSupply System with an endpoint in the east of thecountry in the village. Proskokovo (Kemerovskayaoblast'). That is why the level of gasification in theregions of Eastern Siberia and the Far East (about10.0%) is almost seven times lower than the nationalaverage level (68.5%). Due to the absence of maintransport infrastructure in the east of the country, severallocal gas supply systems have been formed, including inthe north of the Krasnoyarskiy Kray region.Until now, a unified gas transmission system has notbeen formed in the East Siberian region, which hindersthe development of gas fields already prepared forexploitation. In these conditions, subsoil usersindependently construct gas supply pipelines thatprovide gasification of individual settlements andindustrial enterprises. The gas supply system andoperation of gas transportation facilities in the region arelocated in the production area of JSC Norilskgazprom,JSC Taimyrgaz, and JSC Norilsktransgaz (not includedin the PJSC Gazprom group). Gas transportation throughthe Pelyatkinskoye gas condensate field - Severo-Soleninskoye gas condensate field - Yuzhno-Soleninskoye gas condensate field - Messoyakhskoyegas field - Norilsk is carried out by Norilsktransgaz. Thelength of the gas pipeline is 300 km. Most of it passesthrough the territory of the Krasnoyarskiy Kray.The basis for the development of the gastransmission system in the east of the country was thecompletion of the Power of Siberia gas pipeline at theend of 2019. The gas pipeline has been laid across fiveconstituent entities of the Russian Federation - Irkutskand Amur Oblas', the Jewish Autonomous Oblast', theRepublic of Sakha (Yakutia), and the Khabarovsky Krayregion. The “Power of Siberia” route is laid along theexisting oil trunk pipeline “Eastern Siberia - PacificOcean”. At present, this allows significant savings ininfrastructure and energy supply costs. In the future, ithelps to organize the sale of natural gas from alreadydeveloped oil and gas fields, which now supply oil to theESPO and are experiencing problems with thecommercial development of gas potential. The distancebetween the two pipelines ranges from 700 m to 17 km.The total length of the gas pipeline is about 3 000 km,and the design capacity is 38 billion cubic meters of gasper year.The Chayandinskoye field in the Republic of Sakha(Yakutia) and the Kovyktinskoye field in the IrkutskOblast' have been laid down as the resource base for the"Power of Siberia" gas pipeline in the short term. Theconnection to the gas pipeline of the fields of theKrasnoyarskiy Kray has been postponed for the longterm, which acts as a limiting factor in the developmentof gasification of the Krasnoyarskiy Kray according tothe scheme of connection to the trunk pipeline system.
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3 Methodology for assessing theeffectiveness of the gasificationprogram
3.1 Schematic diagram of gasification of theKrasnoyarskiy Kray
Long-term prospects for gasification of theKrasnoyarskiy Kray are associated with the constructionof branches from the Unified Gas Supply System(UGSS) in the area of the Proskokovo compressorstation of the Kemerovo Region or the Volodinocompressor station of the promising "Power of Siberia-2" gas pipeline, and with the formation of new gasproduction centers in the Krasnoyarskiy Kray itself at thebase of deposits of the Evenki municipal andBoguchansky regions. The Sobinskoye oil and gascondensate field, which is large in terms of gas reserves,located in the Tungusko-Chunsky district of the Evenkimunicipal district, can become the basis for theformation of such a gasification center. The operator ofthe field is Gazprom Ltd Geologorazvedka, which is partof PJSC Gazprom.The initial plan until 2023 for the preparation ofgasification in the south of the Krasnoyarskiy Krayincludes additional exploration and the start of thedevelopment of fields in the Evenk regional andBoguchansky districts; the beginning of the creation ofthe Krasnoyarsk gas transmission system with the trunkgas pipeline "Sobinskoye oil and gas condensate field -Boguchany - Achinsk - Krasnoyarsk".After 2023, it is planned to transfer a significant partof the utility sector and boiler houses to LNG. Also, theaction plan includes the use of natural gas in transport inthe form of compressed natural gas (CNG) from 2020. InKrasnoyarsk, in 2020-2021, it is planned to purchase 50units of a bus fleet that will operate on this CNG. After2023, similar activities will be carried out in other citiesand districts of the region.
3.2 Algorithm for calculating the economicefficiency of the implementation of thegasification scheme of the Krasnoyarskiy Kray
Assessment of the economic efficiency of gas supply andgasification projects is based on the methodology forevaluating the effectiveness of investment projects,developed by the Methodological Recommendations forEvaluating the Efficiency of Investment Projects(approved by order of the Ministry of EconomicDevelopment of Russia, the Ministry of Finance ofRussia and Gosstroy of Russia No. VK 477 dated June21, 1999).The calculation of the costs for the construction ofthe trunk gas pipeline was carried out based on theaggregated figures of JSC Gazprom promgaz. Accordingto the current practice in economic assessments, theprogram defines a list of gas supply and gasificationfacilities, and proposes the sequence of theirconstruction, taking into account the geographicallocation and reserves of the selected natural gas sources.

The taxation system is adopted by the Tax Code ofthe Russian Federation, and the distribution of taxes paidby the budgets of various levels is following the BudgetCode of the Russian Federation.To assess efficiency, according to therecommendations, we use indicators that characterizecommercial and budgetary efficiency (Table 2).
Table 2. Economic Performance Indicators.

Definition Formula Criterion
Net presentvalue 𝑁𝑃𝑉 =

𝑇

𝑡=1

𝑁𝑃𝑡 +𝐷𝑡 − 𝐶𝑡
(1 + 𝑟)𝑡

𝑁𝑃𝑉 > 0

Internal rateof return 𝐼𝑅𝑅 = 𝑟∗:𝑁𝑃𝑉𝑡 𝑟∗ = 0 𝐼𝑅𝑅 > 𝑟

Profitabilityindex 𝑃𝐼 =
∑𝑇

𝑡=1
𝑁𝑃 𝑡 +𝐷 𝑡
(1 + 𝑟) 𝑡

∑𝑇
𝑡=1

𝐶 𝑡
(1 + 𝑟) 𝑡

𝑃𝐼 > 1

Discountedpaybackperiod 𝐷𝑃𝑃 = 𝑡∗:
𝑡∗

𝑡=1
𝑁𝑃𝑉𝑡= 0 min

Budgetefficiency 𝐵𝐸 =
𝑇

𝑡=1

𝑇𝑎𝑥𝑡
(1 + 𝑟)𝑡

𝐵𝐸 > 0

where 𝑁𝑃𝑡 – net profit; 𝐷𝑡 – depreciation; 𝐶𝑡– capitalinvestment; r– discount rate; 𝑇𝑎𝑥𝑡 – taxes and fees.
3.3 Public-private partnership mechanism
The sources and mechanisms of financing regionalgasification programs in the Russian Federation aredefined by Article 17. “Legal framework for thedevelopment of gasification of the territories of theRussian Federation” Federal Law No. 69 “On gas supplyin the Russian Federation”. According to this article,financing of regional gasification programs for housingand communal services, industrial and otherorganizations can be carried out through: federal budget funds; budgets of the respective constituent entities ofthe Russian Federation; other sources not prohibited by the legislationof the Russian Federation.Based on the existing practice in Russia, PJSCGazprom expands the concept of “other sources notprohibited by the legislation of the Russian Federation”and understands by them: investments of PJSC Gazprom within theframework of its programs; funds of enterprises - promising gas consumers; public funds for the construction of internal gaspipelines, the purchase of gas equipment,installation of equipment; gas distribution company funds;
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 other mechanisms of investment and attractionof investments in the development of theregional gas market not prohibited by thelegislation of the Russian Federation.Therefore, when forecasting funding sources, the GasSupply Programs for the Krasnoyarskiy Kray included,together with PJSC Gazprom, PJSC Rosneft, PJSCMMC Norilsk Nickel, RN-Vankor, AO Norilskgazprom,JSC Norilsktransgaz, JSC Taimyrgaz. This list can beexpanded during the implementation of the program.To increase the efficiency of the gasification programimplementation, the mechanism of public-privatepartnership was taken into account. The federal budget issupposed to finance part of capital investments ingasification of the Krasnoyarskiy Kray. Ten options havebeen developed and evaluated, where the share of stateparticipation varies from 0% to 100% in 10%increments.
4 Results and discussion
According to our calculations, the development of gassupply and gasification of the Krasnoyarskiy Kray iseconomically efficient at the sale price of natural gasexcluding VAT - 6 125 rubles per 1 000 cubic meters.This scenario assumes the development of gas fields inthe Boguchansky and Evenkiysky municipal districtswith the technological schemes of development adoptedby Gazprom VNIIGaz and JSC Gazprom promgaz, gastransportation through the predicted pipelineinfrastructure and its implementation to end consumersunder the established price and tax conditions in theoption when all these investments are made by PJSCGazprom. The calculations were made for the period upto 2050, taking into account a discount rate of 10%.We took the internal rate of return (IRR) of PJSCGazprom's investments as an efficiency criterion whenevaluating the project. The project is consideredprofitable if the IRR of the investment is not lower thanthe initial threshold value. According to the concept ofJSC Gazprom's participation in the gasification of theregions of the Russian Federation (approved onNovember 30, 2009), the required level of return oninvestments must be at least 12%.No other region of the Russian Federation has such ahigh gas price. For example, let us point out that theminimum level of wholesale prices for natural gasexcluding VAT varies in the regions of the RussianFederation under consideration as of July 1, 2020, fromRUB 4 105 to RUB 4 792 per 1,000 cubic meters.In terms of the average monthly wages of thepopulation, the Krasnoyarskiy Kray is in 20th placeamong the subjects of the Russian Federation. Theaverage monthly salary in 2019 in the KrasnoyarskiyKray was about 35 thousand rubles. In the central andsouthern regions of the region, it is significantly lower.With a gas selling price of 6125 rubles per 1000cubic meters, excluding VAT, network gas will not beable to compete with brown coal, and the population willnot be able to purchase such services.

To reduce the selling price of gas, we consideredoptions for the federal budget to participate in financingthe gas supply and gasification system in the central andsouthern regions of the Krasnoyarskiy Kray region.When assessing the budgetary efficiency of thefederal budget for the extractive industries as a whole, itshould be borne in mind that the Krasnoyarskiy Krayranks first in the Russian Federation in the production ofgold, platinoids, nickel, lead, and one of the first in oil(fourth) and copper production. Thus, if we take intoaccount the revenues to the federal budget of enterprisesof all these extractive industries, then the actualefficiency of budget investments in the economy of theKrasnoyarskiy Kray will be higher.We considered several options in which the federalbudget contribution varied from 0 to 90%. In theseoptions, the selling price of gas without VAT will varyfrom 6 125 rubles of gas to 4 380 rubles per 1 000 cubicmeters of gas. In the program, we recommend focusingon the option according to which the federal budgetinvestments in the objects of PJSC Gazprom'sresponsibility will amount to 70% of their total amount.Under this option, the selling price of gas without VATwill be 4 708 rubles per 1 000 cubic meters of naturalgas (Table 3).
Table 3. Economic efficiency indicators.

Index Values
Source of financing 100%
Federal budget 70%
PJSC Gazprom 30%

Sales price including VAT, rubles / thousandcubic meters 5650
Sales price excluding VAT, rubles / thousandcubic meters 4708

Natural gas consumption,million cubic meters / year 8150
Natural gas consumption, million cubicmeters 165650

Sales proceeds, million rubles 935923
Capital investments, million rubles 28525
Operating costs, million rubles 746162

Taxes, million rubles 180673
Federal budget 152091
Regional budget 16214
Local budget 12368

Net profit, million rubles 9087
Cash flow, million rubles 66828

Net present value (NPV), million rubles 2947
Internal rate of return (IRR),% 12%

Discounted payback period, years 22
According to the recommended option, by 2050, dueto the payment of taxes based on the results of the gassupply and gasification system in the central andsouthern regions of the Krasnoyarskiy Kray, investmentsfrom the federal budget will be fully returned to the
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budget, and the GNI of budget investments (budgetaryefficiency) will reach 7%.
4 Conclusion

The implementation of the gasification program forthe central and southern regions of the KrasnoyarskiyKray will provide a significant contribution to theeconomic and social development of the KrasnoyarskiyKray in several areas: a new large gas production center will beformed in Eastern Siberia, which will allowgasification of the central and southern regionsof the Krasnoyarskiy Kray, the Republic ofKhakassia and the Republic of Tyva; the implementation of the program will ensurethat the budgets of all levels for 2024-2050 willreceive at least 176 148 billion rubles, thebudget efficiency of the program will exceed7%; due to the gasification of power plants, boilerhouses, automobile transport in large cities(Krasnoyarsk, Achinsk, Kansk), the ecologicalsituation in the central and southern regions ofthe Krasnoyarsk Territory will improve, and atthe enterprises of the energy and metallurgicalcomplexes will increase the life expectancy andimprove the quality of life of the population.
The research was carried out with financial support from thegrants of the President of the Russian Federation No. MK-1459.2019.6, No. NSh-2571.2020.6 and the RFBR grant No.20-010-00699.
References
1. V.V. Putin Message from the President to theFederal Assembly. President of Russia (2020)
2. I.V. Filimonova, I.V. Provornaya, V.Yu. Nemov,S.I. Shumilova. Gas pipeline "Power of Siberia"- the basis for the formation of a new center ofgas production and processing in the east ofthe country.Gas Industry 5 (784) (2019)
3. N.Yu. Spektor, A.S. Sarkisov Analysis ofgasification of the Russian Federation.Problems of Economics and Management ofthe Oil and Gas Complex 5 (2015)
4. T.A. Bobyleva, A.S. Khripunova Research ofproblematic issues of gasification of Russia andmethods of their solution. University Bulletin 7-8(2016)
5. A.V. Belinsky. Impact of gas supply andgasification on the economic growth of Russianregions (econometric approach). Gas industry 6(2018)
6. A.M. Karasevich, Yu.N. Yarygin, Yu.V. DrozdovExpansion of gas supply sources duringgasification of Russian regions. Gas industry 14(2009)

7. N.Yu. Spector. State of gasification andanalysis of use of various energy resources inthe Russian Federation. Oil, gas and business6 (2017)
8. A.E. Kontorovich, L.V. Eder, I.V. Filimonova.Paradigm oil and gas complex of Russia at thepresent stage. IOP Conference Series: Earthand Environmental Science 84(1) (2017)
9. I.V. Filimonova; L.V. Eder; M.V. Mishenin; T.M.Mamakhatov. Current state and problems ofintegrated development of mineral resourcesbase in Russia. IOP Conference Series: Earthand Environmental Science 84(1) (2017)
10. I.V. Filimonova, I.V. Provornaya, S.I.Shumilova, E.A. Zemnukhova. Cluster analysisof Russian oil companies based on tax burdenparameters. Journal of Tax Reform 5(1) (2019)

365



*Corresponding author: 11117899@mail.ru 

Analysis of foreign experience in implementing state policies 
to ensure energy supply to remote areas 

Maxim Gubanov1, Dmitry Morkovkin1, Arthur Gibadullin2*, Olesya Dontsova1, Olga Gavel1, and Manuchehr Sadriddinov3 
1Financial University under the Government of the Russian Federation, 49, Leningradsky avenue, Moscow, 125993, Russia 
2State University of Management, 99, Ryazan Avenue, Moscow, 109542, Russia 
3Tajik State Finance and Economics University, 64/14, Nakhimova Street, Dushanbe, 734067, Republic of Tajikistan 

Abstract. The article discusses the problems of providing consumers of electric energy in the decentralized 
energy supply zone by the example of economically developed countries with territories at the level of the 
Arctic Circle. An increase in the share of renewable energy sources in the energy balance of many fears as 
the main direction of regional energy development is shown. The energy policy of most Scandinavian states 
has a pronounced focus towards the maximum use of renewable energy sources along with the implementation 
of measures to save energy and increase energy efficiency. The provision on the priority use in the countries 
of the Arctic region of locally available energy sources, which include all types of renewable sources, as well 
as local hydrocarbons, is justified in order to ensure independence from external fuel supplies.  

1 Introduction 

The problem of energy supply to the territories in the 
decentralized energy supply zone is relevant not only for 
many northern countries, but also the determining energy 
policy for many island states. For the purposes of this 
study, the most economically developed countries with 
territories at the Arctic Circle are of particular interest, 
which include the USA, Canada, Denmark, Norway, 
Sweden, Finland and Iceland. 

2 Materials and methods 

The purpose of this study is to analyze foreign experience 
in implementing the state energy policy to ensure the 
supply of energy to remote areas in the Arctic zone. To 
achieve this goal, the following tasks: 
- To conduct a comprehensive analysis of the problems of 
energy supply in the territories in the decentralized energy 
supply zone of the countries of the Arctic region; 
- To determine the role of the electric grid infrastructure, 
which allows using the potential of geothermal and 
hydropower to ensure the reliability of the functioning of 
energy systems. 

The study used general scientific and specific methods 
of system analysis, the method of analogy and 
comparison, the method of expert assessments, which 
allowed the authors to solve the goal and objectives of the 
study. 

3 Results 

USA (Alaska). The centralized power system in the state 
provides power to major cities and the railroad. The power 

supply of most small towns is local in nature and is mainly 
provided through the use of diesel power plants. Fuel is 
delivered by air, sea and road. The main primary energy 
resource in the region is natural gas (65%), water energy 
(22%) and coal (10%), while successful experience in 
implementing renewable energy projects, including wind 
and solar energy, whose total balance is about 2 % The 
total installed capacity of renewable energy is about 60 
MW. 

An example of the successful integration of renewable 
energy sources is the hybrid energy supply system of 
Kodiak Island, which consists of a 33 MW power plant, a 
30 MW power plant, a 5 MW wind farm, and a 3 MW 
energy storage system. This allows you to provide more 
than 90% of electricity generation based on renewable 
energy sources. In addition, projects have been 
implemented for the construction of wind-diesel 
complexes in the settlements of Kotzebue, Wales, 
Kasigluk and villages on the west coast. In addition, a 
regional wind farm in the city of Anchorage (17.6 MW) 
is connected to the regional power system. 

A separate area is the development of solar energy in 
Alaska in relation to private power supply systems. 

A separate area is the development of solar energy in 
Alaska in relation to private power supply systems. 

One example of this type of installation is a system 
with a capacity of 16.8 MW, installed at the Bering Strait 
Corporate Corporation in Nome in 2008. Another 
example is a 6.7 MW photovoltaic project to power a 
school in Galen. SES was installed in 2012 and showed 
its effectiveness; in 2015 its capacity was increased to 10 
MW. 

Depending on the availability of geographically 
accessible resources of the province, the regions prioritize 
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the use of renewable energy sources. For the Aleutian 
Islands, this is an increase in the efficiency of the use of 
diesel fuel, the use of flue gases for heating, insulation and 
energy efficiency in the residential sector, wind-diesel 
stations. For the Copper River region, this is an increase 
in the share of energy use of water, natural gas, wind and 
the sun. Inner Alaska sets energy efficiency in the 
construction of new buildings and the use of biomass as 
priority areas. The Northwest Arctic focuses on the use of 
wind and solar energy, as well as the energy of sewage 
facilities [1]. 

The main direction of regional energy development is 
to increase the share of renewable energy sources in the 
energy balance to 50% by 2025 and to reduce the 
dependence of isolated energy systems on the "northern 
delivery" of fuel. As a primary measure, energy efficiency 
programs are in place. An additional program is being 
implemented to support the use of renewable energy 
sources through grants and soft loans from the Alaska 
Renewable Energy Fund. The reduction in diesel costs 
through the implementation of these measures is about $ 
45 million per year. 

The Green Bank concept provides a different model, 
pushing the government away from direct support for 
energy projects to the strategic and cost-effective use of 
public funds. This approach encourages a shift from one-
off subsidies and grants to market-based financial 
instruments. The Green Bank provides cheap, long-term 
financing for supporting renewable energy projects by 
attracting private investment [2]. 

Canada (Yukon, Northwest Territories, Nunavut). 
Energy supply for most of the northern territories of the 
country is carried out through the use of hydropower 
potential in conjunction with diesel power plants. On the 
territory of the Yukon, the share of hydroelectric power 
plants in the total balance is more than 65%, in the North-
Western territories it is about 30%. The largest project is 
a hydropower plant in Whitehorse (Yukon) with a 
capacity of 40 MW. In addition, projects in the field of 
wind and solar energy are being implemented. In 
particular, a 60 MW solar power plant was built in Fort 
Simpson. On the island of Ramee, a project was 
completed to build a wind-diesel complex with a 
hydrogen storage system comprising a wind turbine (690 
kW), a hydrogen fuel cell (250 kW) and diesel generator 
set (3 * 925 kW). 

At the same time, out of 80 communities in 53 
territories, exclusively diesel electric generators are used 
to generate electricity in locally isolated networks. Diesel 
dominates the territory because, in many cases, it is the 
only guaranteed source for reliable energy supply in 
remote communities and isolated mining areas. In recent 
years, there has been a practice of using LNG for energy 
supply of certain settlements in coastal regions, in 
particular, the city of Inuvik [3]. 

RES projects are financed as part of energy 
conservation and energy efficiency programs, as well as 
environmental programs to reduce greenhouse gas 
emissions into the atmosphere. The search for a rational 
energy balance and an increase in the share of renewable 
energy is one of the main areas of territorial development. 

Denmark (Greenland). More than 50 thousand 
inhabitants of the island are located on a vast territory and 
live in small communities along the fjords of the west 
coast. Most of these communities have complex transport 
accessibility. By natural conditions, the energy supply to 
the Greenland communities is ensured by the functioning 
of local energy centers. Historically, energy supply on the 
island was provided by imported diesel fuel, and was the 
largest source of greenhouse gas emissions. The change 
in European energy policy and the dynamics of world 
prices for petroleum products provided motivation for the 
use of geographically accessible resources, which include 
melt water energy. 

Currently, up to 70% of the region’s demand for 
electricity is provided by the operation of 5 hydroelectric 
power stations with capacities from 1.2 to 30 MW, 
providing autonomous power supply to urban settlements. 
In addition, about 70 autonomous energy systems operate 
in the region, where imported petroleum products are used 
as the primary source. 

The Greenland government plans to build another 5 
hydropower plants by 2030 to bring their share in the total 
balance to 90% and a corresponding reduction in 
greenhouse gas emissions. In addition, individual projects 
of private power supply through the use of solar and wind 
energy are being implemented. An example is the project 
in the Igaliku community, which includes a 100 kW SES, 
a 20 kW wind farm and an energy storage system [4]. 

Norway. Most of the country's territory is covered by 
a centralized power supply network. The main source of 
electricity production is hydroelectric power plants with a 
capacity of 33.8 GW, the share of which in the balance is 
more than 95%, the remainder is thermal coal-fired power 
plants and wind power plants, the total installed capacity 
of which already reaches 800 MW. 

As autonomous energy supply projects, one can pay 
attention to the energy supply system of Utsira Island, 
where an experimental combined wind turbine unit with a 
capacity of 2 * 600 kW was installed. 

In 2017, the final energy consumption in Norway 
amounted to 213 TW*h. Production and transportation 
were the sectors that used the most energy in 2015, 
followed by services and households. Other sectors, such 
as construction, agriculture and forestry, and fisheries, 
provided only a small share of energy consumption. 

The main focus of Norway's energy policy is to 
support renewable energy technologies in private 
households and energy efficiency in the residential sector. 
Due to the implementation of this direction, the average 
energy consumption per capita in the household sector 
decreased from 7% between 1990 and 2017. Various 
factors have helped reduce energy consumption in the 
household sector, including the introduction of more 
energy-efficient equipment, stricter building codes and 
the increased use of electric and heat pumps for heating 
homes. 

Central heating is carried out with the priority use of 
various fuels. In 2017, about 50% of central heating was 
generated from waste and about 20% from bioenergy. The 
use of bioenergy has increased over the past ten years, 
while the use of fossil fuels has decreased. Biofuel makes 
up the second largest share of energy used for heating in 

367



 

households. In 2017, biofuels consumed about 5.8 TW*h 
of energy. Most of this energy is in the form of firewood, 
but households also use pallets and biomass. Oil and gas 
accounted for about 5% of the production of district 
heating systems [5]. 

Sweden. The lack of hydrocarbon deposits in the 
country was a determining factor in the development of 
energy. The main share in the energy balance is occupied 
by nuclear power plants (43%), hydroelectric power 
plants (41%) and wind energy (7%). The remainder is 
provided through the use of other types of renewable 
energy sources, thermal power plants and the import of 
electricity from neighboring countries. Electric grid 
infrastructure provides coverage of almost the entire 
territory of the country. 

Swedish nuclear power needs large investments, 
which is necessary to ensure increased safety 
requirements. The government says it is necessary to meet 
these requirements by 2020, otherwise nuclear reactors 
will be decommissioned. Decisions have already been 
taken to decommission four reactors by 2020, which will 
require an increase in the share of renewable energy in the 
energy balance. 

Electricity consumption in 2013 amounted to 125 TW 
* h. The residential and service sectors used the most 
electricity, then the industrial sector. Petroleum products 
are the next largest energy carrier after electricity, and the 
total end use was 96 TW * h, which represents an ongoing 
decline in recent years. In Sweden, the use of petroleum 
products is almost exclusively in the transport sector. 

For heating and hot water supply of residential 
buildings, the most common use of electrical energy. 
Consumption in 2015 amounted to about 15 TW * h. In 
addition, biomass is used, including firewood, wood 
chips, sawdust and pallets. The use of oil for heating 
continues to decline with the development of a heat pump 
system, which is especially effective for heating low-rise 
buildings. District heating is the most common form of 
energy used for heating apartment buildings, and in 2015 
amounted to 23 TW * h. Electric heating was a little over 
1 TW * h, and the use of fuel oil was less than 0.2 TW * 
h. 

Central heating is also the most common form of 
energy used for heating and producing hot water in non-
residential premises. In 2013, district consumption was 18 
TW * h. Electricity was the second largest and amounted 
to 3.3 TW * h. The use of oil for heating and hot water 
also continues to decline in non-residential premises. The 
total use of oil during the year is equivalent to 0.5 TW * 
h. 

The main long-term goals of the country are to 
increase energy efficiency in energy-intensive sectors of 
the economy and utilities, as well as simulate the 
development of renewable energy. The main support tools 
are the introduction of carbon dioxide emissions fees, tax 
benefits for renewable energy sources and green 
certificates [6]. 

Finland. The country's energy balance is determined 
by nuclear energy (28%), hydropower (16%), coal (13%), 
natural gas (5%), peat (5%), wood and other renewable 
energy sources (10%). In 2017, electricity production 
amounted to 65 TW * h, and from this 33.2 TW * h were 

produced at nuclear power plants, 22.5 TW * h at 
hydroelectric power stations, 14.4 TW * h at coal and gas 
power plants, and 16 at biomass , 8 TW * h. Taking into 
account imports of 23.9 TW * h, the total electricity 
consumption was 85.5 TW * h. 

With its rich forest resources, Finland is a world leader 
in the development of biofuel. Forest industry by-products 
and wood waste are used as fuel for generating electricity 
and heat or are processed into second-generation biofuel, 
especially biodiesel, where Finnish industry leads the 
world. Since 2007, the supply of biofuel and waste has 
increased by 30%, while the supply of oil has fallen by 
9%, while the supply of coal, natural gas and peat has 
decreased by almost 50%. The global demand for Finnish 
forest products is growing, and as a result, the supply of 
these wood-based energy sources is also growing. 

The government has set strategic climate goals for 
2030 with an increase in the share of renewable energy in 
the energy balance to 40%. A key goal in promoting 
renewable energy is to reduce greenhouse gas and waste 
emissions. Finland is a leader among countries in public 
and private spending on research, development and 
implementation of renewable energy projects. The long-
term political framework for 2050 will be critical in 
guiding investment in clean energy technology 
innovation, which is a critical factor in achieving the goals 
of decarburization. 

Finland's priority is energy efficiency, including 
utilities, the public sector, industry, energy and transport. 
The national energy efficiency program includes the 
following main areas: conducting an energy audit, 
developing energy conservation programs, using 
secondary energy resources and renewable energy 
sources, changing tax policies, conducting comprehensive 
research and implementing demonstration projects. 

As one of the projects, it is worth bringing the 
integrated energy supply system of the city of 
Uusikaupunki, combining the use of waste, growing in 
greenhouses, fish farming and the production of biodiesel. 
In this closed-loop system, waste, energy and nutrients are 
recycled to minimize the total use of materials and 
emissions [7]. 

Iceland. The country's electricity needs are almost 
completely met through the use of renewable energy 
sources, including hydroelectric power plants (12.8 GW * 
h or 71%) and geothermal thermal power plants (5.2 GW 
* h or 29%). Wind energy and the use of hydrocarbons 
(less than 1%) have an insignificant share. The installed 
capacity of geothermal stations is 665 MW (the largest 
300 MW), hydroelectric power stations - 1880 MW (the 
largest 690 MW). 

Electric grids cover the area around the entire island 
and provide transport of electricity from large sources of 
generation. 220 kV power lines connect all the major 
plants serving the southwestern part of Iceland with the 
municipal district of Reykjavik and surrounding cities in 
the eastern part of Iceland. The largest hydropower plant 
is associated with the largest aluminum smelter in Fjardal. 

The 132 kV energy ring is used for transmission 
throughout the country and ensures the operability of the 
transmission network in post-accident conditions. 
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The main consumer of electricity is aluminum 
industry (68%), silicon industry (8.7%), services (5.7%), 
household services (4.6%), utilities (4%), agriculture (1, 
2%). Heat supply for more than 90% of houses is provided 
through the use of geothermal energy sources. 

The main goal of state policy is to achieve carbon 
neutrality, which implies the complete exclusion of the 
use of fossil fuels through the use of renewable energy and 
increase the energy efficiency of economic sectors. 

The main goals for the long term are: the 
diversification of industry with an emphasis on 
environmentally friendly technologies, the development 
of industrial parks and plants for the production of 
technological equipment for renewable energy sources, 
the development of centralized and individual heat supply 
through the use of geothermal energy sources, and the 
replacement of petroleum products in transport for 
environmentally friendly fuel [8]. 

4 Conclusions 

Based on the analysis, it should be concluded that the 
countries of the Arctic region use priority sources of 
locally available energy sources, which include all types 
of renewable sources, as well as local hydrocarbons, in 
order to ensure independence from external fuel supplies. 

The energy policy of the Scandinavian countries has 
an obvious direction towards the maximum use of 
renewable energy in conjunction with the implementation 
of measures to save energy and increase energy 
efficiency, which corresponds to the pan-European trend 
for the implementation of the “energy transition”. A 
significant role is played by the developed electric grid 
infrastructure, which makes it possible to maximize the 
potential of geothermal and hydropower to ensure the 
reliability of the functioning of energy systems [10-21]. 
The North American countries and Denmark (Greenland) 
are seeking a rational balance between the development 
of electric grid infrastructure in extended territories and 
the use of local renewable energy sources to replace 
imported fuel. 
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Multi-criteria placement and capacity selection of solar power 
plants in the “Baikal-Khövsgöl” Cross-Border Recreation Area 

Irina Ivanova 1, Vladislav Shakirov 1,*  
1Melentiev Energy Systems Institute of  Siberian  Branch  of  the  Russian  Academy of Sciences, Department of Complex and Regional 
Problems in Energy, Irkutsk, Russia 

Abstract. The problem of power supply to remote consumers in the “Baikal-Khövsgöl” Cross-Border 
Recreation Area, associated with the high length and low reliability of power lines is discussed. The 
assessment of the modes of the power distribution grid showed that the introduction of new consumers in 
this territory will lead to unacceptable voltage deviations, even taking into account the installation of 
reactive power compensating devices. Since the area under consideration has a high solar energy potential, 
it is advisable to use distributed solar generation. The choice of locations and capacities of solar power 
plants is a multi-criteria optimization problem. Four criteria are proposed: total voltage deviation, total 
active power losses, reliability and capital costs for construction. An algorithm for multi-criteria 
optimizationis developed and implemented as a program in the MATLAB, which consists in sequential 
verification of the feasibility of installing additional power of solar power plants at the consumers of each of 
the substations under consideration. For each variant, the electric grid mode is assessed using the Power 
system analysis toolbox program. Solutions for the choice of locations and capacities of solar power plants 
are obtained, providing high scores by criteria in accordance with the given criteria importance coefficients. 

1 Introduction  

“Baikal-Khövsgöl” cross-border recreation area runs 
from the southern part of Lake Baikal through 
Tunkinsky and Okinsky regions of the Republic of 
Buryatia (Russia) to Lake Hubsugul through somon 
Khanh (Mongolia). This area is very promising for 
international tourism development. There are two major 
national parks – Khövsgöl (Mongolia) and Tunkinsky 
(Russia), many health resorts, recreation centers, places 
of tourist and recreational type. In close proximity, on 
the Russian-Mongolian border, is the highest peak of the 
Sayan – Mount Munku-Sardyk, which is a popular site 
for sports tourism [1].   

At present, specially protected natural areas (SPNAs) 
are actively involved in ecotourism: new economic 
mechanisms for their functioning are being introduced; 
they are being integrated into the sphere of social and 
economic development; budget financing is being 
increased; and participation in conservation projects is 
being expanded [1, 2]. 

For the sustainable socio-economic development of 
“Baikal-Khövsgöl” cross-border recreation area, it is 
necessary to ensure environmentally efficient and 
reliable power supply to existing and prospective 
consumers in accordance with the requirements to power 
quality GOST R 32144-2013 and European standard EN 
50160-2010 [3]. 

At present, the power supply system has low 
reliability. On the Russian side, the key elements of the 

power supply system are the 110/35/10 kV "Kyren" and 
110/35/10 "Zun-Murino" substations located in 
Tunkinsky Raion (Fig. 1). Consumers in Okinsky Raion 
are supplied with electric power via a single-circuit 110 
kV power line "Kyren – Mondy – Samarta", a single-
circuit 35 kV power line "Mondy – Sorok – Samarta" 
and a single-circuit 35 kV power line "Sorok - Orlik". 
Long radial single-circuit power lines are characterized 
by significant wear and frequent prolonged shutdowns 
[4]. For example, if one of the power lines is damaged, 
about 4360 people, 1 hospital, 6 schools, 6 
kindergartens, 7 boiler houses and 5 settlements are 
disconnected. There are no redundant power lines  
available. The restoration work is complicated by the 
mountainous terrain and the long length of power lines. 
These districts are among the underdeveloped and hard-
to-reach places in the Republic of Buryatia.  

In Mongolia, the considered cross-border area within 
the borders of the Khanh somon is not provided with its 
own generation, there is no connection with the state 
energy system. Power supply to the Khankh settlement is 
carried out from the Republic of Buryatia through the 
interstate 10 kV transmission line “Mondy-Zavod” with 
a length of 35 km (Fig. 1).  

An additional problem is the low voltage level of 
consumers, due to the long length of power lines. The 
introduction of new consumers raises the question of 
using additional voltage regulation devices. 

Thus, according to the Strategy of socio-economic 
development of the Republic of Buryatia for the period 
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Fig. 1. General layout plan of the “Baikal-Khövsgöl” cross-border recreation area. 

 
up to 2035, in the period up to 2021 it is planned to 
develop and start operation of Konevinsky gold deposit 
[4]. For its power supply the construction of Khuzhir 
substation is planned (Fig. 1). The assessment of electric 
modes performed in [4] showed that the use of reactive 
power compensating devices will not allow to solve the 
problem of voltage level at consumers.  

The territory under consideration has a high level of 
solar energy potential [4]. The average annual total solar 
radiation entering the horizontal surface is 1200-1350 
kWh/m2. The expected capacity utilization factor of 
photovoltaic converters is at a relatively high level, in 
the range of 18.3-19.7%. Installation of solar power 
plants (SPP) in settlements will improve the reliability of 
power supply, provide the required voltage level for 
consumers, and reduce the active power losses [5-8]. 

The problem of choosing the locations and capacity 
of renewable energy sources (RES) to improve the 
efficiency of power distribution grids has been 
considered in many works [9-13]. Heuristic optimization 
methods are widely used to solve this problem. In papers 
[14-17] the approaches on the basis of the intersect 
mutation differential evolution algorithm, back-tracking 
search algorithm, genetic algorithm, bionic algorithms 
are offered. The placement and selection of the capacity 
of renewable energy sources is carried out mainly from 
the standpoint of minimizing active power losses and 
voltage deviation among consumers. 

In addition to the abovementioned criteria, the factors 
of power supply reliability and economic efficiency play 
a major role. As a rule, it is impossible to achieve high 
marks on all criteria at the same time. To find effective 
options for installed capacity and locations of RES, it is 
necessary to use a multi-criteria approach, which allows 
to determine compromise solutions, according to the 
relative importance of the criteria.  

A multi-criteria heuristic approach to placement and 
selection of SPP installed capacity in the power 
distribution grid is proposed using 4 criteria: total 
voltage deviation at consumers, active power losses, 

reliability of power supply and capital costs for 
construction of SPP. 

2 Power flow analysis using the Power 
System Analysis Toolbox  

Fig. 2 shows the principal scheme of power supply to the 
territory under consideration, dashed line shows the 
planned construction of power transmission line and 
35/10 Khuzhir substation for power supply of 
Konevinsky gold deposit.  

To assess the mode of the power distribution grid, the 
Power System Analysis Toolbox (PSAT) was used, 
which is controlled in the MATLAB environment [18].  

PSAT raw data can be imported from electrical 
system models created in MATLAB Simulink. In Figure 
3 shows a 35 kV power distribution grid model created 
in MATLAB Simulink with the supply substation 
Samarta 110/35/6 kV. The model includes an interstate 
10 kV transmission line Mondy-Khankh. 

Tables 1, 2 show the accepted values of the electrical 
loads and the results the bus voltage estimation for 
several modes of the power grid: 

Mode 1 – without taking into account the 
commissioning of the Khuzhir substation; 

Mode 2 – taking into account the commissioning of 
the Khuzhir substation; 

Mode 3 – taking into account the commissioning of 
the Khuzhir substation and full compensation of reactive 
power at consumers.  

As a result of commissioning of Khuzhir substations, 
the voltage at the consumers of Monda, Khanh, Sorok, 
Orlik substations have inadmissible deviations from the 
nominal values according to GOST R 32144-2013, EN 
50160-2010, more than 10%. It is also possible to note 
rather high active power losses. 

With full compensation of reactive power at the 
considered substations, inadmissible high voltage 
deviations are preserved at the substations Sorok, Orlik 
and Khuzhir, the active power losses are reduced, but 
remain at a high level.  
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Fig. 2. Schematic diagram of the power distribution grid. 

 

 
Fig. 3. Power distribution grid model for the PSAT. 
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Table 1. Accepted values of electrical loads. 

Locality P, MW Q, MVar 
Mode 1 Mode 2 Mode 3 Mode 1 Mode 2 Mode 3 

Samarta 11.6 5.3 0 
Mondy 1.3 0.6 0 
Khankh 0.35 0.1 0 

TPS 0.1 0.1 0 
Sorok 0.7 0.2 0 
Orlik 0.7 0.2 0 

Khuzhir 0 1.8 1.8 0 0.5 0 

Table 2. Results of assessing the voltage on the load buses and active power losses in the power grid. 

Locality Samarta Mondy Khankh TPS Sorok Orlik Khuzhir ΔPΣ, 
%                 Parameters 

 Mode   
U,  
kV 

δU, 
% 

U,  
kV 

δU,  
% 

U,  
kV 

δU,  
% 

U,  
кВ 

δU,  
% 

U,  
kV 

δU, 
% 

U,  
kV 

δU,  
% 

U,  
kV 

δU,  
% 

Mode 1 6.47 2.74 9.79 -6.75 9.2 -12.39 10.55 0.45 9.8 -6.68 9.77 -6.99 - - 2.2 
Mode 2 6.38 1.22 8.93 -14.94 8.27 -21.23 9.77 -6.92 7.54 -28.20 6.79 -35.32 6.44 -38.70 10.87 
Mode 3 6.77 7.42 10.43 -0.62 10.0 -4.79 10.74 2.29 9.43 -10.16 8.99 -14.42 8.77 -16.43 6.02 

 
Distributed generation units, including those based 

on RES, can be used to increase reliability of power 
supply, reduce voltage deviations and decrease active 
power losses in the grid.  

3 Multi-criteria placement and capacity 
selection of solar power plants 

The choice of locations and capacities of RES in the 
power distribution grid is a multi-criteria optimization 
problem. In the paper, the optimization process was 
aimed at improving four indicators: 

1. Minimization of the total voltage deviation at load 
buses: 

                                 
1

δ δ
n

i
i

U UΣ
=

= ∑ ,  (1) 

where δUi is the voltage deviation from the nominal 
value at load bus i, %. 

2. Minimization of total active power losses: 

                                 
1

k
j

j
P PΣ

=
∆ = ∆∑ ,  (2) 

where ΔPj – the loss of active power in j-th element of 
the power grid, kW. 

3. Maximizing the indicator of the reliability of 
power supply to consumers, which was estimated by the 
share of load coverage of the important consumers by 
renewable energy sources at each substation: 

1

1n
rei

i
i i i

P
R min L ;

n L P=

  
=   ⋅    
∑ ,               (3) 

where n is the number of substations; Li is the share of 
the load of the i-th substation attributable to the 
important consumers, p.u.; Prei is the capacity of RES 
installed at the consumers of the i-th substation, kW; Pi 
is the load of the i-th substation, kW. 

4. Minimization of capital costs for RES: 

                                 
1

n
t rei

i
C w P

=
= ⋅∑ , (1) 

where wt is a specific capital investments in construction 
of the type t renewable energy sources with installed 
capacity of 1 kW, thousand rubles/kW. 

The objective function is defined by the expression: 
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      (5) 

where k1, k2, k3, k4 are criteria importance coefficients, 
p.u.; δU1Σ, ΔP1Σ – total voltage deviation and active 
power losses corresponding to the power grid without 
RES; δUxΣ, ΔPxΣ – total voltage deviation, active power 
losses, corresponding to power grid with the x option of 
locations and capacity of RES; Rx is the assessment of 
the reliability of power supply to consumers with the x 
option of locations and capacity of RES; Cx – capital 
costs for the construction of RES with the x option of 
locations and capacity of RES, million rubles; Сmax – 
capital costs with full coverage of consumers' load using 
renewable energy sources, million rubles. 

A larger value of the objective function corresponds 
to a more preferable option of locations and capacity of 
RES in the distribution power grid. 

The determination of the importance coefficients 
values can be carried out by direct assignment by a 
decision-maker (DM), or determined using well-known 
procedures implemented within the AHP [19], MAUT 
[20] methods. Coefficients k can take values from 0 to 1. 

Optimization of the locations and installed capacity 
of SPP is carried out in accordance with the algorithm 
presented in Fig. 4. 
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1. Formation of the power grid scheme, setting the 
parameters of its elements, the desired level of 

reliability Rlim, the maximum capital costs for RES Clim

2. Power flow analysis using PSAT

3. Determination δUi, δU1Σ, ΔP1Σ, i=1..n 

7. Installation of RES with a capacity of ΔPre at the 
consumers of the i-th substation to analyze changes in 

assessments by criteria

8. Power flow analysis using PSAT

9. Determination δUxi, δUxiΣ, ΔPxiΣ, Rxi, Cxi, V(xi)

yesno

10. V(xi)>V(xi-1), i=2...n yesno

The installation of RES with 
a capacity of ΔPre at the 
consumers of the i-th 

substation is not efficient

RES installation with a 
capacity of ΔPre is most 

efficient for consumers of 
substation i.   j = i

δUi < 10%,
R ≥ Rlim,    
С ≥ Clim

11. Installation of RES with ΔPre capacity at the consumers 
of the substation j.    Prej=Prej+ΔPre;   C=C+Cxj;   R=Rxj

Presentation of results 

6. Analysis of the feasibility of installing additional 
capacity of renewable energy sources at consumers of 

the i-th substations, i=1...n

5.

4. Setting the criteria importance coefficients k

 
Fig. 4. Multi-criteria optimization algorithm. 

 
At the first stage of the algorithm the desired level of 

reliability Rlim is set, which determines what proportion 
 

of the load of the important consumers it is reasonable to 
reserve by RES. The limit of capital costs Clim is also set.  

Further, using PSAT, the power flow analysis for the 
initial scheme is carried out, δUi, δU1Σ, ΔP1Σ are 
determined by formulas (1)-(2). 

Depending on the results of the previous stages, the 
DM determines the criteria importance coefficients k1, 
k2, k3, k4. 

The optimization process is performed in blocks 5-
11. At the fifth stage the conditions are checked, the set 
and parameters of which are set by DM. For example, if 
the voltage deviation at the consumers is less than 10%, 
the desired level of reliability is reached and the costs 
have reached the limit value, optimization can be 
completed. If the conditions at stage 5 are not met, then a 
sequential check of the feasibility of adding power ΔPre 
to each of the considered substations supplying 
consumers is carried out. For this, the power flow 
analysis is carried out using PSAT and the objective 
function is calculated using expressions (1)-(5). 

The decision to increase the RES installed capacity 
by ΔPre is made for the substation with the largest 
increase in the objective function relative to the initial 
value. After that, the conditions in block 5 are checked, 
the end or continuation of optimization is carried out. 

The algorithm shown in Fig. 4 was implemented in 
MATLAB as a program. The working screen of the 
program (Fig. 5) contains a table, which reflects the 
results of the power flow analysis, performed in the 
PSAT at stages 2 or 8 (Fig. 4). On the left side of the 
screen, curves of the voltage on the load buses and 
voltage deviation are shown for the original power grid 
(in red) and for the power grid with RES (in green). On 
the right side of the screen, there are a curves showing 
the change in the objective function (in green) and 
individual indicators (δUxΣ/δU1Σ – in red, ΔPxΣ/ΔP1Σ – 
in cyan, Rx – in blue, Cx – in black) at each iteration in 
the optimization process.  

 

Fig. 5. Program interface for multicriteria optimization of RES locations and capacity. Results of one-criterion optimization. 
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Presented in Fig. 5, Table 3 results correspond to the 
optimization performed according to one criterion k1 - 
total voltage deviation (k1=1; k2=0; k3=0; k4=0) (Table 
3). The optimization step ΔPre was equal to 0.1 MW. 

Table 3. Results of assessing the voltage on the load buses. 

Locality RES 
capacity, 

MW 

Calculated 
voltage, kV 

Voltage 
deviation, % 

Khuzhir 1.5 9.45 -9.97 
Orlik 0.3 9.49 -9.58 
Sorok 0 9.59 -8.64 
PTS 0 10.48 -0.15 
Mondy 0 9.81 -6.58 
Samarta 0 6.46 2.52 
Khankh 0.3 9.63 -8.29 

 
Table 3 shows that to reduce the voltage deviation at 

load buses to the permissible 10% by installing the SPP, 
it is advisable to place the photovoltaic modules in 
Khuzhir, Orlik, Khanh. The installed capacity of the SPP 
should make in the sum about 2,1 MW taking into 
account solar energy potential and climatic conditions of 
the regions. The total voltage deviation from the nominal 
value at the substations will make 45.72%. Total active 
power losses ΔPΣ=1.87%. However, such variant of 
installation of SPP does not provide high assessment of 
power supply reliability. According to formula (3) at 
Li=0.2, reliability assessment R=0.43 (with the 
maximum possible value equal to 1), since only three 
substations have RES redundancy. Capital costs for this 
option, according to (4), at w=50 thousand rubles / kW 
will be C = 105 million rubles. 

Fig. 6 and Table 4 show the results of optimization 
carried out taking into account all criteria (k1=0.6; 
k2=0.1; k3=0.2; k4=0.1). 

 

Table 4. Results of assessing the voltage on the load buses. 

Locality RES 
capacity, 

MW 

Calculated 
voltage, kV 

Voltage 
deviation, % 

Khuzhir 1.4 9.45 -10 
Orlik 0.2 9.5 -9.56 
Sorok 0.2 9.67 -7.87 
PTS 0.1 10.53 0.26 
Mondy 0.3 9.9 -5.74 
Samarta 0 6.46 2.57 
Khankh 0.2 9.59 -8.68 

 
As a result of multi-criteria optimization, the 

assessment of the reliability of power supply increased to 
R=0.86, since the consumers of 6 substations have a 
reserve of RES with a load coverage share of more than 
20%. The total active power losses decreased to 
ΔPΣ=1.75%. However, in order to achieve permissible 
voltage deviations, it will be necessary to install SPP 
with a total capacity of 2.4 MW, the costs will be C=120 
million rubles. 

The performed review and obtained results allow to 
draw the following conclusions. 

1. For sustainable socio-economic development of 
the “Baikal-Khövsgöl” Cross-Border Recreation Area, it 
is necessary to ensure environmentally efficient and 
reliable power supply to existing and prospective 
consumers in accordance with the requirements for the 
quality of electricity. The expected commissioning of the 
Konevinsky gold deposit will lead to unacceptable 
voltage deviations on the load buses of the Mondy, 
Khankh, Sorok, Orlik, Khuzhir substations, as well as 
high active power losses in the power distribution grid. 

 
 
 
 

 
Fig. 6. Results of multi-criteria optimization of locations and capacity of SPP 
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2. The area under consideration has a high level of 
solar energy potential. Installation of SPP in settlements 
will improve the reliability of power supply, ensure an 
acceptable voltage on the load buses, and reduce the loss 
of active power. 

3. An algorithm and a program for multi-criteria 
optimization of RES locations and capacity are 
proposed. The program allows to get solutions that meet 
the preferences of the DM, expressed through the 
coefficients of importance. 

4. Using the program, the variants of locations and 
installed capacity of SPP were obtained, which provide 
permissible voltage deviations at consumers, low total 
active power losses, high reliability of power supply. 

 
This research was supported by a grant from the Foundation for 
Basic Research (project No. 18-510-94006). 
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Abstract. The article considers the impact of national climate policy on the development of the Russian 
economy and energy sector. Implementation of an aggressive scenario (which is aimed at containing at any 
cost the rise in global temperature within 1.5 °C compared to the pre-industrial era) is unacceptable to 
Russia from socioeconomic perspective given it leads to lowering the average annual GDP growth rate by 
1.8 percentage points by 2050. Effective long-term development strategy with low GHG emissions level 
should focus on structural and technological modernization of the economy; improve the absorption 
potential of the LULUCF sector; stimulate only those structural changes in the energy sector that involve 
production and technological chains within the country and do not provide for excessive price growth. 
Russia retains a significant potential for energy efficiency growth, and the necessary condition for activating 
this process is sustainable economic growth as it involves modernization of the production facilities and 
using available and competitive industrial capacities. The implementation of a reasonable scenario, based on 
these principles, would allow Russia to fulfil the nationally determined contributions within the Paris 
Agreement while ensuring economic growth at the rate not less than the global average one. 

1 Overview  

The climate agenda and the goal of transferring the 
world economy on a development trajectory 
characterized by low greenhouse gas (GHG) emissions is 
one of the priority areas in the modern world politics. 
The Paris Agreement adopted in December 2015 is a 
document declaring the aspiration of the international 
community to limit the anthropogenic impact on the 
planet's climate. The goal of the Paris Agreement is to 
preserve the increase in average global temperature by 
the end of the 21st century within 2 °С relative to pre-
industrial indicators, and also to make every possible 
effort to weak the climate warming even more and stay 
within 1.5 °С. 
Russia signed the Paris Agreement in 2016, stating as a 
nationally determined contribution (NDC) the goal of 
restraining net GHG emissions 25-30% below the 1990 
level, and ratified it in 2019. 
In 2017, net GHG emissions in Russia (taking into 
account the LULUCF sector – Land use, land use change 
and forestry) amounted to 1578 mln tCO2-eq., being at 
51% of the 1990 level. On the one hand, the country has 
a certain “margin of safety” in terms of a potential 
increase in emissions. On the other hand, there are 
several arguments that force us to take the topic of 
limiting emissions seriously. 
First, over the past decade, the average annual GDP 
growth rate in Russia did not exceed 1%. The current 
situation is perceived as unacceptable by both the 
political and the expert community. A sound 

consequence was the President’s May decree, the key 
goals of which are related to accelerating the national 
economic dynamics (to the level not lower than the 
world average one), the growth of the population’s real 
income, the fight against poverty. The problem is that 
the reaching of these goals with the existing production 
and technological structure of the Russian economy may 
cross the “Paris” limit on GHG emissions already in 
2030-2035. [1] 
Second, in the retrospective period, the most important 
driver for reducing net GHG emissions in the country 
was the carbon absorption by Russian forests. During 
1990-2010 the absorption of GHG emissions by forests 
has grown 3 times from 225 to 749 mln tСО2-eq. 
However, a turning point occurred then, and by 2017 this 
indicator decreased by 13% to 655 mln tСО2-eq. There 
are risks of a further serious decrease in the absorbing 
capacity of Russian forests. Given the current scale of 
logging and the level of fire protection, as well as taking 
into account the increase in forest age, the level of 
annual carbon accumulation in Russian forests will halve 
by the mid-2030s [2]. 
Third, the Paris Agreement involves the principle of 
increasing ambition, which means a gradual lowering the 
GHG limiting cap. Therefore, after 2030, Russia's goal 
to curb net GHG emissions may well be 65-70% or even 
60-65% of the 1990 level, which will seriously aggravate 
the GHG emission regulation agenda. 
The largest source of GHG emissions is the combustion 
of carbon-containing fossil fuels to meet energy demand, 
with the accompanying production of CO2. Energy 
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related CO2 emissions accounted for two thirds of all 
GHG emissions in Russia (excluding LULUCF). Table 1 
shows the drivers of forming the energy related CO2 
emissions. 

Table 1. Drivers of energy related CO2 emissions in Russia 
and worldwide (1990 = 100). 

 1990 2000 2017 

Russia 

Energy related CO2 emissions 100 68 71 

Population 100 99 97 

GDP per capita 100 68 122 

Energy intensity of GDP 100 105 70 

Carbon intensity of energy 100 97 85 

World 

Energy related CO2 emissions 100 113 160 

Population 100 116 142 

GDP per capita 100 116 173 

Energy intensity of GDP 100 85 65 

Carbon intensity of energy 100 99 100 
Source: IEA 

In 1990-2017, energy related CO2 emissions in Russia 
decreased by 29%. The main increasing driver for them 
was the economic dynamics – GDP per capita grew by 
22% with a slight decline in the population (by 3%). And 
the key restraining factor was the 30% decline in the 
energy intensity of GDP. The carbon intensity of 
consumed energy (which depends on the structure of the 
various energy resources use) also contributed (but less 
than the energy efficiency parameters), decreasing by 
15%. 
In fact, the main restraining factor globally is also the 
energy efficiency improvement. In 1990-2017, energy 
related CO2 emissions in the world increased by 60%. 
The main drivers of the increase in emissions were the 
growth of the population (by 42%) and GDP per capita 
(by 73%). The main limiting factor for CO2 emissions 
was the reduction in the energy intensity of the world 
GDP by 35%. At the same time, the carbon intensity of 
consumed energy on the global scale has changed little 
over the past almost 30 years (and it has not decreased 
but increased by 0.4%). This is the reason why the low-
carbon strategies developed and adopted in different 
countries, while continuing to rely heavily on the energy 
efficiency, are trying at the same time to activate the 
“structural” factor, promoting ideas for a complete 
transition to the energy system based on renewables, 
electrification (including transport) and hydrogen 
technologies. 
Russia has significant potential to reduce the carbon 
intensity of its economy. The list of principal directions 
includes maximizing the absorption capacity of natural 
ecosystems, increasing energy efficiency in all areas of 
the economy, and structural transformation of industries 
towards reducing the GHG emissions. Moreover, many 
particular measures can be distinguished in each 
direction (use of the best available technologies; 

increasing the degree of processing the raw materials; 
forest planting; elimination of GHG leaks on the energy 
infrastructure; spread of renewables and smart grids in 
the electric power industry, electric furnace – in 
metallurgy, electric vehicles – in transportation; electric 
stoves – in the residential sector, modern systems of 
municipal waste management – in communal services, 
soil-saving technologies – in agriculture, etc.). The only 
question is which of the existing measures are effective 
in the Russian conditions and which are not. 

2 Methods  

In order to analyze the economic efficiency of different 
measures of decarbonizing the Russian economy, we 
used a system of macrostructural models developed at 
the IEF RAS. It includes the interindustry model of the 
Russian economy [3-4], supplemented by the calculated 
energy balance and the unit of net GHG emissions 
(Fig. 1). 
Measures to reduce the GHG emissions are the 
exogenous factor that allows the transition between 
different scenarios. They affect most macroeconomic 
indicators through the dynamics of capital expenditures 
and restrictions/incentives on the output of particular 
products. Thus, the dynamics of production by type of 
economic activity is formed, which, among other things, 
is influenced by technological changes associated with 
shifts in the cost structure. Structural shifts in the 
economy, along with the parameters of the development 
of the external market and the structural characteristics 
of electricity generation, determine the indicators of the 
energy balance, which, as a factors for the output of the 
energy sector, return to the interindustry model 
providing the looped calculation structure. 
The unit of GHG emissions is based on the results of the 
interindustry maroeconomic model (for non-energy 
emissions) and the energy balance (for energy related 
emissions). Another element of the emissions unit 
includes GHG removals in the LULUCF sector, which is 
mostly exogenous and based on the existing forecast for 
the carbon balance of Russian forests, but also involves 
the measures to increase their absorption potential. 
Such approach allows to reconcile the dynamic and 
structural (sectoral) characteristics of the economy in the 
chosen scenario, as well as to take into account the 
specific issues of energy sector development in order to 
obtain the basis for calculating net GHG emissions. 

3 Scenarios 

The Baseline Scenario assumes the achievement of the 
goal to reach the Russian GDP growth rate not lower 
than the world average one as well as the targets of 
national development strategies in different areas. This 
scenario is based on the realization of the resource 
potential of Russia for the formation of incomes, which 
are used to achieve the adopted targets and provide the 
limited technological modernization of the economy (by 
financing technological imports). 
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Fig. 1. Model system of IEF RAS for estimating the economy-energy-emissions triangle. 
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The key risk of the Baseline Scenario is that, without 
eliminating Russia's technological lag, net GHG 
emissions may reach the critical values (not allowing to 
fulfill Russia’s NDC under the Paris Agreement) already 
by 2030-2035. In this regard, there is a task to build the 
scenarios of Russia’s development which are in line with 
its existing climatic ambitions. This alternative includes 
two principle options. 
The Reasonable Scenario is based on compliance with 
the Paris Agreement (taking into account the increase in 
the ambitiousness of the stated goals after 2030 to 60-
65% of the 1990 level by 2050) mainly due to the 
internal potential of the Russian economy. In this 
scenario, the ultimate goal is to improve the quality and 
standard of living of people on the basis of structural and 
technological modernization of the Russian economy 
(which strongly relies on the income from the exports of 
energy resources and raw materials until 2030). A 
comprehensive increase in efficiency not only positively 
affects the carbon intensity of the Russian economy, but 
also allows financing of specialized measures to limit 
GHG emissions. 
The Aggressive Scenario targets the reduction of net 
GHG emissions as the main tool for achieving the 
ultimate goal – preventing the global temperature from 
rising by more than 1.5 °C by the end of the century 
compared to the pre-industrial era – regardless of the 
possible consequences for sustainable development of 
the Russian economy. 
Table 2 shows the characteristics of the developed 
scenarios. 

4 Results 

Fig. 2 shows the dynamics of net GHG emissions in 
Russia corresponding to each developed scenario; Fig. 3 
shows the dynamics and structure of primary energy 
consumption; Table 3 presents a factor analysis of 
changes in the net GHG emissions and the average 
annual growth rate of the Russian GDP in the period up 
to 2050. 

 

Fig. 2. Net GHG emissions in Russia for developed 
scenarios, mln tCO2-eq. 

The key features of the Reasonable Scenario (compared 
with the Baseline scenario) are as follows: a) lower total 
primary energy consumption due to higher energy 
efficiency given comparable rates of economic dynamics 
(more on this below); b) the decrease in the share of 
hydrocarbons in the primary energy consumption 
balance down to 74% by 2050 (for comparison, in the 
Baseline Scenario, their share is 84% in 2050, and their 
actual share in 2017 is 87%); c) the expansion of carbon-
free forms of energy occurs mainly due to nuclear 
energy; d) the consumption of liquid and gaseous fuels is 
growing, but this is largely due to their non-energy use, 
because diversification of the economy will be 
associated with a dynamic expansion of chemical 
production (in 2017 a fifth of all petroleum products 
were sent for non-energy needs, and by 2050 already 
half of them can be used for such needs. The same 
values for natural gas are 10% and 25% respectively).  
Features of the Aggressive Scenario: a) significantly 
lower primary energy consumption due to the decline in 
the economic growth (more on this below); b) the share 
of carbon-containing energy resources will decrease to 
40% by 2050, and the expansion of the carbon-free 
energy resources share is based on renewables, which 
are massively replacing natural gas and coal in the power 
sector; c) though electric vehicles will occupy two-thirds 
of the vehicle fleet, the consumption of liquid fuels until 
the middle of the century will remain at a comparable 
level with the current indicators (which happens mostly 
due to non-road use). 

 

Fig. 3. Primary energy consumption in Russia for 
developed scenarios, mln tce (BS – Baseline Scenario, 
RS – Reasonable Scenario, AS – Aggressive Scenario). 
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Table 2. Parameters of GHG emissions scenarios in Russia (target values are presented for 2050). 

 Baseline Scenario Reasonable Scenario Aggressive Scenario 

General principles Economic growth ensuring the improvment of the 
resource use efficiency 

Economic growth ensuring the improvment of the resource 
use efficiency and diversification of the economy 

Decrease in hydrocarbons exports by 90%; implementation of 
carbon tax ($10 per tCO2-eq. in 2030 with a gradual increase 

to $50 in 2050) 

Production of 
electricity and heat 

Reduction of hydrocarbons share in the fuel 
structure from the current 72% down to 55%; 

uniform growth in the shares of nuclear, hydro and 
renewable energy 

Reduction of hydrocarbons share in the fuel structure 
down to 40%; accelerated growth of nuclear energy share 

(including with storage) 

Reduction of hydrocarbons share in the fuel structure down to 
15% and transition to renewables + storage system (50% 

share); capturing 25% of CO2 emissions 

Road transport + 
Refining 

Increase in the share of electric vehicles in the 
personal car fleet up to 10%; improvement of the 
fuel efficiency (for personal cars) to 6.5 liters per 

100 km 

Increase in the share of electric vehicles in the personal car 
fleet up to 25%; improvement of the fuel efficiency (for 

personal cars) to 6 liters per 100 km 

Increase in the share of electric vehicles up to 65% in the 
personal car fleet and up to 50% in the truck fleet; 

improvement of the fuel efficiency (for personal cars) to 5.5 
liters per 100 km; capturing 25% of CO2 emissions at 

refineries 

Pipeline transport No special measures Reduction of CH4 leaks by 30% 
Indirect effect of hydrocarbons exports decrease; reduction of 

CH4 leaks by 30%; capturing 25% of CO2 emissions from 
pumping stations 

Production of 
hydrocarbons 

Stable rate of useful utilization of associated 
petroleum gas at the level of 85% 

Increase in the rate of useful utilization of associated 
petroleum gas up to 99%; reduction of CH4 leaks by 50% 

Indirect effect of hydrocarbons exports decrease; increase in 
the rate of useful utilization of associated petroleum gas up to 
99%; reduction of CH4 leaks by 50%; capturing 25% of CO2 

emissions 

Residential Increase in energy efficiency of buildings by 25% Increase in energy efficiency of buildings by 40%; 
transferring 50% of gas stoves to electricity 

Increase in energy efficiency of buildings by 50%; 
transferring 90% of gas stoves to electricity; transferring 50% 

of heating to electricity 

Agriculture Increase in the average productivity of cows up to 
5500 kg per year 

Increase in the average productivity of cows up to 7000 kg 
per year, which makes it possible to reduce their livestock 

by 15% 

Decrease in the number of cattle by 50%; changing the diet of 
the population; switching 50% of farming to organic methods 

Metallurgy Increase in efficiency of coke use by 30% Increase in efficiency of coke use by 35%; transferring 
30% of converters to electric furnace 

Increase in efficiency of coke use by 35%; transferring 75% 
of converters to electric furnace; capturing 25% of CO2 

emissions 

LULUCF Decrease in LULUCF absorption by 85% No growth in logging, voluntary reforestation projects at 
the level of 1% of business profit 

No growth in logging, voluntary reforestation projects at the 
level of 1% of business profit 

Waste Inertial growth of waste associated with GDP per 
capita increase Recycling 50% of waste associated with GHG emissions Recycling 90% of waste associated with GHG emissions 

Air transport Increase in fuel efficiency by 25% Increase in fuel efficiency by 25% Increase in fuel efficiency by 25%; transferring 30% of air 
transportation to high-speed railway communication 
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Table 3. Factor analysis of the impact of measures to reduce GHG emissions on the economic dynamics in Russia under the developed scenarios. 

Factor GHG emissions, mln tCO2-eq. 
GDP growth rate (%) / Impact on 

average annual GDP growth rate up to 
2050 (percentage points) 

 Baseline Scenario analysis 
Fact – 2017 1578 1.6% 

Baseline increase in output +2534 

+1.5 p.p. 

Vehicle fleet growth by 65% +127 
Baseline increase in energy efficiency of the economy (in all areas) -1151 

Change in the sectoral structure of output -713 
Baseline change in the fuel structure of energy consumption -190 

Baseline reduction in the LULUCF absorption +512 
Baseline waste growth +105 

Baseline Scenario – 2050 2803 3.1% 

 Deviations of the Aggressive Scenario from the Baseline Scenario in 2050 
Reduction of hydrocarbon exports by 90% (with an accompanying devaluation of the ruble) -627 -1.4 p.p. Decline in energy efficiency of the economy (due to a slowdown in the economic growth and investment) +238 

Imposition of the carbon tax ($10 per tCO2-eq. in 2030 with a gradual increase to $50 by 2050) -89 -0.07 p.p. 
Spread of renewables – 50% share in the structure of power sector generation -473 +0.27 p.p.* 

Spread of electric vehicles (taking into account the imports required) -150 -0.25 p.p. 
Transferring 90% of gas stoves to electricity in residential sector -234 - 
Transferring 75% of converters to electric furnace in metallurgy -18 -0.02 p.p. 

Refusing of agriculture from cattle and nitrogen fertilizers by 50% -111 -0.04 p.p. 
Capturing 25% of GHG emissions in the real sector -152 -0.19 p.p. 

Waste recycling -178 -0.02 p.p. 
Increase in the LULUCF absorption (no growth in logging, reforestation projects) -385 -0.03 p.p. 

Other measures -84 -0.06 p.p. 
Aggressive Scenario – 2050 540 1.3% 

 Deviations of the Reasonable Scenario from the Baseline Scenario in 2050 
Improving the structural and technological efficiency of the economy and exports -155 +0.12 p.p.** 
Additional change in the structure of power sector (mainly due to nuclear energy) -121 +0.02 p.p. 

Spread of electric vehicles (taking into account the imports required) -34 -0.1 p.p. 
Transferring 50% of gas stoves to electricity in residential sector -71 - 
Useful utilization of associated petroleum gas at the level of 99% -73 -0.01 p.p. 

Reduction of infrastructural GHG leaks -49 -0.01 p.p. 
Waste recycling -94 -0.02 p.p. 

Increase in the LULUCF absorption (no growth in logging, reforestation projects) -385 -0.03 p.p. 
Other measures -17 -0.03 p.p. 

Reasonable Scenario – 2050 1804 3.0% 
* Large-scale spread of renewables will require a significant increase in electricity prices and investments. As a result, additional income will appear in the power sector and related industries that 
ensure the implementation of renewable energy projects. However, there will be negative effects from rising electricity prices and the need to increase imports. The cumulative effect turns out to be 
positive, but benefits will be generated in the infrastructure sector at the expense of non-energy sectors, which will only sharpen the structural problems in the Russian economy. 
** Structural and technological modernization of the economy will require a significant increase in technological imports, which to some extent restrains the positive effect on economic growth. 
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Our estimations show that implementation of the 
Aggressive Scenario turns out to be incompatible with 
sustainable economic growth in Russia. The collapse of 
hydrocarbon sector, the devaluation of the national 
currency, high mitigation costs that are unproductive 
from the economic point of view at times, and the import 
of technologies to reduce emissions are factors that 
cannot be leveled out. The price of the Aggressive 
Scenario for the Russian economy is lowering the 
average annual GDP growth rate by 1.8 percentage 
points by 2050. In addition, tough measures to reduce 
GHG emissions involve energy costs increase to 
unprecedented levels – from the current 13% of the GDP 
to 30% of the GDP by 2040. Such a burden would hardly 
be compatible with economic growth. In any case, with 
such dynamics, economic growth will not translate into 
an improvement in the standard of living of the 
population. An important factor in the degradation of 
economic dynamics in this scenario is the inability to use 
the potential of the oil and gas sector in order to finance 
the modernization of the economy and the inability to 
fully replace its contribution to the formation of GDP 
with other sectors. 
Following the Reasonable Scenario involves structural 
and technological modernization of the economy, which 
leads to an increase in its efficiency. It is the main 
resource that provides income to finance costs aimed at 
reducing net GHG emissions (a significant part of which 
is unproductive and associated with imports). As a result, 
the loss of the GDP growth rate turns out to be minimal 
(-0.1 percentage points in the period up to 2050). 
Thus, with the correct alignment of priorities and the 
formation of a balanced climate policy, it is possible to 
achieve compliance with the Paris Agreement with a 
simultaneous growth of the Russian economy at rate not 
lower than the world average one. 

5 Conclusions 

Russia needs the long-term development strategy with 
low GHG emissions level focused on improving the 
quality of living, modernizing and increasing the 
competitiveness of the national economy. Such a 
strategy should rest on the following principles: 1) 
Russia has been the world leader in the GHG emissions 
reduction since 1990, so no solid reason exists for its 
soonest switching to excessively strict climate policy 
which result in additional restrictions to its socio-
economic development; 2) The core obstacle to 
sustainable development of Russia is not a high level of 
the GHG emissions, but economic stagnation. Therefore, 
in terms of macroeconomic priorities, only such a 
scenario of restricting emissions is acceptable, which 
allows the Russian economy to develop with an average 
annual growth rate of at least 3%; 3) Action priorities in 
the area of the GHG sinking should involve 
improvement of the LULUCF sector potential by 
promoting sound natural resources management policy 
and voluntary projects to increase carbon absorption 
capacity of the ecosystems; 4) Action priorities to reduce 
GHG emissions assume the stimulating only those 

structural changes in the energy sector that involves 
production and technological chains within the country 
and do not lead to an excessive price growth. Such 
change includes increasing use of natural gas (as the 
«cleanest» fossil fuel) and nuclear energy (given 
Russia’s leading position in the nuclear technology area), 
as well as cogeneration of electricity and heat. 
Pronounced increase in using renewables, energy storage 
systems and electric vehicles should be acceptable only 
if production of these is successfully localized and costs 
are reduced; 5) At the same time, Russia retains a 
significant potential for energy efficiency growth. A 
necessary condition for activating this process is 
sustainable economic growth as it involves 
modernization of the production facilities and using 
available and competitive industrial capacities. Specific 
measures targeted at energy savings will be inefficient 
given economic stagnation. 
 
This research was funded by Russian Foundation for Basic 
Research (RFBR) project 18-00-00600 (18-00-00599) 
“Analysis and Strategies for Managing Climate Risks of Long-
Term Socio-Economic Development of Russia”. 
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Abstract. The Shanghai Cooperation Organization is undoubtedly an important economic and geopolitical 
player in the Central, East and South Asia regions, bringing together countries of different size and 
potential. This is primarily about the economy and energy sectors, but the military-strategic partnership 
within the framework of the association shouldn’t be ignored too. Japan does not have a coherent policy 
towards the SCO as a single structure, at least it is not reflected in official documents, but individual 
member States are of significant interest. These are mainly Russia and China, and Russia is considered as 
one of the chief energy resources suppliers, which contributes to the implementation of the Japanese 
concept of energy security, aimed at maximum diversification of supply geography. China is regarded as 
one of the largest buyers of Japanese high-tech industrial products and an exporter of coal. The countries of 
the Central Asian region, which are rich in energy resources and do not have sufficient financial and 
technological capabilities to explore them, are also attracting more and more attention from Japan, but there 
is great competition with Chinese companies. India and Pakistan, that joined the SCO in 2017, are important 
for Japan as a counterweight to China's expansion in South Asia and also markets for Japanese nuclear 
power plant construction technologies and various types of renewable energy generators. All in all, Japanese 
energy policy towards the SCO member States is balanced and flexible, but the presence of certain 
geopolitical contradictions with the founders of the organization still hinders the building of a meaningful 
multilateral dialogue, although options for involving Japan in the Shanghai Cooperation Organization 
periodic work, for instance, in the observer status, have been repeatedly voiced.

1 Japan’s energy policy towards China 

China like Japan belongs to the states with a deficit 
of its own primary energy resources, that are necessary 
to provide the growing economic and energy needs. 
Therefore, the main directions of energy cooperation 
between the countries are aimed at both supplying 
equipment and materials (for instance, generators for 
power plants based on renewable energy sources) and 
exchanging technologies in various energy sectors, 
including mining operation, electric power and 
mechanical engineering, etc. 

Since the mid-2000s Japan-China relations have been 
temporarily alienated due to the strengthening of China's 
geopolitical positions and increased competition for sales 
markets from Chinese companies that have largely kept 
on the Japanese track. That is, at first, they actively 
borrowed technologies from abroad as well as placed 
stacks on their own manufacture and export of products 
at attractive prices. 

Nevertheless, in the 1980s and 1990s Japan's role in 
modernizing the Chinese economy and energy sector as 
an integral part of it was enormous enough. During this 

time, more than 200,000 Chinese students have been 
trained at Japanese Universities. Japanese companies 
have also created more than 10 million jobs in China and 
invested approximately 130 billion USD in industry, 
agriculture and non-manufacturing business.  

However, Japan quickly lost the status of China's key 
economic partner, yielding the palm to the US and the 
EU. In the near future, South Korea, whose trade 
turnover with China is only increasing, will probably 
drop Japan to the third place. As a long-term trend for 
the past decade and a half Japan has been trying to 
maintain the certain segments of the Chinese market for 
export of its own energy technologies. That is why the 
most promising is renewable and hydrogen energy [1].  

According to the Japanese state forecasts, by 2030 
the share of Japan's coal generation should be reduced to 
26 % from the current approximately 40 % that implies a 
decrease in coal exports. Nowadays China takes sixth 
place on the list of Japan's coal suppliers. In 2019 Japan 
purchased about 10 million tons of Chinese coal for 306 
million USD. The main import is from Australia (worth 
about 14 billion USD in 2019). By all accounts there are 
plans to further increase the share of Australia in 

385

mailto:korinf2@yandex.ru


 

Japanese coal imports. If China-Japan cooperation faces 
a turn of instability and reciprocal reproaches, this is to 
be expected the coal supplies’ reduction, especially as its 
significance for Japan’s market is not so vital [2].  

Since the early 2000s, China has been actively 
importing technologies for the renewable energy 
development, and Japan has consistently participated in 
this process. The matter concerns the sale of patents on 
production of individual units as well as wind power and 
solar power plants' ones, technological samples for the 
construction of low-power nuclear plants and the 
production of biofuel electric power, the operation of 
hydrogen fuel cell transport. 

Until 2017 Japan has invested more than 200 million 
USD in China's renewable energy, with most of this 
amount was made up of loans for the purchase of 
appropriate materials from Japanese companies. 
Furthermore, among the major investors were Germany, 
Denmark, the USA, and Canada. According to some 
Chinese think tanks that deal with renewable energy 
issues, thanks to these technologies China was able to 
increase its capacity input growth by 30 % from 2007 up 
to 2016 and became the world's top power producer both 
in terms of the number and generation of electricity 
based on renewable energy sources [3]. 

Stress the point that among the significant areas of 
bilateral energy cooperation is China-Japan 
Comprehensive Forum on Energy Saving and 
Environmental Protection, first held in 2006 at the 
ministerial level. The recent Forum was held in Tokyo in 
December 2019. This platform is of great importance for 
the development of the energy dialogue between the two 
largest economies in Asia as well as the meeting point 
for politicians, economists, business and research 
representatives. 

Despite its high status, the Forum is in fact still a 
discussion platform because the conclusion of any 
significant energy contracts that need fund-raising and 
production solutions is rare. For example, about 20 
different treaties and agreements are annually signed in 
the field of energy saving, hydrogen energy, renewable 
energy sources' innovations, and so on, but most of these 
documents are optional [4]. 

Japan's energy policy towards China is in focus of 
the overall economic and geopolitical system of the 
bilateral relations. China is actively promoting the "One 
Belt One Road" initiative, that includes a wide range of 
economic and energy development proposals for Central, 
East, South and South-East Asian countries. In fact, 
today's China's role is more typical for the USA 
insomuch as China is trying to embrace the entire 
economic space surrounding it and strengthen its 
position as a global power that can provide its foreign 
partners with profitable projects. 

On the other hand, Japan focuses on the project's 
development of the Trans-Pacific Partnership (TPP) even 
without the US participation. In 2018 11 countries 
signed a new trade agreement called Comprehensive and 
Progressive Agreement for Trans-Pacific Partnership 
that foresees the reduction or complete elimination of 
duties on industrial and agricultural goods. Tokyo 
officially is seeking to attract India, the largest Asian 

democracy, to participate in this Association, but so far 
these efforts have not succeeded, because New Delhi is 
not aimed at unambiguously joining any bloc, but it 
wants to maximize the benefits of cooperation with all 
states [5]. 

Actually, at the level of rhetoric, China and Japan 
offer each other to participate in their large-scale 
initiatives, but in fact the geopolitical gap between them 
is only growing, that is clearly based on ideological, not 
economic factors. An illustrative example is that during 
2013-2018 Japanese companies' investment in China's 
economy fell by 60 % compared to previous five years. 
Among the 10 most developed countries in the world, 
this is the highest index, for example, for the US, the 
same indicator is 15 %, for Germany is 18 %. South 
Korea, which has currently complicated relations with 
Japan, only increases the presence of its capital in China 
by several percent a year. 

Evidently, that the Chinese and Japanese perspectives 
on both regional and global systems of multilateral 
international trade and economic cooperation are 
fundamentally different. Tokyo stands for the so-called 
"new Atlanticism", which has covered the Pacific Ocean, 
and aims to build long-term partnerships with countries 
that are wary of Chinese expansion (Australia, Canada, 
India, and some Latin American states). Beijing is vice 
versa consistently pursuing a course of "New 
Eurasianism" or "Middle Way" with an emphasis on 
drawing neighbors into its economic and civilizational 
orbit, for geographical or strategic reasons, these states 
are far from the Atlantic camp. Naturally, Russian is one 
of the first countries in this emerging system [6].  

2 Japan’s energy policy towards Central 
Asian States 

After the collapse of the Soviet Union in the 1990s, 
Japan provided a substantial financial and humanitarian 
assistance to Central Asian states. At that time, there 
wasn’t any underplot; it was regarded as part of a 
program of assistance to newly formed transitional 
economies of the post-Soviet area. The situation changed 
by the mid-2000s, when China started actively 
promoting its interests in the region. China was looking 
for opportunities to create a safe and reliable corridor for 
the primary energy resources’ supply in the future. 

Japan also started building relationships with 
Kazakhstan, Kyrgyzstan, Tajikistan, Uzbekistan and 
Turkmenistan (the first four countries are now members 
of the SCO), trying to ensure a favorable attitude of the 
elites of these former Soviet republics at the 
intergovernmental level. Japan’s key topic was power 
energy, namely, its participation in new oil and gas-field 
development. However, despite the efforts of officials, 
Japanese business responds cautiously to invest in the 
extractive sectors of these countries. Moreover, 
excessive Japan’s activity in the post-Soviet area could 
cause disapproval from China, because at that time 
Japan-China economic relations were stable.  

The 2010s were considered as the period of a new 
turn of official Tokyo's interest in the Central Asian 
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republics, which was caused by a growing competition 
between Japanese, Chinese and Korean companies for 
the mining fields’ access. The political dialogue "Central 
Asia plus Japan", launched in 2004, went into overdrive, 
according to which quite enormous investments were 
expected in various sectors of economy and energy of 
the Central Asian states. 

Thus, Japan supposed to invest 8 billion USD for a 
few years in the post-Soviet area. Uzbekistan's economy 
has been modernized in such areas as geological 
exploration and mining operations (mainly natural gas), 
chemical and automobile industries. In Kazakhstan it 
was announced a nuclear power plant construction using 
Japanese technologies. Kyrgyzstan could receive a 
financial assistance for the modernization of the Manas 
airport in Bishkek as well as Tajikistan could count on 
several long-term loans in the amount of 7 million USD 
[7]. 

In some degree Japan tried to offer an alternative to 
China’s "One Belt One Road" Initiative but the scale and 
nature of Japanese politics in Central Asia couldn’t get 
rid of the perception of such a foreign policy as of minor 
importance. This is largely due to the Central Asian 
states’ poverty, a small capacity of their domestic 
markets for Japan’s industrial and digital products, and 
historically strong economic ties with Russia. 

Nevertheless, Japan still takes a line on strengthening 
interaction with Kazakhstan and Uzbekistan, the largest 
economies in Central Asia. This especially concerns 
Kazakhstan, whose mutual trade turnover reached 1.5 
billion USD in 2019. The matter concerns not only 
Kazakhstan’s wealthy natural resources, but also Japan’s 
"soft power" policy in the state. Japan allocates 
significant funds for the training of Kazakh experts, 
various humanitarian and cultural programs. Therefore, 
the perception of Japan among the Kazakh people is 
generally positive, which can’t be said, for example, 
about China. Mention may be made of repeated mass 
demonstrations in 2018 and 2019 against China’s 
purchase of land for plants’ construction and making 
appropriate amendments to the Code of land laws in 
Kazakhstan. 

Moreover, an important part of Japanese policy in 
Central Asia is the so – called "resource diplomacy" or 
the structure of trade, when Japan sells higher-value-
added products (for instance, cars), and buys with these 
countries primary energy resources, ferrous, non-ferrous 
and rare-earth metals, and other mineral raw materials. 

The "resource diplomacy" basis is to stimulate the 
export–oriented Japanese economy due to the 
development of new markets, but the Central Asian 
region does not fully comply with this concept because 
of weak trade and economic institutions and limited 
legislative efforts by governments to protect foreign 
investment. But it is of great importance that this region 
is really a strategically influencial bridgehead for Russia 
and China, so Japanese capital is not particularly 
welcome over there [8].   

When it comes to Russian-Chinese dominance in 
Central Asia, it should not count out the national 
interests of Kazakhstan, Kyrgyzstan, Tajikistan and 
Uzbekistan. Despite their membership in the SCO, these 

states are trying to pursue an independent foreign policy, 
and here Japan can find its niche as a supplier of 
technologies for building new and upgrading old energy 
infrastructure. The Japanese experience in creating an 
efficient and sustainable electric power industry that is 
resistant to long-term natural and climatic impacts is one 
of the most advanced in the world, which is important 
for countries with outdated generating supplies and 
electric power transmission lines. 

If there are prospects for mutually beneficial 
cooperation and appropriate institutional mechanisms, 
participation of Central Asian countries in projects under 
the SCO auspices won't be an obstacle for Japanese 
companies in the future. It is highly likely that Japan is 
about to continue its policy of strengthening its presence 
in Central Asia. 

3 Japan’s energy policy towards India 

India-Japan energy cooperation as a reflection of the 
general state of the bilateral relations was formal and 
declarative until the mid-2000s, having the nature of 
memoranda of intent and framework agreements. 
However, in the 2010s India became one of the leading 
countries in terms of economic growth, which did not 
fall below 5 % a year. By 2030 India is likely to become 
the world's third economy and be beforehand with China 
on annual GDP growth, that will help to create more 
than 100 million jobs in India, especially in such 
promising industries as digital technology, information 
systems and robotics [9].  

China is trying to expand methods and ways in 
promoting its national interests and presence in South 
Asia. The inclusion of South Asia in the strategically 
important regions for Beijing could not help but evoke 
response in Tokyo. By the way, it is a well-known fact 
that India as one of the key players in South Asia is in 
favor of non-alignment with military blocs. This means 
that Japan stands a good chance to establish successful 
rapport with its Indian partners and do the groundwork 
for investment cooperation in many sectors of the 
economy and power industry. 

Two documents became the bedrock for the bilateral 
cooperation such as "Joint Statement towards India-
Japan Strategic and Global Partnership" (signed in 2006) 
and "Japan and India Vision 2025 Special Strategic and 
Global Partnership" (signed in 2015). These agreements, 
that were signed almost 10 years apart, still formed the 
institutional basis for partnership not only at the foreign 
policy level, but also at the level of specific business 
projects in various spheres [10]. 

Japanese companies are investors and projectors of 
the Delhi-Mumbai industrial corridor, aimed at the 
comprehensive development of transport links, industrial 
and agricultural clusters, housing construction and 
various non-manufacturing business. The total project 
cost is about 100 billion USD, and about 26 billion USD 
falls to the Japanese investment. This corridor is a good 
opportunity for exporting Japanese technologies. More 
than one and a half thousand joint Indian-Japanese 
enterprises have already been launched. 
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As for the power industry, within the framework of 
the Delhi – Mumbai corridor it is expected to build 
power plants and power grid infrastructure, with a 
possible focus on renewable energy, because India as a 
resource-deficient country has to import primary energy 
resources. Wind and solar power plants’ construction 
technologies from Japan are the most advanced in the 
world as well as they can be successfully applied in 
Indian realities thanks to climate, especially sunshine 
duration and strong seasonal winds in coastal zones [11].  

Another integral part of Japan's energy policy in 
India can confidently be called the atomic power 
energetics. In 2016 it was signed "The India-Japan 
Agreement for Cooperation in the Peaceful Uses of 
Nuclear Energy", aimed at applying Japanese 
technologies in the field of peaceful atom for the 
construction of nuclear power plants in India. So, India 
is the first country on the list among those states that 
have not signed Treaty on the non-proliferation of 
nuclear weapons (but actually India possesses it). 
However, the Japanese government signed such an 
agreement with India insomuch as Tokyo is concerned in 
these potential projects [12]. 

The key current mechanism for India-Japan 
integrated energy cooperation is undoubtedly the 
bilateral Energy dialogue, which has been held annually 
at the ministerial level since 2009. In 2019 New Delhi 
hosted regular meetings within this format under the 
aegis of "3E+S", where it was debated such topics as 
energy security, energy conservation, economic 
efficiency and environmental issues. The Dialogue has a 
working group on electric power engineering, aimed at 
setting up and promoting a roadmap for the Japanese 
companies’ activities in the construction and operation 
of new power plants and electric power transmission 
lines in India, as well as the modernization of existing 
capacities. 

In the field of energy conservation, it was set up a 
joint energy conservation plan for India’s energy-
intensive industrial plants. It is assumed that pilot 
enterprises for experimental implementation of practical 
plan's provisions will be selected. Thus, in a few years it 
will be able to decide how effective the proposed 
methods were. However, if it takes into account Japan’s 
wealth of experience in the field, the outcomes are 
expected to be positive. As for oil and gas sectors, the 
matter concerns the joint development of deposits in 
such countries as Russia, The United Arab Emirates, 
Canada, Mozambique and Sri Lank in cooperation with 
local companies. 

In addition, one of the Plan’s items refers to the 
development of hydrogen energetics in India based on 
the Japanese experience (transport and electrical 
generation). A worth-while project is the construction of 
pumped-storage station in West Bengal (the 
commissioning term is 2027), as well as other renewable 
energy plans aimed at gradually reducing CO2 air 
emissions [13]. 

Thus, India does not play a vital role in Japan's 
foreign energy strategy, but the situation is gradually 
changing in a positive direction and closer relations 
between two states. India is concerned in attracting 

Japan’s energy technologies and investment. Japan is 
seeking to conduct an alternative trade and economic 
policy to China in South Asia, relying on states with a 
great development potential and high capacity of 
domestic markets. 

4 Japan’s energy policy towards Russia 

The evolution of Japan-Russia energy cooperation is 
a complex and multifaceted topic. The collapse of the 
Soviet Union and the sequel market reforms of Russia’s 
economy along with the liberalization of foreign policy, 
contributed to a certain rapprochement with Japan. In the 
mid and late 1990s, it was discussed and scientifically 
established various options for linking the electric 
energy systems of the two countries. The Sakhalin – 
Hokkaido power bridge project was the most significant 
one. 

Leading Russian and Japanese think tanks such as 
Melentiev Energy Systems Institute of Siberian Branch 
of the Russian Academy of Sciences, the Institute of 
Energy Economics, Japan (IEEJ) as well as major 
electric power holding companies RAO "UES of Russia" 
and Sumimoto have been working on this project. The 
potential exports’ volume of Russian electric power was 
well-grounded, options for building an underwater cable 
were proposed as well as the project cost was calculated 
from 3 to 6 billion USD, depending on the conditions 
and technical characteristics. However, this initiative has 
not been carried out rather for political reasons, and it 
was replaced by new plans which are also periodically 
reviewed [14]. 

In terms of location the Russian Far East with its 
wealthy natural resources is close to Japan, aimed at 
diversifying energy supply. All these factors led to the 
serious debates since the mid-2000s on projects to export 
Russian oil and gas to Japan through terminals on 
Sakhalin. So, it was established the Sakhalin-1 and 
Sakhalin-2 Projects that were subsequently implemented. 
The basis of Sakhalin-1 Project was a consortium of 
such companies as American Exxon (30 %), Japanese 
Sodeco (30 %), Indian ONGC (20 %) and Rosneft (20 
%). In 2018 on shelf deposits in the northeastern 
Sakhalin about 9.2 million tons of oil was produced, the 
main share of it (7 million tons) was sent by tankers to 
Japan.   

Among the Sakhalin-2 shareholders are Gazprom 
(50 %), Shell (27.5 %), Mitsui and Mitsubishi (12.5 % 
and 10 % respectively). The Project produces annually 
approximately 10 million tons of liquefied natural gas, 
the lion's share of which is sent to Japan (providing 9 % 
of the natural gas demand) and South of Korea (4 % 
respectively) [15]. The researchers pay much attention to 
the history and future prospects of these Projects, so 
there is no sense to study it in detail, especially for the 
reason that the international cooperation on them is 
developing successfully. Evidently, if the parties are 
sufficiently interested in cooperation (with 
corresponding benefits at hand), political contradictions 
are safely "forgotten" and pale into insignificance 
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exactly to the moment until they are needed again to 
cope with any immediate problems. 

The Japanese-Russian trade turnover shows 
expository figures. At the end of 2019, it was 20 billion 
USD, and 8.5 billion USD accounted for the sale of 
power resources (total exports from Russia estimate 11 
billion USD plus ferrous metals, aluminum, wood, 
precious and semiprecious stones) [16]. Japan supplied 
to Russia various goods on the sum of 9 billion USD, 
including vehicles, energy equipment, finished products 
made of ferrous and non-ferrous metals, digital 
equipment, and so on [17]. This pattern hasn’t essentially 
altered for more than 15 years and it is likely to remain 
unchangeable in the future. First of all, this is a task for 
Russia’s economy, which needs modernization and 
gradual but steady movement towards the development 
of globally competitive high-tech industries. 

Nevertheless, an investment in the extractive sector is 
still a fundamental element of Japan's energy policy 
towards Russia. In addition to the system of agreements 
on the development of gas and oil fields on Sakhalin, 
Japan and Russia have signed a number of treaties, 
including some in the energy sector cooperation. In May 
2009 Tokyo hosted the Russian-Japanese Economic 
Forum the main purpose of which was finding the ways 
to overcome the crisis, including the energy dialogue 
intensification. 

In November 2010 it was a meeting of the Russian-
Japanese Advisory Council on modernization of Russian 
economy and power industry. Despite Japan's formal 
access to anti-Russian sanctions, in November 2014 
another APEC summit was held as well. A similar 
meeting was held at the II Eastern Economic Forum in 
September 2016 and the III Eastern Economic Forum in 
September 2017. In 2019 the Japanese delegation visited 
St. Petersburg International Economic Forum, at the end 
of which it was signed an agreement on the purchase by 
a consortium of Japanese companies of 10 % of the 
Arctic LNG 2 Project that is worth about 3 billion USD 
(the field development is headed by Novatek).  

At the events listed above, both major energy 
projects were discussed, and issues of cooperation in the 
development of electric grid infrastructure in Russia 
together with Japanese companies, especially in remote 
Northern regions, the construction of low-power nuclear 
power plants and power plants based on renewable 
energy sources. All these proposals are still in the nature 
of intent, but the situation itself, when Japanese 
businesses are concerned in investing in Russian energy 
on a broader list of projects, seems to be optimistic. 
Japan and Russia understand that the geopolitical 
conditions may change, that is why they keep a 
restrained interest in each other, despite the 
circumstances [18]. 

However, Japan is not trying to make Russia a 
leading supplier of energy resources, despite its 
geographical proximity and, therefore, lower logistics 
costs. This is due to Japan's constant position on the 
primary energy imports, which stems from energy 
security issues. Excessive dependence on any one 
exporter puts Japan in a vulnerable position that is 
unacceptable. Therefore, Japan is about to purchase 

annually no more than 2 million tons of liquefied natural 
gas from the gas-fields of the Arctic LNG 2 Project. The 
plant is expected to be launched in 2022 – 2023. In the 
future it is possible to increase purchases of Russian 
liquefied natural gas, but it will also much depend on the 
situation on world markets [19]. 

Nowadays there are debates how to attract Japanese 
investment to construct an annual 6.2 million-ton 
liquefied natural gas plant (in addition to an export oil 
terminal) within the framework of the Sakhalin-1 
Project. The building cost of the plant is worth 9 billion 
USD, and the first gas will be shipped to Japan not 
sooner than 2027. It is also planned to build a 200 km 
length gas pipeline from Sakhalin to Russia’s mainland. 
According to preliminary forecasts, liquefied natural gas 
supplied from the new terminal is about to provide up to 
10 % of Japan's needs, which together with the existing 
capacity of the Sakhalin-2 Project, will help Russia’s gas 
to possess up to 15-17 % of the Japanese market. The 
Japanese presence in Russian gas projects is also likely 
to be consolidated through the participation in the 
building of the Murmansk LNG terminal (with a 
capacity of 21 million tons per year) and the Kamchatka 
terminal with a capacity of 21 million tons per year by 
2023 [20].  

If the matter concerns Japan’s energy policy towards 
Russia, it should be taken into account two factors. The 
first one is the solution of the "Northern Territories" 
issue in Japan’s favor, and the second one is the decline 
in the importance of China as the most promising energy 
Russia’s partner. As for the "Northern Territories" issue 
premier-minister Shinzo Abe said it time and again that 
he is seeking to a successful solution of this issue for 
Japan until the end of his term (autumn 2021). However, 
an essential progress has not been achieved yet. Japanese 
society is not fully satisfied with "Joint development" 
program because it is very limited and, in fact, do not 
bring the moment of islands’ transfer to Japan.  

Therefore, many economic and energy Japanese 
projects and initiatives in Russia should be viewed 
precisely through the prism of the territorial belonging of 
the Kuril ridge. If Tokyo understands that the solution of 
the Kuril Islands issue is high, it will be a temporary 
intensification of Russia-Japan cooperation as well as 
Japanese investment boom. However, there are other 
strictly economic restrictions (the peripheral position of 
the Far East in Russia’s economic development model, 
the region’s sparse population) that determine both low 
business activity and low level of consumption of goods 
and services. It should be also mentioned the geopolitical 
aspects (countries’ aspiration for different global centers 
of power and visions of the world order).  

As for the "competition" with China on energy 
projects in Russia, this rather follows from the multi-
vector nature of Japanese foreign policy and is an echo 
of the general Japan-China tension due to China's active 
trade, economic, military and strategic expansion in the 
Asia-Pacific region as well as Beijing's cautious but 
consistent promotion of the idea of China’s global 
leadership. Somehow or another, Tokyo officially takes 
up a moderate position on the "resource dialogue" issues 
with Russia, emphasis is placed on its national interests 
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and understanding that there are no suitable conditions 
for enhancing today’s cooperation.  

5 Conclusions 

The SCO member-states are perceived variously by 
Japan in the context of its regional energy policy that is 
due to significant differences between these states. While 
Russia and Central Asian countries are playing the role 
of suppliers of primary energy resources to Japan, a 
more complex and multi-vector interactions are being 
built with India and China because Japanese companies 
are interested in the presence of the energy technologies 
and services on the Indian and Chinese markets, that 
have a large capacity and development potential. 

Japan's foreign energy policy is pragmatic and 
primarily pursues the goal of providing the country with 
the most efficient and uninterrupted energy supply. In 
general, Japan follows "soft power" means and tactics, 
when, in addition to obtaining financial and economic 
benefits, the bet is also placed on promoting the 
country's positive image abroad. This is the partner’s 
position that is ready to help with technology and 
qualified personnel in the major energy projects’ 
implementation, without setting strict conditions and 
requiring in return the inclusion in a certain orbit of 
"civilizational influence", which latently implies a 
number of Chinese initiatives.  

Japan has its own position on many regional 
economic and political issues in spite of that fact that it 
is still a key US ally in the Asia-Pacific region. Against 
the background of rising China, the Asia-Pacific region 
is becoming the arena of the future geo-economic clash, 
and the SCO influence in this game will be only soaring. 
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Abstract. The use of coal as the main fuel at thermal power plants in the Irkutsk Region, the significant 
moral and physical depreciation at many of them of the main generating equipment, mainly boiler plants, 
due to the long service life, determine the relevance of environmental considerations in organizing rational 
energy supply to regional consumers in the future. The study of the age composition, technical and 
environmental characteristics of the boiler equipment of thermal power plants in the region. A review of 
advanced technologies for burning fuel in large installations with the aim of producing thermal and electric 
energy. Based on an analysis of the state and environmental characteristics of thermal power plants in the 
Irkutsk Region, a review of advanced technologies for burning fuel in large thermal power plants, the main 
directions of the future use of these technologies at thermal power plants in the region are considered, taking 
into account their features and environmental characteristics in order to reduce harmful emissions. The list 
of thermal power plants recommended for conversion to natural gas burning is determined, as well as the 
list of thermal power plants where it is advisable to use boilers with a ring furnace or boilers with a low-
temperature vortex furnace. The potential volume of reduction of harmful emissions from the introduction 
of advanced technologies for fuel combustion at thermal power plants of the region is estimated. 

The main commissioning of generating capacities of 
thermal power plants (TPP) in the Irkutsk region was 
carried out in the 60s of the last century. As a result, 
most of the main equipment of power plants, primarily 
boiler equipment, is physically and morally obsolete, 
causing significant harm to the environment (see table). 
In the foreseeable future, thermal power plants in the 
region will require significant measures to improve their 
environmental performance. This is primarily relevant 
for power plants with the highest specific emissions of 
harmful substances. 

Table. Annual emissions of pollutants at the HPPs of the 
Irkutsk energy system, t   

Name Total 

emissions, t 

Fuel burned, t 
of fuel 

equivalent 

Specific 
emissions, kg 

/ t of 
reference fuel 

Irkutsk CHP-10 57678 1010579 57,1 
Novo-Irkutsk 
CHP 56349 1230877 45,8 

Irkutsk CHP-9 50794 954455 53,2 
Novo-Ziminskaya 
CHP 23533 473301 49,7 

Irkutsk CHP-11 21869 409859 53,4 
Ust-Ilimsk CHP 20048 483036 41,5 
Irkutsk CHP-1 18573 382359 48,6 
Irkutsk CHP-6 15863 589343 26,9 
Irkutsk CHP-5 5869 124535 47,1 
Irkutsk CHP-7  3515 196343 17,9 
Irkutsk CHP-12 2532 64148 39,5 
Irkutsk CHP-16 2120 91945 23,1 

According to [1], all operating large thermal power 
plants are divided into three groups: 

• Boilers commissioned according to the projects 
approved by 31.12.1981; 

• Boilers designed after 01.01.1982 and 
commissioned until 31.12.2000; 

• Boilers commissioned from 01.01.2001. 
The analysis of the composition and characteristics of 

the main generating equipment of the combined heat and 
power plants (CHP) of the region showed that the first 
group in the Irkutsk region includes: all boilers CHP-1, 
CHP-5, CHP-6 (except for boilers No. 9 and 10), CHP-9 
(except for boilers No. 9-11), CHP-10, CHP-11 (except 
for boiler No. 9), CHP-12 (except for boiler No. 11), 
CHP-16, Ust-Ilimskaya CHP (except for boilers No. 6 
and 7 ), boilers No. 1-4 of the Novo-Irkutsk CHP, boilers 
No. 1-2 of the Novo-Ziminskaya CHP, boilers No. 3-5 of 
the TPP-7. 

For these boilers, the limiting values of technological 
indicators for emissions of solid particles and nitrogen 
oxides according to [1] are taken equal to the upper 
values of the range of actual indicators of specific 
emissions. The introduction of stricter restrictions for 
them is inappropriate for the following reasons: there are 
technical restrictions (lack of space) for the use of new 
emission control devices on these boilers; these boilers 
will be decommissioned or reconstructed in the 
foreseeable future due to relatively low indicators of 
energy efficiency, reliability, industrial safety or 
economic profitability. 
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It has been established that the second and third 
groups in the Irkutsk region include: boilers No. 9 and 
10 of CHP-6, boilers No. 9-11 of CHP-9, boiler No. 9 of 
CHP-11, boiler No. 11 of CHP-12, boilers No. 5-8 
Novo-Irkutsk CHP, boilers No. 6 and 7 of the Ust-
Ilimskaya CHP, boilers No. 3 and 4 of the Novo-
Ziminskaya CHP, boilers No. 1-2 and 6-9 of CHP-7. 

For these boilers, the limiting values of technological 
indicators of emissions of particulate matter and nitrogen 
oxides according to [1] are assumed to be equal to the 
specific emissions that can be obtained using 
technologies existing in the industry. 

It was revealed that at all CHPs of the Irkutsk region, 
the capabilities of flue gas cleaning systems are 
practically exhausted. Therefore, the cardinal means of 
ensuring environmentally friendly energy supply from 
TPPs in the region in the future, as noted in [2], is the 
use of the best available technologies (BAT) for fuel 
combustion. 

Since all CHPs of the Irkutsk Region (with the 
exception of two departmental) are pulverized coal with 
flaring, of all the known BAT for fuel combustion in 
large boilers, the following are considered for use in the 
region: gas TPPs - taking into account the presence of 
the Kovykta gas condensate field (GCF) in the region; 
ring-fired coal-fired TPPs - taking into account the long-
term positive experience of using this technology at 
Novo-Irkutsk CHP and coal-fired TPPs with a low-
temperature vortex furnace. 

The environmental benefits of gas-fired power plants 
are well known. According to [1], the mass of pollutants 
generated during the combustion of 1 ton of standard 
fuel (t of standard fuel) of gas is about 5 kg / t of 
standard fuel, and when burning 1 ton of standard fuel. 
fuel oil and coal - up to 300 kg / t of reference fuel. 

Even a simple conversion of existing coal-fired 
power units to natural gas leads to a significant reduction 
in harmful emissions. For example, the conversion of the 
BKZ-210-140-7 boiler of the Khabarovsk CHP-1 from 
coal to natural gas made it possible to reduce the annual 
emissions of pollutants into the atmosphere by 1670 
tons, including nitrogen oxide - by 109.7 tons, sulfur 
dioxide - by 592 , 5 tons, carbon monoxide - by 15.5 
tons, solids - by 952.9 tons. The use of gas fuel also 
helps to reduce ash and slag and save the resource of the 
ash dump of the power plant. The previous seven boiler 
units of the Khabarovsk CHP-1 were gasified in the 
period from 2006 to 2016. During this time, emissions of 
pollutants into the atmosphere decreased by 2.5 times, 
the formation of ash and slag waste - by four [3]. 

The most efficient of the gas-fired TPPs are CCGT 
TPPs operating in a steam-gas cycle [4-6], the efficiency 
of which reaches 60-61% [4], and in the future may 
increase to 63-64% [5]. 

Coal-fired TPPs with a ring-fired furnace allow 
reducing nitrogen oxide emissions by 1.5-2 times. The 
use of annular furnaces when creating boilers for large 
power units allows: to reduce the height of the boilers by 
30-40%; reduce their metal consumption and cost up to 
10%; to provide slag-free and highly economical 
combustion of slagging bituminous and brown coals. 

The only boiler in the world power engineering 
practice with a unique ring-type furnace and the largest 
drum-type boiler in the country - the BKZ-820 boiler 
operates at the Novo-Irkutsk CHP [7]. Long-term 
experience of successful operation of the BKZ-820 
boiler with an annular furnace at the Novo-Irkutsk CHP 
and the study of the profile of boilers for 330 MW units 
firing brown and hard coal confirm the possibility of 
efficient use of boilers with annular furnaces both for the 
construction of new stations and for replacing spent large 
power units. with their installation in the existing cells of 
the main building. In this case, the power and parameters 
of the steam of the new block can be preserved or 
significantly increased [8-9]. 

Coal-fired TPPs with a low-temperature vortex 
furnace ensure stable ignition of low-grade fuels, no 
slagging of heating surfaces and a decrease in harmful 
emissions (nitrogen oxides - by 30-70%, sulfur oxides - 
by 20-50%). Low-temperature vortex (NTV) combustion 
technology is a domestic development. The NTV 
technology is based on stepwise vortex combustion of 
coarsely ground fuel under conditions of multiple 
circulation of particles in a chamber furnace [10-11]. 

NTV combustion technology has been tested on a 
wide range of solid fuels, including brown and hard coal. 
Among the latest successfully implemented projects are 
the modernization (in 2008) of the BKZ-210 boiler at the 
Kirovskaya CHP-4 (the multi-fuel boiler technology has 
been tested) and the technical re-equipment (in 2013) of 
the P-49 boiler, which is part of the 500 MW power unit 
at Nazarovskaya TPP. 

The main application of gas technologies in the 
thermal power industry of the Irkutsk region is the 
conversion to natural gas of Novo-Ziminskaya CHP in 
Sayansk, CHP-12 in Cheremkhovo, CHP-11 in Usolye-
Sibirskoye, CHP-9 and CHP-10 in Angarsk, Novo-
Irkutsk CHP in Irkutsk with full-scale gasification of the 
region on the basis of the Kovykta gas condensate field. 
The choice of these CHPs for conversion to natural gas 
is due to their location along the route of the proposed 
main gas pipeline Kovykta - Sayansk - Angarsk - 
Irkutsk. 

At the same time, it seems promising to introduce a 
steam-gas cycle at operating CHPs with the transfer of 
boilers to the combustion of natural gas and the 
superstructure of power units with gas turbine units 
(GTU). 

The integrated technical and economic assessment 
carried out at the ISEM SB RAS using the actual 
performance of the thermal power station of the Irkutsk 
region identified the zones of efficiency of existing coal-
fired CHPs and gas CCGT-CHPs created on their basis 
(see Fig.) [12]. 
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Fig. Effectiveness zones of projects for the transfer of 
CHPs to the combined cycle. 
 

The constructed dependence makes it possible to 
choose a feasible variant of the CHP development in 
terms of two main external parameters - gas price and 
electricity tariff. So, for example, at a tariff of 1.43 
rubles / kW • h and a gas price of just over 2500 rubles / 
tce. The options for the existing coal-fired CHP and its 
modernization at the CCGT-CHP are equally 
economical. At lower electricity tariffs, the conversion 
of existing coal-fired CHPs to gas seems to be 
ineffective, at higher tariffs - effective. 

In the future, the use of gas technologies is also 
possible at newly constructed TPPs. So, in the Scheme 
and program for the development of the electric power 
industry of the Irkutsk region for the period 2019-2023, 
the commissioning of a 230 MW CCGT unit No. 1 at the 
gas Lenskaya TPP proposed for construction near the 
city of Ust-Kut is considered as additional proposals for 
the development of generation facilities in the region. 
The heat supply scheme for the city of Irkutsk for the 
period up to 2017 and with the prospect until 2027 as an 
alternative to the main variant of the development of the 
scheme (laying a heating main from CHP-10 in Angarsk 
to the Leninsky District of Irkutsk) considered the 
possibility of construction in different areas of the city 
three small CHP plants using natural gas. One of them 
(CCGT CHP with an electric capacity of 330 MW and a 
thermal capacity of 331 Gcal / h) can be built on the 
outskirts of Marat, and two others (GTU CHP with an 
electric capacity of 36 MW and a thermal capacity of 
357 Gcal / h and a CCGT CHP with an electric capacity 
of 150 MW and thermal power 160 Gcal / h) - in the 
Leninsky district. 

Ring-fired boilers and boilers with low-temperature 
vortex furnaces can be used in the reconstruction of Ust-
Ilimskaya CHP, CHP-6 and CHP-7 in Bratsk, CHP-16 in 
Zheleznogorsk-Ilimsky. 

Preliminary calculations show that the conversion to 
natural gas of Novo-Ziminskaya CHP in Sayansk, CHP-
12 in Cheremkhovo, CHP-11 in Usolye-Sibirskoye, 
CHP-9 and CHP-10 in Angarsk, The Novo-Irkutsk CHP 
in Irkutsk will reduce annual harmful emissions by 128 
thousand tons, and the replacement of coal-fired boilers 
with direct flaring with coal-fired boilers with a ring 

furnace or low-temperature vortex furnace at Ust-
Ilimskaya CHP, CHP-6 and CHP- 7 in Bratsk, CHP-16 
in Zheleznogorsk-Ilimsky will reduce annual harmful 
emissions by 5-12 thousand tons. 
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Abstract. The concepts of providing the integrity, reliability and safety of the energy and transport systems 
in the Arctic zone are considered. The inadmissibility of using the concept of acceptable, or tolerable, risk to 
ensure the operational safety of potentially hazardous facilities used in extreme environment has been 
validated by the history and reasons of risk analysis reviewing. The new concept for transport and energy 
systems operating in cold climates has been proposed to include in the security concept flexible information 
monitoring and control systems that take into account the state of environment, the engineering system and 
the operator himself. The promptness of implementation of the new concept of renewable development is 
dictated by the modern transitional state of society from thoughtless consumption of resources to the 
minimization of environmental damage and the inadmissibility of human casualties, called Industry 5.0. 

1 Introduction 

The concept of safety in modern regulatory documents is 
used as a synonym for providing some acceptable, or 
permissible, risk, which has a quantitative value, which 
is taken to ensure the operability of a structure or 
machine. 

But in reality, safety is the opposite of hazard, and 
full-time operation eliminates any risk. Compliance with 
safety standards is a strict obligation of any production, 
construction, operation of a potentially hazardous 
facility. The risk is assessed only for events that can 
occur, subject to these standards. Risk analysis is 
intended rather to search a priori for unaccounted for 
hazards, or "weaknesses", in order to develop additional 
safety measures. 

Therefore, setting an acceptable risk as a safety 
criterion only allows one to get away from the general 
problem of compliance with technical standards, from 
the human factor, the solution of social and 
psychological problems - and reduce it to a purely 
technical, engineering problem. The introduction of risk 
acceptability criteria into legislative practice leads to an 
increase in technogenic hazards for the majority of 
citizens, since it selfishly justifies non-compliance with 
safety requirements. 

For example, at most modern industrial enterprises 
and concerns, including the domestic oil and gas 
complex, equipment reliability and integrity 
management (ESCO) is implemented on the basis of a 
risk-based approach and the concept of acceptable risk, 
in order to minimize economic damage and increase the 
overall economic result [1]. 

Moreover, in November 2017, a new version of the 
ISO / IEC 17025: 2017 standard was released, and in 
2019 - the edition of GOST ISO / IEC 17025, where the 
emphasis on the organizational activities of the testing 
laboratory (TL) for quality assurance, including the use 
of process approach and risk management, which can be 
attributed to the main tools of the quality management 
system (QMS) IL [2]. The emphasis is on the conditions 
for meeting the requirements for risk management. Risk 
management moves into research laboratories, using 
tools: "brainstorming" and "consequences and 
probability matrices", which, generally speaking, are not 
applicable to security issues. 

The need for a new concept of security is dictated by 
the new informational "knowledge society" and the 
fourth industrial revolution, so-called. "Industry 4.0" [3], 
as well as by the latest developments and changes in 
global economics associated with the pandemic, and 
forced to rethink modern technologies of the consumer 
society, the concept of "acceptable risk" and the fifty-
year of sustainable development history. 

2 History of the issue 

Ensuring the safety of the population and the 
environment is a very complex engineering problem, the 
solution of which is impossible without improving and 
deepening engineering training in the field of reliability 
research, forecasting and ensuring the safety of 
engineering systems. In a number of industrialized 
countries, the study of the safety of engineering systems 
as a separate independent activity was introduced into 
practice in the sixties (for example, we can cite the 
activities of the United States since the 50s to create a 
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security system for aerospace technology). The focus has 
shifted from analysing the behaviour of individual 
elements of various types (electrical, mechanical, 
hydraulic) to the causes and consequences caused by the 
failure of these elements in the corresponding system. 
Failure Tree, Consequence Tree, Sequential Examination 
Method, Expert Judgment and other failure detection 
methods have been adopted by specialists working in the 
chemical and other hazardous industries, just from the 
military and aerospace research. It was in these countries 
that the 60s were marked by the beginning of the wide 
publication of scientific works related to the described 
field of research in Russia. Moreover, such the works 
had single editions. This followed from the concept of 
"absolute safety" of domestic technologies and 
equipment. Until recently, this concept was the 
foundation on which safety standards were built. 
Affected by the specificity of the political, economic and 
social development of the former USSR, which led to a 
lag of at least 20 years [4-5], in research in the field of 
industrial safety, life safety, and ecology, this attitude to 
safety problems hindered the formation of specialists' 
ideas about the principles and methods of ensuring 
industrial and environmental safety, which produced a 
lag in all areas of engineering and educational activities: 
design, manufacturing, operation, safety supervision, 
training of specialists, and on the growth of the number 
and scale of extreme situations and accidents at 
industrial enterprises, transport systems, etc. The 
requirement of "absolute safety", i.e. "zero risk" 
ultimately led to costly and even tragic consequences for 
the population and economy of the country. Specialists 
operating engineering systems and servicing hazardous 
technologies in the chemical industry, energy systems 
and pipeline transport were methodologically unprepared 
for the search and analysis of critical failures leading to 
accidents. The level of knowledge in matters of life 
safety in the technosphere lagged behind the level of 
complexity and development rates of technology, 
technology, engineering systems [6]. 

3 Risk analysis concepts 

Currently, the following concepts of risk analysis have 
been adopted [6]: 
- the technocratic risk  concept based on the analysis of 
the relative frequencies of emergencies (emergency-
initiating events) as a way of setting their probabilities. 
When used, the available statistics are averaged over 
scale, population groups and time; 
- an economic risk concept in which risk analysis is 
considered as part of a more general cost-benefit study. 
In the latter, risks are expected losses of utility arising 
from certain events or actions. The ultimate goal is to 
allocate resources in such a way as to maximize their 
usefulness to society; 
- the psychological risk concept is centered around 
research on interindividual preferences for probabilities 
in order to explain why individuals do not form their 
opinion about risk on the basis of mean values; why 
people react according to their perception of risk rather 

than an objective level of risk or scientific risk 
assessment; 
- the social (culturological) risk concept is based on a 
social interpretation of undesirable consequences, taking 
into account group values and interests. Sociological risk 
analysis links society's judgments about risk to personal 
or public interests and values. The social approach 
assumes that existing cultural prototypes determine the 
way of thinking of individuals and public organizations, 
forcing them to accept some values and reject others. 

The technocratic concept that is applicable to the 
engineering systems that we are considering. Within the 
framework of the technocratic concept, after identifying 
the risks (identifying the fundamentally possible risks), it 
is necessary to assess the consequences to which they 
can lead, i.e. the likelihood of related events and the 
associated potential damage. For this, risk assessment 
methods are used, which are generally divided [7] into 
phenomenological, deterministic and probabilistic. Let's 
consider the areas of their application. 

The phenomenological method is based on 
determining the possibility of emergency processes 
proceeding from the results of the analysis of the 
necessary and sufficient conditions associated with the 
implementation of certain laws of nature. This method is 
the easiest to use, but it gives reliable results if the 
operating states and processes are such that it is possible 
to determine the state of the components of the system 
under consideration with a sufficient margin, and is 
unreliable near the boundaries of an abrupt change in the 
state of substances and systems. The method is 
preferable when comparing safety margins of various 
types of potentially hazardous objects, but it is of little 
use for analysing branched emergency processes, the 
development of which depends on the reliability of 
certain parts of the object and/or its protective equipment 
[8]. 

The deterministic method provides for the analysis of 
the sequence of stages in the development of accidents, 
starting from the initial event through the sequence of 
the expected stages of failures, deformations and 
destruction of components to the steady-state final state 
of the system. The course of the emergency process is 
studied and predicted using mathematical modeling, 
building simulation models and performing complex 
calculations. The deterministic approach provides clarity 
and psychological acceptability, as it makes it possible to 
identify the main factors that determine the course of the 
process. In nuclear power, this approach has long been 
the main one in determining the degree of safety of 
reactors. The disadvantages of this method are the 
potential to lose sight of some rarely realized but 
important chains of events during the development of an 
accident; the difficulty of constructing sufficiently 
adequate mathematical models; complex and expensive 
experimental studies are required to test the 
computational programs [6]. 
The probabilistic method of risk analysis involves both 
an assessment of the probability of an accident and the 
calculation of the relative probabilities of one or another 
path of development of processes. In this case, branched 
chains of events and equipment failures are analyzed, a 
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suitable mathematical apparatus is selected and the total 
probability of accidents is estimated. The main 
limitations of probabilistic safety analysis are associated 
with insufficient information on the distribution 
functions of parameters, as well as insufficient statistics 
on equipment failures. In addition, the use of simplified 
design schemes reduces the reliability of the resulting 
risk assessments for severe accidents. Nevertheless, the 
probabilistic method is currently considered one of the 
most promising for future applications [6]. 

Based on the probabilistic method, various methods 
for assessing natural and man-made risks for the 
population can be built, which, depending on the 
available (used) initial information, are divided into [6]: 

- statistical, when the probabilities are determined 
from the available statistical data (if any). The 
construction of such risk models requires a large amount 
of data obtained from observations or experiments, 
which is not always feasible; 

- theoretical and probabilistic, used to assess the risks 
from rare events, when statistics are practically absent; 

- expert (heuristic), based on the use of subjective 
probabilities obtained using expert assessment; are used 
in assessing complex risks from a set of hazards, when 
not only statistical data are missing, but also 
mathematical models (or the models are too coarse, i.e., 
their accuracy is low). 

4 Analysis of failures and disasters in 
the energy industry and transport 

At present, the adverse effects of energy facilities on 
people and the environment during their construction 
and operation have reached such proportions that they 
force us to consider the problem of safety of energy 
facilities as extremely important. Examples of major 
accidents with significant material and social damage 

that have occurred in recent decades in the power supply 
systems of a number of settlements in Sakha Republic 
(Yakutia) indicate that this problem remains particularly 
relevant [9]. 

The creation of databases on failures, as well as 
improving the quality of collection of primary statistical 
information, is of great importance for the development 
of a strategy for managing the operation of energy 
systems and improving the accuracy of analysis. In order 
to present the causes and consequences of emergency 
situations, some descriptions of accidents that occurred 
in Sakha Republic (Yakutia) are considered. For the 
analysis, examples were selected that contain more 
complete descriptions of various interrelated causes and 
consequences of accidents. Some of them are shown in 
Table 1. 

In order to single out the most dangerous element in 
the power supply system, accidents are distributed 
among the main system elements, then accidents are 
distributed among the units of the unit within the system 
element. It should be noted that accidents occur in all the 
main elements of the power supply system, but their 
number and frequency of occurrence are different. 

The analysis shows that the tendency to maintain 
high values of the risk of accidents in power supply 
systems is mainly due to the following reasons [10]: 

1. Influence of climatic conditions on the 
peculiarities of the operation of engineering systems 
(low temperature, wind gusts, floods, thawing of frozen 
soils of the foundations of energy facilities); 

2. High wear of engineering systems and equipment; 
3. Insufficient level of development of the safety 

management system during the operation of electrical, 
water supply and heating networks; 

4. Low qualification of service personnel or the so-
called "human factor". 

Table 1. Examples of accidents in the power supply system of Sakha Republic (Yakutia). 

№ Description Accident site Detection 
date and 

time 

Eliminati
on date 

and time  

Accident causes Damage Number of 
affected 

population 
1 Disconnection of the 

10kV overhead line from 
the "Kilyanki" substation 

Churapcha 
district, 
Arylakh 
village 

19.02.Feb
ruary 
2014, 3:34 
am 

19 
February 
2014, 2:10 
pm 

Falling tree onto wires - - 

2 Supply of heat transfer 
agent was stopped in 12 
residential buildings 

Ust-Maisky 
district, 
Petropavlovsk 
village 

26 
January 
2014, 7:00 
pm 

26 
January 
2014, 
10:25 am 

An unidentified track 
brought down a section 
of the heating main, 
∅100mm supply, and 
return pipelines damage 

- - 

3 Stop of the boiler house 
"Kvartalnaya". Heat 
supply for 17 private 
residential buildings, 1 of 
16 apartment buildings 
and 10 socially objects 
was disrupted (the houses 
have stove heating) 

Vilyui district, 
Khalbatsy 
village 

29 
January 
2014, 1:55 
pm 

29 
January 
2014, 
7:30 pm 

Ignition of sawdust on 
the roof of the building 

- - 

4 Fire in the boiler room 
"Shkolnaya" (4 boilers, 
fuel oil) 

Lensky 
district, 
Peleduy 
settlement 

24 April 
2013, 3:45 
pm 

24 April 
2013, 
1:10 pm 

- - 540 
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An analysis of measurements of the microhardness of 
welded joints made of 09G2S steel, used for metal 
structures in the North and the Arctic, was carried out, 
which showed that the ambient temperature practically 
does not affect the distribution of microhardness in the 
heat-affected zone (HAZ) of the welded joint, despite the 
significant difference in cooling rates. However, the 
accumulation of damage in the welding zone and HAZ is 
facilitated by the process of crack growth along grain 
boundaries, the intensity of which depends on the 
stiffness of the stress-strain state (SSS). High 
inhomogeneity of mechanical properties causes 
localization of stresses at microcracks and micropores. 
Thus, low values and high temperature gradients 
provoke the formation of cold cracks in the elements of 
welded [11] and cast structures, and also causes the 
destruction of elements of parts made of hardened steels 
[12]. 

On the basis of theoretical and experimental studies, 
a criterion for assessing the resource of structural 
elements is proposed, taking into account the 
phenomenon of ductile-brittle transition in steel by 
changing the value of the impact toughness KCV. 
Assessment of damage to metal structures during 
operation in different climatic zones of Russia shows 
significant differences (see Fig.), Which explains the 
earlier depletion of the resource of engineering systems 
in regions with extreme natural conditions [13]. 

At low climatic temperatures, the process of 
accumulation of total damage is significantly affected by 
a decrease in the plasticity of the material, measured by 
the value of impact strength. In this case, the stress-strain 
state of the elements of metal structures becomes much 
more rigid due to low climatic operating temperatures, at 
which a ductile-brittle transition occurs in the steels with 
the bcc structure [14]. 

Thus, it has been shown that, under low climatic 
temperatures, the process of accumulation of total 
damage is significantly affected by a decrease in the 
plasticity of the material, measured by the value of 
impact strength. In this case, the stress-strain state of the 
elements of metal structures becomes much more rigid 
due to low climatic operating temperatures, when a 
ductile-brittle transition occurs in the steels with the bcc 
structure (see Fig. 1). 

 

Fig. 1. Calculation of damage to metal structures made of steel 
09G2S according to the data of average monthly temperatures 
for the regions of the North. 

5 New security concept: Industry 5.0 

A number of key probabilistic factors affecting safety 
and their interaction are not adequately taken into 
account, for example, the spread of properties and the 
accumulation of damage in the material, defectiveness of 
welds, external influences, as well as unskilled personnel 
actions, which leads to the inevitability of failures and 
disasters. not to prevent them. An expert, mostly 
economic, decision on the acceptability of risk makes it 
possible to avoid solving the complex problem of 
eliminating an accident or disaster, and leads to the 
inevitability of human casualties. 

Until now, in modern regulatory documents, the 
probability of an accident or equipment failure is 
expressed as a classical probabilistic value, assessed by 
an acceptable, or admissible, statistical risk. The 
calculation of the probability is carried out without 
taking into account a priori knowledge, clarifying the 
values as a result of the history of observations and 
modeling. From the point of view of safety, setting the 
value of an acceptable risk allows us to get away from 
the general problem of protection against accidents and 
disasters, and reduce it to an economic problem [15]. 

A number of key probabilistic factors affecting safety 
and their interaction are not adequately taken into 
account, for example, the spread and change in material 
properties during operation, defectiveness and damage 
accumulation in welded structures, unskilled personnel 
actions (the so-called human factor), which leads to the 
inevitability of failures and disasters, and not to their 
prevention. 

The application of approaches based on the non-
Markov paradigm, in particular, on the Bayesian 
interpretation of probability, to assess the safety and 
resource of technology, will make it possible to make 
clearer predictions and prevent casualties caused by 
man-made factors [16]. 

The complexity of describing non-Markov processes 
is their nonlocality in time, mathematically expressed in 
the form of integro-differential equations, which 
determine the evolution of the system. One of the 
consequences of taking into account the history of 
occurring events is a change in the probabilistic picture. 
From the classical frequency one is moving to the 
Bayesian interpretation of probability, when it can be 
defined not as an objective accident, but as a measure of 
ignorance, decreasing with the receipt of additional 
information about the event. From this point of view, the 
Bayesian approach is a generalization of Boolean logic, 
it is more grounded and mathematically correct. 

The simplest case of a non-Markov process is 
considered - the accumulation of damage and the 
destruction of a railroad wheel rim. In order to estimate 
the wheel temperature during operation and the 
corresponding reduction in toughness, a Bayesian 
approach was applied to estimate the probability: 
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where p(Θ|T) is a priori knowledge of the value of T, and 
probability of observing of a sample temperature 
T=(T1,… Tn) is determined by the value p(T|Θ). 
The general condition of destruction will look as follows 
[17]: 
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where ψ is a damage of material, n and N – number of 
current and maximum cycles of loading, J and JC are the 
J-integral of the plastic zone near crack. 

Determining the value of the J-integral in the general 
case is a rather difficult task in the real operating 
conditions. Therefore, one cold be used the available 
calculated and empirical dependencies for other 
characteristics of the fracture process. 

Known logistic dependence of the estimate of the 
total accumulation of damage at different structural 
levels of deformation, as well as the correlation between 
the impact toughness KCV and fracture toughness JIC at 
equal test temperatures, allows us to estimate the second 
term in (2). 

So, proceeding from the well-known relation for the 
J-integral, assuming equal velocities of the dynamic 
impact on the wheel from the rail at different sections of 
the track, it can be assumed JIC=KIC

2/2G, where Gand E 
is Young's modulus of elasticity, and µ is Poisson's ratio. 
Whence, taking into account the associated flow law: 
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where KCV0, KCVj - impact toughness at room 
temperature, and at the moment of the j-th damage, 
respectively, m ~ 0.25-0.3 is a coefficient depending on 
the material and type of stress-strain state. 

Taking into account (1), (2) and (3), the condition for 
the destruction of the locomotive wheel in general form 
will look as follows: 
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A numerical calculation of the damage accumulated 
in the tire of the locomotive wheel, taking into account 
the effect of low temperatures on the decrease in 
plasticity, was carried out, according to (3) and (4). On 
the section of the Neryungri-Tommot railway, the 
damage measure was ΨL = 0.851, while in the Moscow 
region, the calculation of the relative damage according 
to (1) gives the value ΨL = 0.364, which is more than 2-
3 times lower than for the Neryungri-Tommot section in 

Yakutia. In reality, however, damage due to more severe 
operating conditions (the gap between the rails and the 
shock load will be much higher at low temperatures) 
differ even more. The experience of operating 
locomotives on the railway in the conditions of Sakha 
Republic (Yakutia) shows a threefold reduction in the 
service life of wheels compared to the resource in 
regions with a temperate climate. 

Extreme natural conditions inherent in the regions of 
the Far North, Arctic and Subarctic, exacerbate a number 
of problems associated with the technical condition of 
objects in a very cold climate, and exacerbate, as the 
analysis shows [18], the impact of the human factor. 
Therefore, the new concept of ensuring security in the 
context of digital transformation should provide for the 
functioning of appropriate monitoring and control 
systems that take into account the impact of the 
environment on the technical condition of facilities and 
operators who ensure their operation. In the context of a 
recurring pandemic of viral diseases, the health 
indicators of workers can also be monitored along the 
way. The digitalization of energetics and engineering 
science leads to realization of Programs Industry 4.0 [19-
20]: 

• interoperability (compatibility of internet 
connections of humans, cyber-physical systems 
and “smart factories”); 

• virtualization (creation of virtual model); 
• decentralization (by making use of Artificial 

Intelligence ‘AI’, Internet of Things ‘IoT’, 
Industrial Internet ‘II’, Cloud Computing ‘CC’); 

• real-time operation for monitoring and evaluation 
of complex engineering systems operation and 
human security. 

On Fig. 2 shown the possible combining IoT, 
Industry 4.0 Programme, and energy management that 
suggest exciting future in Society 5.0. 

 

Fig. 2. Hype cycle of selected Internet of Things technologies 
(adapted from Gartner). 

But the new concept should be more close to nature 
and shapes the Industry 5.0 main features: 

• environment-friendly technologies, regeneration 
of natural resources; 

• machine-learning Artificial Intelligence, Neural 
Networks and Neural Interfaces; 

• abilities of self-heal damages and repair defects; 

399



 

• Quantum Algorithms, Quantum Security and 
Quantum Encryption; 

• self-assembly and self-improving by human 
supervision; 

• Human Security as priority principle. 

5 Conclusion 

The new security concept for transport and energy 
complex engineering systems operated in cold climate 
should include the information from the monitoring and 
flexible control systems that takes into account the states 
of extreme environment, the engineering system damage 
and the operator health. The ‘absolute safety’ concept 
could be seen as a guarantee of minimal protective 
measures [21]. The damage accumulation processes in 
the complex engineering systems should by control by 
machine-learning artificial intelligence and switch the 
operation to repair and reconstruction stages. 

It is proposed to move from consumer society 
technologies, defined by the concept of "acceptable risk" 
and "sustainable development" to a new concept of 
security based on renewable development, environment-
friendly technologies for the extraction and processing of 
natural resources, closed production, using the 
achievements of the modern information society and 
Industry 4.0, which allows laying the foundations for the 
implementation of the upcoming Industry 5.0. This will 
mitigate the consequences of the global economic and 
social crisis and avoid scenarios of archaic or post-
apocalyptic worlds. 
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Modelling gas supply systems with a high role of autonomous 
consumers (the case of Mongolia) 
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Abstract. The paper presents a tool to optimize gas infrastructure systems and analyses some aspects of 
modelling related to autonomous gas consumers. A model of national gas infrastructure creation in Mongolia 
is proposed. The model is linked with the model of the regional Northeast Asian gas market and the financial 
models of gas infrastructure facilities. The model determines the optimal design of the national gas 
infrastructure system, i.e. the number of the facilities, their capacities, locations and the transport modes for 
connecting the consumption centres. The role of autonomous consumers is considered by introducing the 
demand for liquefied natural gas separately from the demand for pipeline gas. The scope of the model 
application is demonstrated by an illustrative example. The results show the rational natural gas import and 
distribution patterns. The need for expanding the energy cooperation between Mongolia and the other 
Northeast Asian countries to create gas industry in Mongolia is highlighted. 

Keywords. Mongolia, Northeast Asia, gas supply infrastructure, modelling. 
 

1 Introduction 

Mongolia has rich coal, crude oil, solar and wind energy 
resources. In the cities, Combined Heat and Power Plants 
(CHPPs) fuelled by coal represent the basis of the energy 
supply systems. About a half of the county population 
resides in the capital city Ulaanbaatar. It is worth noting 
that more than 60 percent of Ulaanbaatar’s population 
lives in traditional Mongolian houses (gers) equipped 
with stoves, which burn coal and are harmful to the 
environment [1]. The high air pollution level raise the 
problem of coal-to-gas switching in the energy production 
and petroleum-to-gas switching in the transport sector, 
including railways and special purpose vehicles in 
mining.   Besides, mobile gers in agriculture can 
contribute to the demand for gas. 

The country has no conventional gas resources, while 
there are significant coal-bed methane resources 
estimated at 3.2 trillion cubic meters [2]. Nevertheless, in 
spite of technical feasibility, high costs and capital 
investments, water supply issues and the lack of gas 
supply infrastructure are the barriers for the large-scale 
exploration and production of natural gas in Mongolia. 

The issue of gas supply to Mongolia has been discussed 
for a long time since the end of the XX century. In 1998 
Melentiev Energy Systems Institute carried out the 
research “The concept for development of the oil and gas 
industry in eastern regions of Russia and study on the 
possibility to export hydrocarbon resources to the APR 
countries” [3,4]. According to the concept, the gas 
pipeline “Irkutsk-Ulaanbaatar-Beijing” ought to have 
become a part of the unified gas supply system in the 
eastern regions of Russia. The pipeline has been discussed 

at the sessions of the Northeast Asian Natural Gas & 
Pipeline Forum (NAGPF). As a result of the researches 
conducted by the NAGPF, the demand for gas in 
Mongolia was estimated and the institutional and 
infrastructural requirements were indicated. Finally, the 
pipeline was included in “A Long-Term Vision of Natural 
Gas Infrastructure in Northeast Asia” [5].  

The gas pipeline from Russia to China across Mongolia 
was discussed at the Shanghai Cooperation Organisation 
summits in 2018 [6,7] and 2019 [8] and at the Eastern 
Economic Forum in 2019 [9]. In September 2019 the 
President of Russia gave the assignment to the state-
owned gas company Gazprom to analyse the 
opportunities to use the gas resources of Irkutsk Region, 
Krasnoyarsk Territory and the Yamal Peninsula for gas 
supplies to China across Mongolia [10]. In August 2020 
Gazprom and the Government of Mongolia agreed to set 
up a special-purpose company for conducting a feasibility 
study for the construction and operation of the pipeline 
[11]. 

In 2018 by starting LNG (liquefied natural gas) imports 
from China and later in 2019 from Russia, the country 
made its first steps on the way to the gas industry creation. 
The construction of the gas pipeline from Russia to China 
passing Mongolia’s territory “Irkutsk-Ulaanbaatar-
Beijing” is to form the basis to meet total country’s 
demand for gas and expand  Mongolia’s opportunities to 
participate in the regional Northeast Asian energy 
cooperation initiatives. Currently, the energy cooperation 
of Mongolia with the other countries of Northeast Asia 
(NEA) is limited to  export of coal and crude oil, import 
of petroleum products, liquefied petroleum gases (LPG) 
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and a small amount of LNG, and electricity trade with the 
only neighbours Russia and China.  

The structure of energy export of Mongolia to NEA is 
represented in Table 1. China is a major export market for 
Mongolia’s coal resources and a sole importer of 
Mongolia’s crude oil. Besides, China provides transit 
services for Mongolian coal. 

Table 1. Energy export of Mongolia to the other NEA 
countries in 2019, million US dollars. 

Importer Coal Crude oil Electricity 
Total 

energy 
export 

China 3 073  306 - 3 379  

Russia † - † † 

Republic of 
Korea † - - † 

Total world 3 073  306 † 3 379  

† Less than 0.5.         
Source: [12]. 
 

As Table 2 shows, almost all of the energy import 
comes to Mongolia from NEA.  Russia is the major 
supplier of petroleum products and China provides most 
of the electricity import. 

Mongolia plans to launch its first refinery with the 
capacity of 1.5 million tonnes of crude oil per year in 2022 
[13]. Thus, the trade flows will be reshaped, as Mongolia 
will be able to stop petroleum products (including LPG) 
imports. 

Table 2. Energy import of Mongolia from the other NEA 
countries in 2019, million US dollars. 

Exporter Petroleum 
products Electricity LPG LNG 

Total 
energy 
import 

Russia 1 065 28 14 † 1 107 

China 53 118 - † 171 

Republic 
of Korea 24 - 3 - 26 

Japan 2 - - - 2 

Total 
world 1 164 145 16 † 1 325 

† Less than 0.5.  
Source: [12]. 

 
Russia and China are the key Mongolia’s trade partners. 

Moreover, the existent experience of energy trade and 
cooperation can be expanded further to exploit the 
advantages of bordering with Russia owning highly 

competitive and abundant gas reserves and China being 
expected to become the driver of the global gas market. 

The aim of the paper is to propose a modelling 
framework to research the national gas supply system 
creation opportunities in Mongolia and to provide an 
illustrative example showing the opportunities of the 
described tools.  

The objectives include: 
• analysing the opportunities and limits of the existent 

model of Gas Infrastructure Development in the East 
Asian Region (GEAR), 

• highlighting the special characteristics of the future gas 
infrastructure in Mongolia, 

• formulating a model of the national gas infrastructure 
system of Mongolia interacting with the GEAR model, 

• running an illustrative scenario to demonstrate the 
model opportunities and identify the areas for 
improvement.   

2 Modelling tools 

Mongolia’s participation in the regional Northeast Asian 
gas market can be analysed by employing the GEAR 
model. The GEAR model is a linear programming 
problem that minimizes total costs to satisfy the demand 
for imported gas in China, Japan, the Republic of Korea 
and Mongolia subject to balance and infrastructure 
constraints [14].  

It is a static model, i.e. it describes the Northeast Asian 
gas market for a specific year. The main inputs are gas 
production, pipeline transportation, marine and railway 
LNG transportation, liquefaction and regasification costs 
and aggregated demand for gas in the gas consumption 
centres (nodes). 

The production and transportation optimisation 
problem GEAR allows identifying the most competitive 
gas suppliers and gas supply routes, estimating gas 
transportation volumes for the each route as well as the 
rent revenues, which are the difference between the dual 
(shadow) prices in the nodes and costs to supply gas to the 
nodes.  

The GEAR model analyses the different scenarios to 
supply Mongolia with gas, namely, LNG import from 
Russia or China and the construction of the gas pipeline 
“Irkutsk-Ulaanbaatar-Beijing”. The demand for gas is 
aggregated in Ulaanbaatar. 

Analysing the role of Mongolia in the regional gas 
market described by the GEAR model is the first stage of 
the study. This model allows estimating the 
competitiveness of the supply sources and routes subject 
to limited capacities and provides with gas import costs 
estimations. 

However, due to the fact that the country’s demand is 
aggregated only in the single node, the necessity to build 
the national gas infrastructure, which would be different 
in the different import scenarios, is not taken into account. 

That is why a special model of the national gas 
infrastructure creation is developed for Mongolia. The 
model considers the optimal directions of LNG or pipeline 
gas import and the construction of gas infrastructure 
facilities to satisfy the demand across the entire territory 
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of Mongolia. The infrastructure facilities comprise 
pipelines, vehicles with a cryogenic cistern for LNG 
transportation, liquefaction plants and regasification 
facilities. 

The GEAR model supplies the model of the national 
gas infrastructure with such parameters as import costs 
and maximum import volumes. Such a linkage between 
the models allows estimating the impact of the Northeast 
Asian gas market frameworks on the national gas supply 
system design.  

Every infrastructure facility type is described by a 
financial model. The financial models evaluate the 
cumulative discounted cash outflows from operations and 
investing activities. These outflows are to be the objective 
function coefficients of the national gas infrastructure 
model. 

The financial models of the gas infrastructure facilities 
investment projects can also be used to analyse the 
opportunities for increasing the competitiveness of the gas 
supply options and improving the performance indicators 
of the facilities. 

The financial models calculate the main financial 
indicators from sales to net income and return ratios. 
These models estimate the minimum price, or tariff, to 
ensure the equivalence of the cumulative discounted 
revenues and the cumulative discounted cash outflows 
from operations and investing activities.  

 The financial models interact with the model of the 
national gas supply system of Mongolia. Firstly, the cash 
outflows from operations and investing activities are the 
main input parameters in the model of the national gas 
supply system of Mongolia. Secondly, the capacities of 
the gas infrastructure facilities are chosen taking into 
account gas demand profiles for typical consumers. 

 On the one hand, the interaction between the financial 
models and the model of gas supply system allows 
identifying the financial and performance parameters that 
are necessary to achieve a certain level of the 
competitiveness. On the other hand, it allows identifying 
the competitiveness level when the financial and 
performance parameters are given.  

3 The model of gas supply infrastructure 
in Mongolia  

Mathematically, the model of national gas supply 
infrastructure is a mixed integer linear problem.  

The integer variables are the number of constructed 
infrastructure facilities and the number of infrastructure 
facilities at the beginning and at the end of the modelling 
interval (projected time period). The infrastructure 
facilities are gas pipelines between the nodes, LNG 
vehicles delivering LNG from one node to another, 
regasification and liquefaction facilities in the nodes. 

The non-negative variables are the volumes of pipeline 
gas and LNG transported between the nodes and the 
regasification, liquefaction and import volumes in the 
nodes during the last year of the modelling interval. 

The objective is to minimize the cumulative discounted 
cash outflows from investment and operating activities to 

create and operate gas infrastructure and to import LNG 
and pipeline gas during the modelling interval. 

The model has three types of the constraints: 
1) balance constraints, 
2) capacity constraints, 
3) existing infrastructure constraints. 
The balance constraints are calculated for pipeline gas 

and LNG separately. They ensure that the sum of net 
inflow of gas to the node from the other nodes, net inflow 
from transformation processes and import is equal to the 
demand for gas in the node during the last year of the 
modelling interval.  

The transformation processes are regasification and 
liquefaction. Regasification adds the volume of pipeline 
gas in the node and liquefaction reduces the volume of 
pipeline gas in the node. And vice versa, liquefaction adds 
the volume of LNG in the node and regasification reduces 
the volume of LNG in the node.  

Transportation, regasification and liquefaction losses as 
well as facilities’ own energy consumption are accounted 
for in the balance constraints.  

In this version of the model, import of pipeline gas is 
possible only along the pipeline “Irkutsk-Ulaanbaatar-
Beijing” and LNG import is possible only along the 
Trans–Mongolian Railway.  

The capacity constraints ensure that the volumes of 
pipeline gas and LNG transported between the nodes, 
liquefaction and regasification volumes in the nodes do 
not exceed the total capacities of the corresponding gas 
infrastructure facilities. The cumulative capacities are 
calculated based on the quantity of the facilities and their 
capacities. 

Existing infrastructure constraints link the number of 
the existing infrastructure facilities at the beginning of the 
modelling interval with the number of the facilities at the 
end of the modelling interval.  

It is assumed that there is no infrastructure at the 
beginning of the first period. Decommission is not 
considered in this version of the model as the useful 
lifetime of the gas infrastructure facilities exceeds the 
period within the modelling interval when gas demand 
exists (2025-2040).  

4 Demand projections 

We use a two-stage approach when making energy 
demand projections for NEA. Firstly, we project the 
scales and structure of final energy consumption to satisfy 
the demand for useful energy.  Secondly, we project 
energy transformation and energy carriers international 
transportation volumes to estimate total primary energy 
consumption. 

When estimating final energy consumption projections, 
the following assumptions are used: 
• estimations of the future social and economic 

development, 
• cost-performance parameters for the different energy 

technologies included in the projections, 
• the difference in energy carriers prices. 

In the model of national gas supply system of Mongolia, 
gas demand at the end of period is aggregated in the 25 
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nodes. Natural gas flows in and out the nodes. Besides, 
regasification and liquefaction processes take place in the 
nodes.  

Pipeline gas demand and LNG demand are accounted 
for separately, with LNG demand representing the 
demand from transport sector and autonomous 
consumers. Thus, it is assumed that natural gas is 
transported from the node to its autonomous final 
consumers, whose demand is aggregated, only in a liquid 
state due to long distances and low consumption volumes. 
At the same time, pipeline transport can be used between 
the nodes. 

In the illustrative example provided in this paper, we 
assume total country’s annual demand for gas during the 
period 2025-2040 at 6.6 billion cubic meters (the so-
called “high gas” case), with the demand for pipeline gas 
accounting for 3.7 billion cubic meters. 

5 Capacity of the infrastructure facilities 

The infrastructure facilities vary by their capacity types. 
In this version of the model, we consider three types of 
pipeline capacities, two types of LNG vehicles capacities, 
which correspond to the volumes of cryogenic cisterns, 
two types of regasification facilities and four types of 
liquefaction facilities (Table 3). 

Table 3. Capacity types. 

Infrastructure 
facility Capacity type Unit 

Pipelines {0.4; 0.6; 1} billion cubic meters 
per year 

LNG vehicles {15; 40} cubic meters per 
truck/cistern 

Regasification 
facilities {8; 17} million cubic 

meters per year 

Liquefaction 
facilities {0.1; 0.5; 1.5; 2.5} million tons of 

LNG per year 
 
It is important to note that including or excluding the 

capacity types is an iterative process. If the modelling 
results show that in the node or on the route, a large 
number of infrastructure facilities with maximum 
capacity are used or the facilities with minimum capacity 
are underused, new capacity types should be added to 
ensure more rational results. And vice versa, the unused 
capacities can be excluded to reduce the computational 
time. 

6 Infrastructure facilities costs 

The financial models of gas infrastructure facilities 
calculate the following types of cash outflows: 
• cash outflows related to constriction investments, 
• cash outflows related to maintenance investments, 
• cash outflows from operations. 

The cash outflows related to construction investments 
take place before commissioning the infrastructure 
facilities. It is assumed that the infrastructure should be 

commissioned at the beginning of the year 2025, i.e. 
actually, a static version of the model is described.  These 
investments consist in the investments in the capital 
equipment, ancillary equipment and buildings as well as 
design, engineering and project management costs. 

The maintenance investments take place when the 
useful life of the assets is less than the modelling interval 
of the national gas supply system model. In this case, new 
equipment should be commissioned in order to substitute 
the equipment that has been depreciated.  

The cash outflows from operations consider personnel 
costs, maintenance services costs, consumables costs and 
taxes. They do not comprise the costs related to the energy 
losses and own energy facilities’ consumption because 
these costs are accounted for in the national gas supply 
infrastructure model, i.e. in the financial models, variable 
operating costs are not included. 

In this version of the model, the cash outflows for 
regasification and liquefaction facilities and for LNG 
vehicles do not vary with the nodes and routes, 
correspondingly. At the same time, the investments in 
pipeline construction per km are different for the each 
route, as some expert assessments of local geography and 
climate are taken into account. 

Table 4 demonstrates the energy services tariffs, which 
would be set by the infrastructure facilities, that ensure the 
equality between the cumulative discounted cash inflows 
from sales and the cumulative discounted cash outflows 
during the modelling interval 2021-2040. In other words, 
the Net Present Value achieved at these tariffs is equal to 
zero.  

All cash flows are real, i.e. net of inflation. The real 
discount rate is set at 9 percent. 

These tariffs do not take into account the energy losses 
and own consumption components. Besides, it is assumed 
that the infrastructure facilities work at full capacity. 
Thus, the real tariffs should be higher.  

Pipeline tariffs depend on the distance, diameter and 
local geography and climate. The other tariffs depend on 
infrastructure capacities, as the location factor is not 
considered. The higher the capacities, the lower the 
tariffs.  

Table 4. Energy services tariffs. 

Infrastructure 
facility Tariff Unit 

Pipelines 9-17 2020 US$ per 1000 cubic 
meters per 100km 

LNG vehicles 8-20 2020 US$ per tonne of LNG 
per  100km 

Regasification 
facilities 16-35 2020 US$ per 1000 cubic 

meters 

Liquefaction 
facilities 175-202 2020 US$ per tonne of LNG 
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7 Modelling results 

Figure 1 demonstrates the results of illustrative modelling. 
It is important to note that this illustrative example does 
not consider the stages of gas infrastructure creation. This 
means that the results would be different if the model 
considered that the consumers were connected to the 
infrastructure stage-by-stage. In other words, it would 
probably be better to build several infrastructure facilities 
with smaller capacities during the different periods than 
to build one facility with bigger capacity because the 
facility was being underused while the costs were being 
incurred. 

The modelling results indicate that 
1) An optimal solution is to build a mid-scale  

liquefaction plant with the capacity of 2.5 million tons of 
LNG per year in Erdenet. The feed gas is to come from 
the gas pipeline “Irkutsk-Ulaanbaatar-Beijing”.  

2) A very small amount of LNG (0.5 percent of the 
imported gas) is to be imported in the border areas by rail 
transport.  

3) The construction of the branches from the gas 
pipeline “Irkutsk-Ulaanbaatar-Beijing” is possible in 
some areas in the eastern parts of the country, while LNG 
supply is more feasible in the western parts.  

Conclusions 

Mongolia can play an important role in the process of 
the Northeast Asian gas market development. The 
participation of the country will ensure not only cost 
reduction effect when transporting gas from China to 
Russia but also the environment for the creation of the 
country’s own gas industry contributing to sustainable 
economic, social and environmental development.  

The proposed modelling tools can be used to estimate 
the role of national gas consumption patterns and the 
niches of pipeline gas and LNG exporters when 
developing national gas supply systems. 

The development of the modelling tools should be 
directed to take into account the stages of gas 
infrastructure development and the demand dynamics.  

The model of the national gas supply system will be 
expanded to include an optimal schedule of infrastructure 
facilities commissioning. This schedule could reflect 
long-term energy strategy goals and thereby support 
decision-making process.   
 

The study was supported by RFBR research project 18-510-
94006. The authors would like to thank AIMMS company for 
providing the free software for academic purposes that allowed 
them to make the computations. 

Fig. 1. Modelling results. 
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Abstract. The most important document regulating the use of natural resources in the territories adjacent tothe lake Baikal in Russia became the federal law No. 94 “On the protection of the lake. Baikal" from 1 May1999. A list of prohibited activities has been approved for the central ecological area which now againdiscuss. Taking into account the categorization of objects that have a negative impact on the environment,the energy objects of the central ecological area are assigned to categories II and III. And in case of changesconcerning of categorization in the list of prohibited activities, it means that operation of energy objects willprohibited. The main environmental problem of the energy sector is the use of coal and the presence of ahazard class 1 substance in the emissions. To achievement environmental requirements, it is necessary toreplace coal with alternative environmentally friendly types of energy carriers (natural gas and electricity).In order to implement the increased requirements for energy objects, it is necessary to develop a specialpackage of normative legal acts and government support measures, including significant financial costs,focused on this territory.

1 Introduction
Currently for the protection of the lake. Lake Baikalalong with the fundamental legislative acts (the UNConvention and The law "On the protection of the l LakeBaikal") [1, 2] the Governments of Russia and thesubjects of the Russian Federation have developed aseries of documents regulating the protection of lakeBaikal and the socio-economic development of theadjacent territory.According to the recommendations of the UNESCOCommittee, along with the adoption of the law "On theprotection of the Lake Baikal" (1999), the boundaries ofthe world heritage site with an area of 8.8 millionhectares were established, the Baikal pulp and paper millwas closed (in 2013) and other activities were done.One of the results of the adoption of the law "On theprotection of the l Lake Baikal" was zoning with theformation of the Baikal natural territory and release threeecological areas: central, buffer and area of atmosphericinfluence.Increased environmental requirements in the centralecological area are mostly associated with the presenceof specially protected natural territories in this area:national parks, reserves, reserves, etc. Such restrictionsare reflected in Federal law No. 33 of 14.03.1995 "Onspecially protected natural territories" [3]. Outside theboundaries of protected areas, a special mode of life andnature management is regulated by the law on theprotection of the Lake Baikal.

It was determined that in the central ecological area itis necessary to reorient economic activities and existinginfrastructure to ecologically acceptable types, whichwill ensure a harmonious combination of the life of thepopulation and the functioning of economic objects withthe environment.It should be noted that the boundaries of the WorldHeritage Site do not include five urbanized, industriallydeveloped territories (Baikalsk, Slyudyanka, Kultuk,Babushkin, Severobaikalsk). Moreover, thesesettlements include in central ecological area and it is inthese territories that the largest industrial enterprises arelocated, where the most active economic activity iscarried out.
2 Basis position
For the Central ecological zone by the Government ofthe Russian Federation in accordance with the Federallaw "On the protection of the Lake. Baikal" wasdeveloped and approved by the Resolution of theGovernment of the Russian Federation No. 643 ofAugust 30, 2001 [4] the list of prohibited activities,which eventually amounted to more than 50 types, andchanges in this list are currently being discussed [5].In the current Resolution No. 643, the list ofactivities prohibited in the central ecological area of theBaikal natural territory that relate directly or indirectly toenergy systems includes the following [4]:
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- Extraction of crude oil and natural gas.- Production of sources of autonomous power supply.- Electricity production with a unit capacity of powerplants over 100 MW, as well as activities for the supplyof energy produced in the central ecological area of theBaikal natural territory, outside this area.- Energy production at nuclear power plants.- Construction of main oil pipelines, gas pipelines andother product pipelines, with the exception of gaspipelines for local gas supply.- Construction of buildings and structures formetallurgical, chemical and petrochemical enterprises,coal-fired boiler houses and thermal power plants, withthe exception of overhaul, reconstruction, modernizationof coal-fired boiler houses and thermal power plants, aswell as their distribution networks.- Wholesale trade in solid, liquid and gaseous fuels andrelated products.- Neutralization of production and consumption waste byincineration without purification of emissions to standardquality.- Activities for the provision of housing and communalservices during the operation of sanatorium and resortand recreational complexes without structures thatprovide wastewater treatment and emissions of harmfulsubstances into the atmospheric air up to the approvedstandards.The draft Resolution of the Government of theRussian Federation of 2020 “On Approving the List ofActivities Prohibited in the central ecological area of theBaikal Natural Territory” is currently changes made,which are primarily related to the categorization ofobjects that have a negative impact on the environment.The criteria for assigning objects to different categoriesare determined by the Resolution of the Government ofthe Russian Federation No. 1029 of September 28, 2015"On approval of criteria for classifying objects that havea negative impact on the environment as objects ofcategories I, II, III and IV" [6].
2.1. Problems
Research carried out at the Melentiev Energy SystemsInstitute SB RAS revealed that about 100 energy objectsof various capacities currently operate in the centralecological area, which use coal, firewood, liquefiednatural gas, fuel oil, as well as electricity for heating [7].By classifying them based on categorization criteria,energy objects can be classified into categories II (largeboiler houses, Baikal CHP) and III (the majority of low-power boiler houses).At the same time, objects that have an insignificantnegative impact on the environment and objects that arenot included in group II or IV are classified as objects ofcategory III. Thus, category IV includes [6] stationarysources of environmental pollution, the mass ofpollutants in emissions into the atmosphere of whichdoes not exceed 10 tons per year, in the absence ofsubstances of hazard classes I and II, radioactivesubstances. Also, these sources should not dischargepollutants into centralized water disposal systems and

the environment. In addition, category IV objects includefacilities for providing electric energy, gas and steam(using equipment with a design heat capacity of less than2 Gcal perhour when consuming gaseous fuel).Taking into account the fact that the boiler houses ofthe central ecological area use mainly coal as fuel andeven with small volumes of emissions, they emitbenz(a)pyrene – a substance of the 1st hazard class,respectively, and belong to the III category. If a newResolution on the list of prohibited activities in thecentral environmental area is approved, these objectswill be banned not only for construction andreconstruction, but also for operation.As a result, the increased environmental requirementsfor the central ecological area are mainly prohibitive andare determined by the list of prohibited economicactivities and a special regime of environmentalmanagement for the population.The main environmental problem in the energy sectorof the central ecological area is the use of coal (70% ofheat sources operate on coal). Under the currentResolution No. 643, even a ban on the construction ofnew coal-fired boiler houses will not solve this problem,and the allowed reconstruction and modernization ofexisting morally and technically out-dated energy objects(equipment wear reaches 80%) will not allow achievingthe maximum effect on reducing emissions. In addition,up to 60% are emissions from low-power boiler houseswithout proper cleaning of particular matter.In this regard, it should be noted that the regulationof permissible emissions at the level of the governmentof the Russian Federation, both in Order No. 63 ofMarch 5, 2010 [8] and in Order No. 83 of February 21,2020 [9] provides for only two pollutants: sulfur andnitrogen oxides. Permissible emissions of harmfulsubstances into the atmosphere from objects of all typesof economic activity (not only energy objects) aredeveloped for three basins of Lake Baikal - in Table 1.
Table 1. Standards for permissible air emissions for threebasins of the Lake. Baikal during the year, thousand tons

Territory
Pollutant

Sulphuroxides Nitrogenoxides
Baikal natural territory, total 6.4 3.27
Southern basin of Lake Baikal 4.0 2.1
Middle basin of Lake Baikal 1.2 0.63
Northern basin of Lake Baikal 1.2 0.54
It should be noted that the standards for basinsdeveloped in Resolution No. 63 of March 5, 2010require clarification in order to understand thepermissible impact standards, for example, in thesouthern basin, the standards are provided for twoecological areas, while large industrial enterprises

409



operate on the territory of the buffer ecological area inthe southern part of Lake Baikal, and under certainmeteorological conditions (as for the area of atmosphericinfluence), emissions can flow to the lake's wateraquatory.When coal is burned, the main impurity (80-90%)from the emission is particulate matter which directlyenters in the surface layer and are washed out withprecipitation (snow, rain) into the Lake Baikal. In fact, inthe central ecological area, the emission of particulatematter from energy objects is predominant, and theirrationing is absent.At the same time, comparing the existing emissionand standards, we can state the fact that only fromenergy objects to the Northern and Southern basins ofthe lake. Baikal receives more than 50% of emissions ofsulfur oxides, and depending on the fuel burned and thewinter period, this emission is close to or cab exceedsthe norms [10].In general, the environmental requirements for thecentral ecological area can be formulated as minimizingthe impact on all elements of the environment.
2.2 Condition for implementation
To meet the environmental requirements for energyobjects in the central ecological area, various measuresand directions were developed to reduce emissions andwaste generation [10, 11].Among the possible directions are the modernizationof coal-fired boiler houses; the replacement of coal withalternative environmentally friendly fuels (wood fuel,natural gas); the use of electricity for heating; and theuse of renewable energy sources. For theirimplementation, there are certain conditions associatedwith the problems of legislation for a specially protectednatural area or with high economic costs.Modernization of coal-fired boiler houses, includingcleaning equipment, will significantly reduce the load onthe environment. However, taking into account thenewly introduced restrictions on the categorization ofenergy objects (they will be assigned to categories II andIII), their operation should be prohibited. In this case, thealternative to modernizing large coal-fired boiler houseswill be to replace coal with environmentally friendlytypes of energy carriers (natural gas and electricity).Thus, there are all favourable conditions for replacingcoal with natural gas, from the presence of a large gascondensate field of natural gas on the territory of theIrkutsk oblast, to qualified personnel for the use of gasfuel, etc. However, solving of this issue requiresamendments to the legislation, including the list ofprohibited activities, which includes "... the constructionof main oil pipelines, gas pipelines and other productpipelines, with the exception of gas pipelines for localgas supply". In addition, the economic justification forthe use of natural network gas with estimates of therational volume of gas consumption in power objects(within the range of 175-190 thousand tons of fuelequivalent) and competitive prices for differentcategories of boiler houses, taking into account changes

in efficiency, shows the need to use state support measures, since, in most cases, the implementation of such measures requires significant investment [12-13]. Small-capacity gas-fired boilers have great advantages, first of all, low emissions into the atmosphere, attributing them to category IV, which has its own preferences in terms of exemption from obligations to calculate emission standards and payments for emissions.Another attractive and most feasible direction of reducing the anthropogenic load from energy objects to the environment is the use of electricity for heat supply. This direction is the most environmentally attractive, since the operation of such energy sources is completely no emissions, discharges and waste to the environment. Estimates of the potential amount of electricity to replace coal in boiler houses show that such measures are highly feasible. Competitive electricity tariffs for the implementation of this event are estimated at 1 RUB per kWh and the need for boiler houses in the central ecological area about 1300-1400 million kWh [11]. Currently, tariffs are significantly higher in the studying territory, especially within central ecological area of the Republic of Buryatia.
3 Conclusions
To meet the environmental requirements for energy objects in the central ecological area, it is preferable to use alternative energy carriers for heat energy production instead of coal.The most preferable option is to replace coal with natural gas. The rational volume of gas consumption in power facilities is estimated at 175-190 thousand tons of fuel equivalent. The main condition for implementation is the construction of an export gas pipeline from Russia (through the territory of the Irkutsk oblast) to China via Mongolia and amendments to existing legislation or the organization of low-tonnage production of liquefied natural gas.The most feasible currently is the use of electricity for heating purposes. According to the authors ' estimates, the potential volume of electricity for replacing coal in the Central ecological zone boilers is 1.3 billion kWh per year, but the competitive electricity tariff should be 1 RUB/kWh, which is several times lower than the current tariffs.Thus, the functioning of energy objects in the central ecological area is spontaneous and does not correspond to the ecological significance of the territory. And, if the increased environmental requirements for energy objects in the existing legislation are formulated in the form of minimizing the impact on all elements of the environment, then the problems of meeting such requirements are associated with the need to develop a special package of normative legal acts, of state support measures focused on this territory, including significant financial costs.
The study was carried out in the framework of integration program of 
the ISC SB RAS, State Registration N.: AAAA-
A17-117041250054-8. The study was also supported by RFBR research 
projects 17-48-380002. 
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Abstract. The paper examines the specifics of organization of the electricity and heat energy 
markets depending on the population behavior in the Far East. The region maintains a regular 
monopoly, where vertically integrated companies provide services while keeping surplus supply; 
consumer has no ability to influence the demand in the conditions of imposed prices. The paper 
estimated the price elasticity of demand on electricity for the population of Khabarovsk Krai, which 
confirmed the low degree of dependency of consumption from either income or the scale of the 
tariff. Furthermore, the paper estimated the potential growth of population expenses on electricity in 
two scenarios: 1) keeping energy tariffs on inflation level and 2) keeping current average annual 
growth rates of tariffs. There is a differentiation of availability of services depending on the level of 
income. There is also a need for social support of population from budgets depending on the growth 
rates of tariffs on electricity and heat energy.  

Introduction   

The theoretical assumptions on effective functioning of 
the markets show that consumers receive price signals 
from manufacturers and suppliers, compare them with 
their own budget capacities, and make decisions over 
volume of demand on goods or services. However, there 
are such markets where consumers have no way of 
controlling their demand. For example, markets of 
electricity or heat energy, which satisfy basic needs, 
which affects the market mechanism of producing and 
supplying these services [1; 2]. The industry specifics of 
such markets are reflected in the lack of price elasticity 
of demand on energy for some consumers, for whom the 
economic incentive for decreasing energy consumption 
is weak. A good example are the isolated energy systems 
with surplus capacities, where decreasing consumption 
leads to increasing fixed costs, which leads to increase in 
tariffs and consumer’s expenses on energy. This paper 
analyses such specifics of heat energy and electricity 
markets in the Russian Far East.  

1 Specifics of organization of electricity 
and heat energy markets: consumers’ 
behavior in the Far East  

The classic economic theory states that effectively 
functioning competitive markets allow consumers to 
change their demand on goods and services depending 
on the changing prices. For electricity and heat energy 
markets this is not always true [3; 4]. The reasons are in 
creation of demand and supply of energy, mainly [5-8]: 

– production and consumption of electrical and heat 
energy happens simultaneously; 

– production of electricity and heat energy is highly 
concentrated, their distribution is highly centralized; 

– the area of electricity consumption is limited by the 
boundaries of effective distribution of transmission 
network (up to several thousand kilometers); 

– heat energy markets are localized, located in 
settlements and separate districts of large cities (maximal 
radius of distribution up to 50 kilometers); 

– energy demand is seasonal, which requires 
maintaining surplus capacities for production. 

These specifics presume the existence of increasing 
economy of scale, require significant investments into 
developing the infrastructure, including early 
contributions into creation and development of energy 
systems and systems of centralized heat supply. As such, 
for a long time heat and electricity markets remain 
regulated monopolies, where vertically integrated 
companies provide heat and energy supply services. In 
these conditions the balance between demand, supply, 
and prices on energy is set according to the producers’ 
wishes and the ability of regulating bodies to keep them 
in check. The consumers are merely the recipients of 
these services and have no adequate tools of influencing 
the quality and the price of these services. This primarily 
concerns population and public organizations (education, 
healthcare), which objectively require state patronage. 

Electricity and heat supply services are essential 
services that satisfy basic needs, which means everyone 
needs to have access to them regardless of location and 
income according to the concept of public utility [9-10]. 
As such, the producer is limited in the ability to cut off 

412

mailto:naidensvetlana@mail.ru


 

consumers and suppliers of public (socially significant) 
sphere from these services, even if they are unable to 
pay. The consumer, faced with high prices on energy and 
limited budget, usually does not reduce consumption but 
instead stops paying, which creates financial debt to the 
producer of electricity or heat energy. This is explained 
by a simple fact that the consumer cannot stop using 
these services without reducing their quality of life. 
There are either no alternative ways of receiving these 
services at all, or they require complicated and expensive 
technological changes (for example, switching from 
centralized heat energy systems to individual heat units).  

The climate conditions of the Far East make this 
situation more dire. Electricity and heat energy are not 
just essential, they are vital for survival in the harsh 
climate. The specifics of their production in the region is 
tied to significant costs. Tariffs on heat due to climatic 
and technological conditions of the region are 
traditionally the highest, 1.6 times the country average 
for industrial consumers, and 1.2 times the country 
average for general populace [1; 11]. Regional tariffs on 
electricity are also one of the highest in the country, 
despite intra-territorial cross subsidies, introduced in 
2017.  

Unlike the general Russian electricity market, which 
is competitive, where consumers sometimes can change 
the supply volume depending on electricity prices (price-
dependent consumption was introduced in 2017), the Far 
East remains a regulated monopoly, where vertically 
integrated companies provide services and consumers 
are basically hostages of imposed prices. If energy 
saving policy were to be introduced, considering surplus 
energy system capacities, lack of new high-volume 
consumers – the decreasing demand in the region would 
cause increasing fixed costs and, most likely, increasing 
price for consumers in the Far East.  

This means that consumers’ behavior on the markets 
of electricity and heat is defined primarily by the 
specifics of market organization and energy qualities. In 
these conditions, price elasticity of demand on energy is 
unlikely to exist. The general empirical research that 
estimated coefficients of price elasticity of demand on 
fuel and energy showed that their values differ strongly 
depending on the country, industry, time period, and 
calculation method [10; 12-17]. Since the volume of heat 
consumption in most houses in the country is calculated 
with standards depending on the living area and its 
qualities, the analysis of price elasticity of demand is not 
expedient, unlike electricity, the consumption of which 
is estimated by meters. 

2 Estimation of price elasticity of 
demand: Khabarovsk Krai  

To analyze price elasticity of demand on electricity 
Khabarovsk Krai was chosen as a region most 
representative of the Far East. It has not only the typical 
spatial diversity of energy markets, but also a policy of 
regional patronage of essential goods and services, 
including investments into modernization of 

infrastructure of energy supply and a guarantee of social 
support of the population.  

Looking at welfare the population of Khabarovsk 
Krai also represents a typical Far Easterner. There are 
31.7 million square meters of housing (16.5% of total in 
the Far East), where 1315 thousand people reside (16% 
of total). By average nominal per capita income the 
population of Khabarovsk Krai is the first among the 
most economically developed in the south of the Far 
East, while having lower inequality level in income 
distribution (Gini coefficient of 0.388) – below average 
in Russia (0.401). The same can be said for the decile-
dispersion ratio (income of 10% of the wealthiest to 
income of 10% of the poorest) of 13 against 15.5 
average in the country.  

The weighted share of poor population in 
Khabarovsk Krai is 12.2% of the total population in the 
region, which is comparable to the country average 
value. Despite growth of nominal income per capita in 
2013-2019 (141.5%), its real volume has decreased and 
is even lower than it was in 2013 (only 95%). This is 
made worse by poverty reproduction in, for example, 
northern parts of Khabarovsk Krai, which have high 
tariffs on electricity and heat energy and there are few 
opportunities presented on local job markets unlike 
southern parts of the region (the range of variation in 
income between districts inside the region is 3.5 times on 
average). It is impossible to provide essential goods and 
services, including energy supply, without state support 
in such conditions. 

To examine the dependence between electricity 
consumption per capita and the housing security (living 
area per person), the level of average income per capita, 
and electricity tariffs for urban population, several 
functions of demand on electricity were built for two 
income groups: with maximal and minimal income.  
Currently the whole population of Khabarovsk Krai pays 
for electricity according to a unified tariff regardless of 
the supplier and energy consumption. The analysis was 
carried out using the data from 2000-2017. In general, 
the income (price) elasticity of demand is calculated as 
the ratio of the percentage change of demand to the 
percentage change of income (price). Calculating the 
coefficient of price elasticity of demand for electricity is 
calculated as the ratio of differential logarithm of 
demand to differential logarithm of price. The final 
model estimated the demand depending on income level 
and tariff. The calculations allowed to formulate the 
following conclusions [18]: 

1) There is a direct relation between demand and 
income level, and it differs slightly between income 
groups. If income grows by 1% then electricity demand 
increases by 0.25% for low-income population and by 
0.23% for high-income population. Electricity demand 
does not exhibit income elasticity. This is explained by 
the stable living conditions and quality of life, including 
accessibility of household appliances (and their 
characteristics, intensity of usage), which have extended 
usage time and are renewed seldomly. Which is why the 
volume of electricity consumption changes only so 
slightly despite the growing income. 
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2) The qualitative analysis has shown that population 
demand on electricity also does not exhibit price 
elasticity [3]. This is confirmed by empirical calculations 
done by other specialists [13]. This is explained by the 
fact that a certain degree of freedom in choosing an 
energy supplier creates only an illusion of competition, 
since it requires significant changes to a lifestyle from 
the population. Besides, in public utilities sphere (unlike 
manufacturing) energy has no real replacement. The lack 
of price elasticity of demand has its limits. It exists only 
when the share of expenses on electricity is no higher 
than 10% of income. For population of Khabarovsk Krai 
the share of expenses for the poorest group was 6.1%, 
and 0.8% for the high-income populace. The price 
elasticity of demand coefficient for electricity is 
estimated at 0.3 for the Khabarovsk Krai population. 

Important to note that the lack of price elasticity of 
demand can be objectively influenced by subsidized 
tariffs that are actually below the real costs. But then the 
question is, how heavy would be the burden on 
households if the tariffs grew? 

3 Estimating the consequences of 
tariffs growth for population: 
Khabarovsk Krai 

The structure of payment redistribution is as follows: the 
population is pay for the majority of costs carried by the 
producers (65.2% for electricity and 49.1% for heat 
energy); the state compensates the loss of income 
experienced by the producers of energy due to welfare 
benefits and subsidies for socially vulnerable population: 
25% for electricity and 43.6% for heat, which 
traditionally dominate among public utilities payments; 
the cross subsidies range between 7-10% [18, p. 22]. 

The However, the burden on households in 
Khabarovsk Krai is extremely unequal. When looking at 
the 20% groups of population depending on the volume 
of disposable income the first group with the lowest 
income spends 18.2% of that income on energy, the 
second group – 10.1%, etc., the fifth group with the 
highest income – no more than 2.5% of the average 
disposable income per capita. This means it is very 
important to monitor financial consequences for 
households in case of increasing tariffs on electricity and 
heat supply. 

Two future scenarios are possible: (1) tariff 
increment matches inflation at 4% annually; (2) tariff 
increment is kept at the level of previous 5 years, 
105.6% annually. For disposable income, the growth 
rates of the recent years for all five income groups were 
kept as is. Even if the quality of life changes for the 
better, in this case it is more important to establish a risk 
zone for solvency and potential need for state patronage 
over essential sphere for life and activity. The thresholds 
for this risk zone are the so-called “availability 
thresholds” established by Bashmakov I.A. [19] The 
“average availability threshold” denotes that the share of 
expenses on public utilities in population income is 
above 7-8%, of energy service – 3-4%, which leads to 
the loss of comfort and decreases payment discipline. 

The second, “marginal availability threshold”, means 
that the share is 15% for public utilities and 6-8% for 
energy services. When this threshold is crossed, “no 
harsh measures in attempting to collect payments or 
supporting population will improve payment discipline. 
This threshold is the key in creating social support 
programs” [20]. 

The calculations show that (Table 1): 
- In scenarios (1) and (2) the burden on households in 

the lowest-income group will cross the 20% threshold by 
2025 and will be unbearable, causing lack of payments 
and high debt. 

- For groups II and III both scenarios show burden 
reaching above 8% – the aforementioned “marginal 
availability threshold”, which is followed by the 
decreasing payment discipline and the negative 
consequences for energy suppliers; 

- For the most fortunate groups IV and V the high 
growth of tariffs will not increase the share of energy 
payments above critical levels, but this does not mean 
that their payment discipline would not change. 

 

Table 1. The share of electricity and heat expenses in 
disposable income of the Khabarovsk Krai population divided 

into 20% groups, %  

Group 2017 
Estimate 2025 

scenario 
(1) 

scenario 
(2) 

Group I 
(lowest income) 18.2 22.1 25.4 

Group II 10.1 11.8 13.6 

Group III 7.0 8.0 9.2 

Group IV 4.8 5.4 6.2 

Group V 
(highest income) 2.4 2.6 3.0 

 
 
This means that if the tariffs on energy continue to 

advance rapidly, by 2025 the first three income groups in 
Khabarovsk Krai would cross the availability threshold, 
worsening their comfort level and becoming dependent, 
eventually transforming into insolvent. 

Undoubtedly the state’s involvement into this 
situation is necessary and is not just a goodwill act to 
support the poor, but the purposeful fulfillment of its 
social duties. In particular, supplying its citizens with 
social support (benefits) in paying for housing and public 
utilities. 

The budget of Khabarovsk Krai in 2019 spent 3.2 
billion rubles on compensating benefits, while subsidies 
for socially vulnerable population took only 770 
thousand rubles. Where subsidizing correlates with the 
quality of life in the region, providing benefits depends 
on the goals and scale of the federal and regional social 
policy. This means that if the tariffs on energy grow 
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(which occupy more than half of expenses on public 
utilities) and even if poverty decreases, the large share of 
state’s financial burden would be devoted to fulfilling its 
social duties. The total expenses of Khabarovsk Krai 
budget on supporting its population by 2025 can reach: 

a) in scenario 1 (tariffs match inflation) – 5.6 billion 
rubles annually, 

b) in scenario 2 (maintaining tariff growth) – 6.3 
billion rubles annually. 

This presumes that the Far East maintains the 
existing patronage in setting tariffs below the level of 
real expenses. Cancelling it would decrease the quality 
of life, increase the level of non-payments, and increase 
the expenses of local budgets on compensating them.  

Conclusions  

This research has allowed to formulate the following 
conclusions. The estimations of price elasticity of 
demand on electricity in the conditions of surplus energy 
systems of the Far East confirm earlier assumptions of 
the lack of elasticity of demand on energy.  

If the tariffs grow, the financial burden on household 
will significantly differ depending on the income levels 
of population of the Far East, especially Khabarovsk 
Krai, meaning: a) about two thirds of the population 
would experience a worsening quality of life; b) no less 
than 40% would become unable to pay; c) no less than 
20% would cross the “marginal availability threshold”, 
creating a category of stagnant poverty. 

If energy costs were to increase, the subsidiary 
burden of territories of the Far East would increase 1.5 
times, specifically in Khabarovsk Krai, which maintains 
a vast array of federal and regional benefits and a narrow 
window of work and increased income opportunities for 
the population, 20% of which require state support. 

The correct choice of dominants of energy policy in 
the social sphere and public utilities sphere help foster 
favorable conditions in the society, because without a 
reliable electricity, heat and fuel supply not only do the 
economic, social, and political risks grow, but so do the 
costs of overcoming them.  
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Abstract. Currently, the economy should develop along an innovative way of development with an 
increase in the efficiency of the use of natural resources and a decrease in negative impacts on the 
environment to ensure stable economic growth and improve the quality of life of the population. The 
purpose of the study is to assess the environmental and energy effects that affect the environment 
and energy intensity in the country. The dynamics of greenhouse gas emissions in Russia are 
contemporaneously influenced by many different factors, such as the industry structure of the economy, the 
structure of the fuel and energy balance, the level of technological equipment, and the situation in world 
markets. Our analysis showed that the dynamics of CO2 emissions in Russia are determined primarily by 
the growth rates of the population's well-being and by the growth of industrial production. At the same time, 
in the period 2000-2012, the effect of welfare growth was partially offset by a decrease in the energy 
intensity of the economy, but then the potential for reducing energy intensity due to changes in the structure 
of the economy was exhausted. The contribution of the technological factor is also insufficient. So for the 
period 2000-2017, the improvement of technologies in the field of heat and electric energy production from 
fossil energy sources made it possible to reduce CO2 emissions by only 33 million tons. Another significant 
constraint to the transition to a low-carbon trajectory of development is the low rate of implementation of 
energy-saving technologies in the production of energy-intensive industrial products, maintenance of 
residential and public buildings.  

1 Introduction 

Currently, the economy should develop along an 
innovative way of development with an increase in the 
efficiency of the use of natural resources and a decrease 
in negative impacts on the environment to ensure stable 
economic growth and improve the quality of life of the 
population. 

The most intensive period of growth in emissions of 
pollutants into the atmosphere was from 1990 to 2010. 
During this period, carbon dioxide emissions increased 
by more than 45% (9.7 billion tons). The Asia-Pacific 
region and the countries of the Middle East accounted 
respectively for 76% and 9% of the increase in 
emissions. At the same time, during the same period, 
CO2 emissions in European countries decreased by 
13.6%, and in Russia and the CIS countries - by 32%. 
However, for the CIS countries, this is not caused by an 
increase in energy efficiency, but by a decline in 
industrial production. 

The growth of greenhouse gas emissions at a high 
rate in 1990–2010 is associated with a high rate of 
growth in energy consumption (mainly coal 
consumption) in developing countries. The growth in the 
population and prosperity of developing countries has 
been significantly offset by the decrease in the energy 

intensity of the economy and by the change in the 
structure of consumed energy towards the consumption 
of natural gas and alternative energy sources since the 
2010s. As a result, the average annual growth rate of 
CO2 emissions in the APR countries decreased from 
4.9% in 1990–2010 to 2.3% in 2010–2018 [1-3]. 

Over the past four years, there has been acceleration 
in the growth of greenhouse gas emissions. The growth 
rate of emissions increased from -0.1% in 2015 to 2% in 
2018. This fact is associated with an increase in the share 
of energy-intensive industries in the economies of China 
and the United States, which has increased the demand 
for energy resources. Climatic factors also had a 
significant impact on the dynamics of greenhouse gas 
emissions in 2018. For example, cold winters in the 
United States have led to an increase in energy 
consumption in winter and summer. As a result, after a 
period of emission reductions in 2015-2017, in 2018, 
CO2 emissions increased by 115 million tons. In 
European countries, on the contrary, milder climatic 
conditions in 2018 led to a reduction in energy 
consumption in the energy sector and a reduction in 
greenhouse gas emissions by 69 million tons. 

The dynamics of greenhouse gas emissions in Russia 
is simultaneously influenced by many different factors, 
such as the industry structure of the economy, the 
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structure of the fuel and energy balance, the level of 
technological equipment, and the situation on world 
markets [4, 5]. 

Thus, the purpose of the study is to assess the 
environmental and energy effects that affect the 
environment and energy intensity in the country.  

2 Data 

The sources presented in table 1 became the information 
base for statistical calculations and factor analysis in the 
framework of our study. 

Table 1. Database formation. 

Data Data source 

Population size Rosstat 

Consumption of fossil fuels ВР 

Real GDP Rosstat 

CO2 emissions in Russia 

Rosstat 

Roshydromet 

ВР 

IEA 
CO2 emissions from burning fossil 

fuels IEA 

The study also used national-level documents - 
strategic, programmatic, and official documents of the 
government and relevant ministries.  

3 Methodology 

The IPAT model is the basis for the factor analysis of 
this research work. Using this model, we assessed the 
factors causing changes in the analyzed indicator of 
emissions that pollute the atmosphere. This is an identity 
that determines three factors of anthropogenic impact on 
the environment, and according to which the impact of 
humanity (I) is expressed as the multiplication of 
population (P), affluence (A) and technology (T): 

I = P × A × T (1) 

The use of this formulation makes it possible to 
structure the analysis of the driving forces that underlie 
the dynamics of harmful emissions. Further, this identity 
is transformed in the following form: 

 
 

(2) 

where CO2 is carbon dioxide emissions; POP is 
population; GDP is Gross Domestic Product; EC is total 
energy consumption; G is GDP per capita; E is energy 
intensity of GDP, or in other words, the technology of 
using energy to produce GDP; CI is the carbon intensity 
of energy produced, energy production technology. The 
latter two factors determine two aspects of technological 

change: energy efficiency and energy production 
technology. 

The subsequent development of the methodology for 
factor analysis of anthropogenic carbon dioxide 
emissions made it possible to include in the analysis of 
the influence of changes in the structure of fossil fuel 
consumption. Thus, the amount of carbon dioxide 
emissions from the combustion of each type of fossil 
fuel is different, i.e. they have different emission factors. 
The rapid development of alternative energy with zero 
carbon dioxide emissions and its increasing importance 
in the structure of energy balances has led to the need for 
further improvement of the methodology. As a result, in 
2008, a model was proposed that allows one to assess the 
effect of changing the share of energy not related to CO2 
emissions, such as nuclear, hydroelectric, solar, etc. 

 

 

(3) 

where СО2 is carbon dioxide emissions, the 
summation is performed by types of fossil fuels used  
(i = 1, .., 3: oil, coal, natural gas); POP is the country's 
population; GDP is a gross domestic product; EC is the 
energy consumption of all types; FE - consumption of all 
types of fossil fuels; FEi - energy consumption of the i-
th type of fossil fuel; СО2i - emissions from combustion 
of the i-th type of fuel; G - GDP per capita; I - energy 
intensity of GDP; S1 - share of fossil energy carriers in 
total consumption energy; S2i is the share of the i-th type 
of fossil energy in the total consumption of fossil fuels; 
Fi is the emission factor of the i-th fuel. 

Thus, within the framework of the applied method, 
the dynamics of carbon dioxide emission is explained by 
the cumulative influence of the following factors: 

− population dynamics ∆CPOP, representing the 
change in carbon dioxide emissions due to a 
change in population; 

− welfare change ∆CGDP, showing the change in 
CO2 emissions associated with an increase or 
decrease in income; 

− change in the energy intensity of GDP ∆Cenint, 
which characterizes the change in the sectoral 
structure of the economy and the level of 
efficiency in the use of energy resources; 

− change in the share of fossil energy carriers 
∆Crenew, which characterizes the contribution of 
alternative and renewable energy to the 
reduction of carbon dioxide emissions; 

− changes in the structure of consumption of 
fossil energy carriers ∆CFF, which characterizes 
the impact of inter-fuel competition (for 
example, coal substitution with gas) on the 
volume of greenhouse gas emissions; 

− a change in fossil fuel combustion technology 
∆Ccarbint, which shows the change in the volume 
of carbon dioxide emissions due to a change in 
the specific carbon dioxide emissions when 
burning a kilogram of fossil fuels. 
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n this paper, the determination of the contribution of 
each factor to the dynamics of carbon dioxide emissions 
will be calculated based on the decomposition of 
changes using the log average of the Division's index. 

 
(4) 

 
(5) 

 
(6) 

 
(7) 

 
(8) 

 
(9) 

where СО2 is the total carbon emissions, the 
summation of which is carried out for three types of fuel 
(oil, coal and natural gas); POP is the population; TPES 
is the supply of primary energy of all types; FE is the 
supply of all types of fossil fuels; FEi is the supply of the 
i-th fossil fuel; СО2i - emission of carbon dioxide from 
combustion of the i-th fuel. 

4 Results  

The recovery of the Russian economy after the economic 
crises of the 1990s and the growth in the utilization of 
production capacities led to an increase in greenhouse 
gas emissions. However, the advancing development of 
the service sector and the change in the structure of the 
Russian economy in favor of less energy-intensive 
industries in the 2010s led to the stabilization of carbon 
dioxide emissions [6,7] (Figure 1). 

 

Fig. 1. Dynamics of CO2 emissions in Russia. 

The analysis showed that the dynamics of CO2 
emissions in Russia is determined mainly by the growth 
rates of the population's well-being and the growth of 

industrial production. At the same time, in the period 
2000-2012, the effect of welfare growth was partially 
offset by a decrease in the energy intensity of the 
economy, and in subsequent periods the potential for 
reducing energy intensity due to changes in the structure 
of the economy was exhausted. The contribution of the 
factor “growth of the welfare of society” to the increase 
in CO2 emissions for the period 2000-2015 is estimated 
at 931.9 million tons. The contribution of the reduction 
in energy intensity to the dynamics of CO2 emissions 
over the same period is estimated at -784.8 million tons. 

The zero dynamics of CO2 emissions in 2013-2017 is 
associated with a slowdown in economic growth. So the 
welfare (GDP per capita) of the population in 2017 
decreased by 0.8% compared to the 2012 level. In the 
period 2015-2017, the contribution of this factor to the 
change in the volume of emissions amounted to 14.8 
million tons. The stabilization, and in some years the 
growth of the energy intensity of the economy also 
provided a positive contribution to the dynamics of CO2 
emissions. Over the same period, the contribution of this 
factor is estimated at 21.3 million tons. 

At the same time, the contribution of the 
technological factor is insufficient. So for the period 
2000-2017, the improvement of technologies in the field 
of heat and electric energy production from fossil energy 
sources made it possible to reduce CO2 emissions by 
only 33 million tons. Another important constraint to the 
transition to a low-carbon trajectory of development is 
the low rate of implementation of energy-saving 
technologies in the production of energy-intensive 
industrial products, servicing residential and public 
buildings, which is reflected in the growth of energy 
intensity in recent years. In the production and 
distribution of electricity, gas, and water, the volume of 
pollutant emissions per ruble of value-added in 2017 
increased by 2.8%, in manufacturing the value of the 
indicator remained at the level of the previous year. 
Thus, due to the exhaustion of the potential for reducing 
energy intensity due to structural changes in the 
economy, the energy intensity of GDP by 2018 increased 
by 2.6% compared to the 2015 level (Figure 2). 

 

419



 

Fig. 2. Contribution of factors to changes in CO2 emissions 
from fossil fuel combustion in Russia. 

5 Discussion  

Within the framework of the study, it is of particular 
interest to compare the ongoing changes in 
anthropogenic emissions of carbon dioxide in Russia and 
other countries of the world. 

Calculations made based on this methodological 
approach for OECD countries showed a change in the 
structure of carbon dioxide emissions similar to Russia 
in the period 1990-2010. The main difference during this 
period was the impact of population dynamics on CO2 
emissions. For example, if a population decline was 
recorded in Russia, then the OECD population increased, 
which had a positive effect on CO2 emissions [8-11] 
(Figure 3). 

 
Fig. 3. Contribution of Factors to CO2 Emissions from Fossil 
Fuel Combustion in OECD Countries. 

However, in the last decade, Russia and the OECD 
countries are characterized by a significant difference in 
the structure of the increase in CO2 emissions: 

− Influence of energy intensity. In the previous 
decades, the decrease in the energy intensity of 
the Russian economy was mainly due to 
changes in the structure of the economy, but 
this potential has been practically exhausted. As 
a result, after 2015, this factor practically 
ceased to influence the dynamics of CO2 
emissions. In OECD countries, this factor 
continues to be a key factor in the process of 
reducing CO2 emissions. In addition to 
structural changes, the introduction of modern 
energy-saving technologies contributes to a 
decrease in the energy intensity of the economy 
in the OECD countries; 

− The growing influence of alternative energy in 
OECD countries on the reduction of CO2 
emissions. In Russia, alternative energy is 
developing at a slower pace than in the largest 
OECD countries and has a smaller impact on 
the dynamics of CO2; 

− Technological factor. During the past three 
decades, OECD countries have seen a steady 
decline in specific CO2 emissions from burning 
a kilogram of fossil fuels. However, in Russia, 
the dynamics of specific emissions are unstable. 
At the same time, the volume of emissions from 
burning a kilogram of coal makes a negative 
contribution to this indicator, while specific 
emissions from burning gas and oil tend to 
decrease. 

6 Conclusion 

Over the past ten years, the annual volume of greenhouse 
gas emissions in Russia has remained at a relatively 
stable level. Taking into account the low rates of 
economic growth (since 2013, the average annual growth 
rate of Russia's GDP has decreased to 0.7%), this may 
indicate insufficient measures to reduce the energy 
intensity of the economy and reduce greenhouse gas 
emissions. 

The analysis showed that the possibilities of reducing 
harmful effects on the environment due to factors such 
as changes in the structure of the economy have been 
mostly exhausted. To achieve the greenhouse gas 
emission indicators presented in the Strategy for the 
Long-Term Development of Russia with a Low Level of 
Greenhouse Gas Emissions until 2050, it is necessary to 
intensify the development of alternative energy, the 
introduction of digital and energy-saving technologies in 
industries, and the introduction of technologies for the 
capture, storage and processing of carbon dioxide. 
 
The research was carried out with financial support from the 
grant of the President of the Russian Federation for support of 
young scientists No. MK-1819.2020.6, No Nsh-2571.2020.6, 
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Abstract. The paper discusses the trends, features, and current problems of the operation of hydro power 
plants in the interconnected power system (IPS) of Siberia. The main feature of the IPS of Siberia is a high 
proportion of hydro power plants and, as a result, a strong dependence of power generation on the natural 
fluctuations of water inflows into reservoirs. The problems affecting the power system efficiency arise when 
the inflows deviate from normal and close-to-normal values. The study indicates the need to improve the 
current system of managing and planning the operation of hydro power plants. The important factor that can 
increase the efficiency and reliability of the power system operation is bringing the permissible ranges of 
variations in reservoir levels in compliance with the design values. Planning the long-term power balances 
and increasing their validity should involve predictive scenarios of water inflows into reservoirs. 

1. Introduction 

In 2019, 60 years had passed since the establishment of 
the interconnected power system (IPS) of Siberia. 
Currently, it is one of the seven interconnected power 
systems of Russia. The main feature distinguishing it from 
other IPSs is a high proportion of hydro power plants 
(HPPs). In the IPS of Siberia, there are 112 power plants 
with a total capacity of 52.1 GW, including the Angara-
Yenisei HPP cascade (one of the largest cascades in the 
world) with a total installed capacity of 24.7 GW [1]. 
Hydro power plants (given the Novosibirsk and Mamakan 
HPPs) generate about 50% of the total electricity 
produced in the IPS of Siberia, of which 80% is from the 
Irkutsk power system (the share of HPPs in the Russian 
Federation accounts for 18%). The Angara HPP cascade 
(Fig.1) plays an essential role in the operation of the IPS 
of Siberia. This system includes unique multi-year Irkutsk 
(Lake Baikal) and Bratsk reservoirs (with a total live 
capacity of 96 km3), which allows storage of up to 10-
12% of the entire annual demand for electricity of the IPS. 
Together with the Ust-Ilimsk and Boguchany HPPs, the 
Angara cascade produces about 30% of the total electric 
power of the IPS of Siberia. At the same time, the Bratsk 
HPP performs the compensating function in the power 
system, being the regulator of the annual power balances, 
whereas the Bratsk reservoir provides a balanced water 
management system of the Angara and Yenisei basins. 

The Angara and Yenisei hydro power cascades fulfill 
several other system-wide functions. For example, they 
cover the variable part of the load curve, including daily 
and weekly regulation, regulate frequency, and provide 
the major part of the load and emergency power reserves 
[2,3]. 

2. Trends 

In 1959, when the IPS of Siberia was put into operation, 
the share of HPPs in the structure of its capacity was less 
than 16%. By this time, the Novosibirsk (1958) and 
Irkutsk (1959) HPPs with a total capacity of about 1 GW 
had been commissioned. The largest hydro power plants 
in Siberia were mainly constructed in the 1960s-80s. 
These were the Bratsk HPP (1967), Krasnoyarsk HPP 
(1971), Ust-Ilimsk HPP (1980), and the Sayano-
Shushenskaya and Mainskaya HPPs (1985). By the mid-
1980s, the total capacity of the Siberian HPPs had 
amounted to 22.3 GW or 52% of the total capacity of the 
IPS of Siberia [2] (Fig. 1). 

The construction of hydro power plants became an 
important regional factor determining the accelerated 
development of the Siberian economy. That period saw 
the creation of large territorial production facilities, 
including the most electricity-intensive industries 
(aluminum plants, pulp and paper mills, etc.) that used the 
cheapest electricity in the Soviet Union. 
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Two different periods can be distinguished in the 
development and formation of the power system of 
Siberia. These periods coincide with the Soviet and post-
Soviet stages of political and socio-economic 
development of the country. The Soviet period (1960-
1990) was characterized by a sharp increase in electricity 
production and consumption. Electricity consumption 
increased by 6 times (about 20% per year), the total 
capacity of power plants - by 7 times, including that of 
hydro power plants  - by 22 times, and thermal power 
plants (TPP) – by 3.9 times (Table 1). 

 

Fig. 1. The scheme of the Angara-Yenisei HPP cascade 

The extremely low-water period of 1976-1982 showed 
a strong dependence of the IPS of Siberia on natural 

factors and, above all, on water inflows into the reservoirs 
of Siberian hydro power plants. This dependence was 
seen in the inability of hydro power plants to balance 
electricity generation and consumption in the power 
system in the dry period. For this reason, to improve the 
balance and reliability of the power system, in the second 
half of the 1980s, the country built several large heat 
generation facilities (three units of the Novosibirsk CHP-
5, the first unit of the Berezovskaya GRES (condensing 
power plant), and several 500 kV transmission lines. 

Such dynamics made it possible to balance the growth 
of electricity production and consumption in the power 
system. However, in some years, the uneven placement 
into the operation of units at HPPs and TPPs; 
commissioning of electrical networks and substations; 
and the emergence of energy-intensive consumers were 
accompanied by either shortage or surplus of electricity 
and power. Nevertheless, the modern structure of the IPS 
of Siberia was mostly shaped in the Soviet period. 

There was a significant decline in electricity 
consumption due to the collapse of the USSR and the 
economic crisis from 1990 to the mid-2000s. During that 
period, the IPS of Siberia operated in isolation from the 
UPS of Russia. At the end of the 1990s, electricity 
consumption in the IPS of Siberia went down to 170 TWh 
(dropped approximately by 20% to the 1980 level), and 
only in recent years, it has returned to the 1990 level. Over 
those years, only one hydroelectric power plant, the 
Boguchany HPP, with a capacity of 3 GW was built (the 
construction was completed in 2015, 40 years after it 
started), and several new heat-generating plants and units 
at the existing plants with a total capacity of 6 GW were 
commissioned. Also, 28 new substations and about 5 
thousand km of 500 and 220 kV overhead lines were put 
into operation [1]. The IPS of Siberia generated surplus 
capacity and, in some years, at the time of maximum load, 
the surplus was as high as 10 GW [4]. Over the past 15 
years, the IPS of Siberia has been operating under the 
conditions of stable power consumption and still has 
available power surplus (power consumption has 
increased by an average of only 0.1% per year).

Table 1. The structure of the capacities in the IPS of Siberia in 1960-2020 

Index  1960 1970 1980 1990 2000 2010 2020 
(2019) 

Electricity consumption TWh 34.6 101.6 167.7 205.6 172.5 202.7 211.4 
Total installed capacity, GW, including: 6.3 22.7 35.1 43.0 45.5 47.3 52.1 
HPPs 1.0 10.2 18.7 22.3 22.3 22.3 25.3 
TPPs (CHP +CPP + others) 5.3 12.5 16.4 20.7 23.2 25.0 26.8 
Capacity structure, %, including: 100 100 100 100 100 100 100 
HPPs 15.9 44.9 53.3 51.9 49.0 47.1 48.6 
TPPs (CHP +CPP + others) 84.1 55.1 46.7 48.1 51.0 52.9 51.4 

Since the early 1990s, the country's economic system 
has radically changed. Most of the unified state property 
has become private and corporate. Generating companies, 

grid companies, and large energy-intensive electricity 
consumers have become joint-stock companies. The 
electric power industry has been restructured and a 
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wholesale market for electricity and capacity has been 
created. Each joint-stock company has set its objectives, 
strategy, and performance criteria. As a consequence, it is 
difficult to make long-term planning and forecasting of 
power demand in the power system. The construction and 
commissioning of new large electricity consumers are 
determined, first of all, by the conditions of the Russian 
and World markets. A good example is a delay in the 
construction and commissioning of the Boguchany and 
Taishet aluminum plants with a total design capacity of 
2640 MW planned to be launched 10 years ago, before the 
commissioning of the Boguchany hydro power plant. The 
implementation of these plans, due to the unfavorable 
situation in the world aluminum market, remains in 

question for an indefinite period. There are no other large 
new electricity consumers in the power system so far. 

3. Specific features and problems 

The main specific feature of a power system with a high 
proportion of HPPs is a strong dependence of power 
generation on a natural factor, i.e., the natural fluctuation 
in water inflows into reservoirs. The deviation of the power 
output of hydro power plants of the Angara-Yenisei 
cascade from the long-term average values can be as high 
as 30% or 31-36 billion kWh per year (Table 2).

Table 2. Fluctuations in annual electricity generation from HPPs of the IPS of Siberia 

HPP Installed capacity, 
MW 

Annual electricity output, bn kWh 
Maximum Long-term average Minimum 

Irkutsk 662 5.16 4.13 2.86 
Bratsk 4500 28.10 22.50 14.36 
Ust-Ilimsk 3840 27.17 21.20 14.34 
Boguchany 2997 22.90* 17.60* 11.40* 

Angara Cascade ** 11999 83.33 65.43 42.96 
Sayano-Shushenskaya 6400 30.70 23.65 16.45 
Mainskaya 321 2.00 1.71 1.35 
Krasnoyarsk 6000 25.90 19.90 13.67 
Yenisei cascade ** 12721 58.60 45.26 31.47 
Angara-Yenisei cascade** 24720 141.93 110.89 74.43 
Novosibirsk 455 2.41 1.99 1.57 
Mamakan 100 0.17 0.16 0.15 
IPS of Siberia, total ** 25268 144.51 112.84 76.15 

Note: * – calculated values. 
** – the aggregate indices for the HPP cascades and the entire IPS of Siberia did not take into account the 
asynchronous runoff in different river basins and individual reservoirs within one basin. 

Problems in the IPS of Siberia and related water 
management and socio-economic systems arise when 
inflows deviate from normal and close-to-normal values. 
In low-water (extremely dry) periods, the electricity 
production at hydro power plants is significantly reduced, 
the power balance in some areas of the IPS of Siberia is 
disturbed, and hydropower reserves in the long-term 
storage reservoirs decline. In general, the overall reliability 
and stability of both the power system and the water 
management system are reduced. 

Throughout the whole period of the Angara HPP 
cascade operation, there were two such periods: 1976-1982 
and 2014-2017. The extremely dry years (1976-1982) 
coincided with reduced electricity production at thermal 
power plants in the IPS of Siberia, which was due to fuel 
undersupply and related electricity shortage in the system 
by the end of the low-water period. By 1979, to compensate 
for the decrease in electricity production at TPPs, long-
term water reserves in the Irkutsk (Lake Baikal) and Bratsk 
reservoirs had been completely depleted. As a result, along 
with the failure of power supply to consumers, the 
requirements of other water users and water consumers 
were not fulfilled either [2]. The 2014–2017 years, which 

were even severer in terms of inflow volume, caused less 
damage: navigation period was shortened, long-term 
resources of the Bratsk reservoir were almost completely 
drawn down, electricity production at the Angara HPP 
cascade decreased by 15-20%. The insufficient electricity 
production from the HPPs during that period was 
compensated by the electricity generation from thermal 
power plants. The reason is the available sufficient reserves 
and surplus capacity in the power system, and the 
capability to maintain the maximum possible saving of 
water resources [5]. 

Problems arise in high-water years as well. Due to the 
limited need of the power system for electricity during 
flood periods (that usually occur in summer), as well as the 
insufficient transfer capability of intersystem and intra-
system power lines, there are risks of overflowing 
reservoirs and idle discharges through the throughput 
facilities of HPPs, and flooding of territories located in the 
upper and lower pools. The latter relates primarily to Lake 
Baikal and the lower pool of the Irkutsk HPP. 

A specific feature of the power system with a high 
proportion of HPPs is the structure and dynamics of the 
intra-annual load curve. Every year from March to October 
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there is a seasonal decrease in power consumption. The 
same period (April-October) sees the maximum inflows 

into the reservoirs of HPPs and, consequently, the 
maximum generation of electricity from HPPs (Fig. 2).

 

Fig. 2. Generation structure of the IPS of Siberia on the example of 2019, million kWh 

Seasonal non-uniformity of electrical loads, with a 
limited variable part of the load curves, is compensated by 
unloading thermal power plants. In summer, some thermal 
power plants are unloaded to a minimum safe output, some 
are switched to heat generation only (Krasnoyarskaya 
GRES (CPP) 2 and CHP 1), or completely stop 
(Berezovskaya GRES (CPP) 1) (Fig. 3). This situation is 
repeated annually even in the average-water years, 
including 2019 (Fig. 4). In wet years, the HPP generation 

increases significantly. In this case, thermal power plants 
(including those the most efficient of them) are forced to 
unload (some of them are unloaded even below the 
minimum safe output), which complicates planned 
maintenance of energy equipment and electrical networks, 
carried out mainly in summer. As a result, the overall 
economic efficiency and reliability of the power system are 
reduced.

 

Fig. 3. Generation structure of the largest thermal power plants of the IPS of Siberia on the example of 2019, million kWh 

The operating conditions of hydro power plants are also 
affected by intra-seasonal water management and 
environmental requirements, as well as daily regulation 
restrictions. In the summer-autumn period, these entail the 
requirements for navigation flows through HPPs and 
fishery restrictions during spawning periods. A significant 

limitation for the lower pools of the Krasnoyarsk HPP and, 
especially, the Irkutsk HPP, is the one on the flows through 
the HPPs aimed at preventing flooding of adjacent 
territories. In winter, there are restrictions on the maximum 
flow in the lower pools associated with ice conditions.
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Fig. 4. The structure of the maximum and minimum generation in the IPS of Siberia on the example of 2019, MW 

There is a problem related to the limitation of the 
transfer capability of intra-system and intersystem 
electrical networks. The IPS of Siberia is generally self-
sufficient in terms of the electricity generation and 
consumption balance (power flow from other IPSs is about 
1% of the total consumption). However, there are both 
power-surplus and power-deficient areas in the IPS of 

Siberia, which is due to the limited network transfer 
capabilities in critical cutsets. 

An important factor that affects the operation of HPPs 
in the IPS of Siberia is the deviation of the permissible 
reservoir levels and flows through the hydraulic structures 
from design values, which is especially true for the HPPs 
and reservoirs of the Angara cascade, whose design 
characteristics are presented in Table 3.

Table 3. Design characteristics of the Angara HPP cascade 

Characteristics Irkutsk HPP Bratsk HPP Ust-Ilimsk HPP Boguchany 
HPP 

Angara 
cascade 

Hydro power plant parameters: 
Commissioning year 1959 1967 1980 2015  
Installed capacity MW 662.4 4500 3840 2997 11999.4 
Average long-term electricity 
generation, billion kWh / year 4.1 22.5 21.2 17.6 5.4 

Average long-term water inflow into 
the reservoir, km3 59.5 91.1 99.3 105.3  

Design head, m 26 101.5 85.5 70  
Reservoir parameters: 

Normal water surface (NWS), m  457.0 401.73 296.0 208.0  
Dead storage level (DSL), m 455.54 391.73 294.5 207.0  
Maximum water surface (MWS), m 458.2 402.5 296.6 209.5  
Reservoir surface area, km2 33000 5470 1870 2320 42660 
Total storage capacity, km3 48.4 162.3 58.9 58.2 327.8 
Live capacity, km3 48.4 48.2 2.8 2.3 101.7 

Irkutsk Hydro Power Plant (Lake Baikal). After the 
Resolution of the Government of the Russian Federation 
No. 234 of March 26, 2001 (herein referred to as the 
Resolution) on the necessity of compulsory fulfillment of 
the limited one-meter range when regulating the level of 
Lake Baikal (456 ÷ 457 m Pacific system (PS)) came into 
force [6], the permissible range halved relative to the 
design one (455.54 ÷ 457.50 m PS, (Table 3)).  In 2015-
2020, due to the extremely low water period that began in 
2014, this Resolution was temporarily suspended.  
However, it will be brought into effect again in 2021. This 
Resolution changed the storage conditions not only for 
Lake Baikal but also for the entire Angara cascade since 

Lake Baikal provides more than 60% of the total inflow 
into the downstream reservoirs. Baikal has ceased to fulfill 
the functions of long-term runoff regulator, which is 
stipulated by the Rules for the Use of Water Resources of 
reservoirs (herein referred to as “RUWR”) and the 
Technical Design of the Irkutsk HPP [7,8].  In the last 20 
years, the Lake Baikal has only been providing seasonal 
regulation. The 2014-2017 period of extremely low water 
demonstrated the insufficient validity and impossibility of 
implementing the Resolution under the water conditions 
other than normal one [9]. 

Bratsk hydro power plant. The regulation range of the 
Bratsk reservoir also deviates from the design one. Even in 
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the stage of the HPP construction, the benchmarks of water 
intakes and piers in the water area of the reservoir were set 
at 395 m PS, which is 3 m higher than the design dead 
surface level (Table 3). As a result, the ten-meter regulation 
range decreased to a seven-meter one. 

In the Ust-Ilimsk and Boguchany reservoirs, the 
possibility of summer navigational drawdown to the dead 
storage level is also not provided for, and thus their design 
regulation capability is reduced. 

Thus, the resources of long-term regulation of the entire 
Angara cascade have decreased by about half, which is 
equivalent to 10 billion kWh of annual electricity output. 
The principles of using long-term water resources of 
reservoirs are not regulated by law. 

The current management and planning system can also 
be viewed as a problem. Energy and water management 
systems are closely interrelated through the operation of 
hydro power plants (cascades of hydro power plants). The 
reservoirs of the Angara-Yenisei HPP cascade are of a 
comprehensive and multipurpose nature. They are used not 
only for energy needs but also for water supply, water 
transport, fisheries, and other purposes. However, the 
operation of hydro power plants is managed and planned 
by different departments - the System Operator (SO) in the 
electric power industry and the Federal Agency of Water 
Resources (FAWR) in the water management systems, 
which use different approaches. After restructuring, the 
power industry switched to market conditions. Currently, 
there are wholesale and retail electricity and capacity 
markets, including a day-ahead market and a balancing 
market, where pricing is based on the balance between the 
demand of the consumer and supply of the generator, 
including hydro power plants [3]. At the same time, the 
water sector management relies on the administrative 
system. Water legislation on the use of water resources is 
currently regulated by the Water Code [10]. According to 
the Water Code, 100% of water bodies are in the state 
ownership, including 95% in the federal one. Economic 
management mechanisms imply payments for the use of 
water bodies under the water use agreements. Regulatory 
documents do not stipulate a management system 
corresponding to the conditions of a market economy that 
stimulates rational water use [11]. In practice, the 
management of hydropower resources under the Water 
Code and RUWR is confined to the situation where the 
regional division of Federal Agency of Water Resources, 
i.e., the Yenisei Basin Water Administration (YBWA) 
prescriptively sets the flows through the hydropower 
facilities for the coming month, taking into account the 
current hydrological conditions (the current state of 
reservoir levels and the expected inflow).  At the same 
time, the proposals of power engineers, and other water 
users that are members of the advisory interregional 
working group at YBWA are only advisory in nature. The 
YBWA (FAWR) independently determines the flows (and, 
consequently, the electricity generation) of hydro power 
plants, and, hence, the operation of the IPS of Siberia. 

Economic criteria, including potential risks and damages, 
are not considered when distributing water resources 
between water users. In the context of limited water 
resources, this inevitably leads to their inefficient use and 
contradiction between the water sector participants, 
primarily between the energy industry and water transport. 

Another management and legislation problem is the 
administrative principle of distributing water resources 
between water users and water consumers in the absence 
of economic criteria. Since the future water inflows into the 
reservoirs are uncertain and the water resources are used 
for many purposes, the standard calculated water 
availability is used as the main criterion of distribution and 
index of the reliability of meeting the water demand. This 
principle is legislatively enshrined in the current 
Methodological Guidelines [12], which serve as a basis for 
RUWR development. It is worth noting that these 
standards of calculated water availability were developed 
60 years ago [13]. Moreover, they are the same for all 
reservoirs in the country, without exception. In this regard, 
it is necessary to conduct a feasibility study on the 
calculated water availability for each basin with its water 
users, given current conditions, features, requirements, and 
restrictions, and to periodically update these indices in the 
future. 

In water management systems, the reservoir 
operational conditions are planned for 1-3 months. The 
monthly planning horizon for HPP operational conditions 
is associated with the extreme difficulty in the long-term 
forecasting of water inflows into reservoirs. At present, the 
Hydro Meteorological Center provides a probable 
(interval) forecast of inflows for the coming month at the 
end of the previous one (before the 25th day of month) and 
for three months - once a quarter. There are no forecasts for 
a longer period. At the same time, planning and forecasting 
in the electric power industry are carried out for the future 
up to 1 year or more, which is due to the need to build long-
term planned balances of electricity and power in the 
power system. These balances allow planning the 
electricity and heat output from thermal power plants, 
building fuel reserves, planning repairs of power 
equipment and electrical networks, and solving other 
problems. In the absence of the forecasts on the water 
inflows into reservoirs for a period of more than three 
months, long-term forecasting and planning of power 
balances rely on statistics over the past period in the form 
of long-term and monthly averages. Such planning and 
forecasting give acceptable results for normal conditions 
(close to long-term average) but are not justified for the 
extremely high or low water periods. The statistics of 
observations of tributaries in the basins of Lake Baikal and 
the Angara river over the past 120 years show that the 
proportion of normal and close-to-normal water years is 
less than 50% of the total number of years. Besides, recent 
decades have seen significant global and regional climate 
changes that alter the prevailing trends, which also makes 
the use of long-term and monthly-average indicators for 
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forecasting ineffective [14]. In this regard, it is advisable to 
use new approaches to building long-term power balances. 
For example, one can use prognostic scenarios of water 
inflows into reservoirs for a period of up to 1 year based on 
the data from global climate models and correct them 
monthly [15]. 

The discussed features and problems reduce the 
efficiency of using water resources in the IPS of Siberia. 
Taking them into account in long-term planning and 
solving individual problems (where it is economically and 
socially justified) create potential opportunities for its 
enhancement. 

4. Conclusion 

1. In recent years, the operation of the IPS of Siberia has 
been characterized by stable power consumption and 
surplus available power of power plants. In the coming 
years, the emergence of new large electricity consumers is 
not expected. In the medium term, the main objective of 
the power system expansion is not the commissioning of 
new generating capacities and an increase in electricity 
production, but rather the improvement in the reliability 
and efficiency of the existing energy facilities. 

2. The main feature of the IPS of Siberia is a high 
proportion of hydro power plants and, as a result, a strong 
dependence of power generation on the natural fluctuations 
of water inflows into reservoirs. The problems affecting the 
power system efficiency arise when the inflows deviate 
from normal and close-to-normal values. 

3. An important factor that can increase the efficiency 
and reliability of the power system operation is bringing 
the permissible ranges of variations in reservoir levels in 
compliance with the design values and introducing 
appropriate changes in legislation and regulatory 
framework. These will increase the regulation capabilities 
of the reservoirs and ensure the reliable operation of 
hydropower plants under extreme water conditions. 

4. The study indicates the need to improve the current 
system of managing and planning the operation of hydro 
power plants within the interacting energy and water 
management systems, using the criteria of economic, 
social, and environmental efficiency. 

5. Planning the long-term power balances and 
increasing their validity should involve predictive 
scenarios of water inflows into reservoirs for a period of up 
to 1 year, and their monthly adjustment. 

The study was supported by RFBR research projects 17-48-
380005.  
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Abstract. Energy and water management systems are closely interrelated through the operating regimes of 
Hydro Power Plants (HPP) or HPP cascades. This is first of all, characteristic of energy systems with a large 
share of HPP. One of such systems is the energy system of Siberia, which includes the Angara-Yenisei 
cascade of HPP, the largest in Russia and one of the largest in the world. The studies were carried out on the 
example of this energy system and the water management system of the Angara and Yenisei basins. A 
specific feature of the energy and water management systems of Siberia is a significant impact of stochastic 
factors on their operation. These factors include natural (water inflow in the reservoirs in the spring-summer 
period and outdoor temperature in the autumn-winter period), and also economic (demand for electric and 
thermal energy, electricity and heat prices) factors. The paper presents mathematical models for the joint 
study of energy and water systems. These models factor in the specifics of the systems during planning for a 
period of up to 1 year. Modeling of the interconnected operation of energy and water systems makes it 
possible to solve important problems. These are the improvement in the reliability and stability of the 
considered systems, increase in their economic efficiency (minimization of electricity prices for consumers), 
assessment and minimization of various risks, prevention from or reduction in possible damages, rational 
planning of repairs, the formation of fuel reserves at thermal power plants, and others. 

1 Introduction  

Energy and water systems are managed by various 
departments, as a rule, independently of each other. The 
legal and regulatory framework for these systems in the 
Russian Federation works also separately. Planning the 
operation of these systems focuses primarily on normal 
(average) operating conditions. Practical problems of 
studying the HPP operating regimes, however, are 
related to the periods of extreme conditions and the 
effect of these conditions on the stability and reliability 
of the systems. The extreme climatic situations in the 
water-energy systems lead to negative consequences, 
including significant socio-economic damages. 
Therefore, it is important to timely make management 
decisions to prevent (mitigate) the consequences of such 
events. By way of illustration, note the situation in the 
Angara basin and the Siberian energy system in recent 
years. In 2014–2018, an extreme water shortage was 
observed in the reservoirs of the Angara cascade. During 
this period, electricity generation from HPP decreased by 
15–20%. All participants in the water management 
sector encountered problems, the overall reliability and 
stability of the water and energy systems significantly 
declined. The problem is compounded by the fact that 
the existing planning and management system in the 

electric power industry suggests the estimation of long-
term energy system operating conditions and balances of 
electricity and power for a period of up to 1–5 years, 
while in water management, the forecasting horizon for 
water inflow into reservoirs and planning of HPP 
operating regimes is 1–3 months, and the forecasting 
period for air temperature is limited to 5–10 days. 

The problem of modeling the operation of energy 
systems with HPP, including optimization of their 
operation, started evolving as soon as energy systems 
came into existence. Modeling methods developed 
alongside with the complication of the systems and the 
emergence of new mathematical and information 
technologies. A great number of effective algorithms, 
methods and models have been developed in recent years 
to study the operating regimes of HPP and the 
functioning of energy and water systems. Many of them 
were created in the 1960s and 1970s and were 
subsequently used in automated dispatch control systems 
for energy systems, to perform water-energy 
calculations, and manage water and energy systems. 
Simulation and mathematical methods found wide use in 
the optimization of operating conditions (linear, 
nonlinear, dynamic programming, including stochastic 
and multi-criteria optimization, etc.) [1–5]. Apart from 
Russia and USA, there is a great experience in modeling 
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energy systems with high penetration of hydro in 
Norway, Canada, Brazil, and China [6–13]. 

Thus, to date, considerable experience has been 
gained in the practice of modeling energy systems with 
hydraulic and thermal power plants. Many issues, 
however, remain unsolved due to the complexity and 
versatility of the problem to be solved. Most models do 
not fully represent the constraints for hydroelectric 
power plants, such as the lack of data on the future 
hydrological regime of a probabilistic nature. This, in 
turn, leads to insufficient consideration of random 
nature-induced factors in planning the operating 
conditions of energy and water systems and ensuring 
their flexibility and reliability. This is especially true for 
long-term estimates of possible water inflows into HPP 
reservoirs and temperature changes. 

Most modern methods and models for managing the 
long-term operating conditions of HPP, water and energy 
systems for a period of more than 3 months rely mainly 
on statistical information on long-term average changes 
in water inflows, and long-term average annual, 
monthly, summer and winter temperatures over past 
periods. Traditionally, the Monte Carlo method is most 
often used to generate forecast estimates of stochastic 
indicators. Some studies suggest the use of an integrated 
approach for managing cascades of reservoirs with the 
priorities of meeting either water system requirements or 
energy system requirements [14–16]. Joint long-term 
operation of the two systems (energy and water), as a 
rule, is not considered. This is especially true for climate 
factors. 

Significant changes in socio-economic conditions, 
legislation, and regional climate changes in recent years 
associated with global processes require appropriate 
changes and additions to the methods and models of 
managing energy and water systems and their operation. 
The use of various prognostic methods and models is 
necessary to beforehand take account of possible 
changes in the indices of water content and temperature 
condition, including the data obtained with global 
climate models on the dynamics of the state of the 
atmosphere for a period of up to 1 year. Regular 
monitoring of such estimates and their refinement (at 
least 1 time per month) makes it possible to obtain more 
informed probabilistic scenarios of expected changes in 
natural factors for long-term planning of the energy and 
water systems. Their use allows increasing the efficiency 
of planning and management. 

This paper presents an approach used at the 
Melentiev Energy Systems Institute SB RAS (ESI SB 
RAS) to jointly model long-term operating regimes of 
HPP and HPP cascades (for example, the Angara-
Yenisei cascade) within energy and water systems, given 
climatic and other factors. 

2 A system of models for the joint study 
of water and energy systems 

A research team of ESI SB RAS has developed an 
approach [17–18] to comprehensively study the long-
term operation of water and energy systems with a large 
share of HPP (Fig. 1). 

 

Fig. 1. The scheme of models for integrated studies of long-term operation of water and energy systems 

 
This approach is implemented by 5 main blocks of 

the models: 
1. Models of building long-term scenarios of water 

inflows into HPP reservoirs and temperature conditions 
in winter and summer in a probabilistic form; 

2. Models of building energy consumption scenarios 
in a probabilistic form; 

3. Models of the water management system; 
4. Models of operating regimes of HPP and HPP 

cascades; 
5. Models of the energy system. 
Each block includes several models (simulation, 

optimization, and multi-criteria) that solve various 
problems, given the uncertainty of water inflows into 
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reservoirs, the amplitude and frequency of temperature 
anomalies in the studied regions, the requirements of 
water users, the amount of electricity consumption, 
forced and planned repairs of electrical equipment and 
electrical networks, constraints on maximum transfer 
capability of individual sections of the power grid in 
controlled cutsets, other factors, and limitations. 

Based on probabilistic long-term scenarios of water 
inflows into reservoirs and expected temperature 
conditions, the proposed approach provides optimal 
balanced operation of water and energy systems while 
ensuring reliability and uninterrupted energy and water 
supply to consumers at any considered time interval. 

2.1 Models for building long-term prognostic 
scenarios of water inflow into reservoirs 

In the context of global and regional climate changes, the 
use of hydro-meteorological statistics alone becomes 
ineffective for forecast estimates of water content and 
temperatures. Given the significant advancements in the 
creation and development of global climate models over 
the past decades, it seems appropriate to use them for 
long-term estimates of water availability and other 
hydro-meteorological indices. One of such models is the 
global climate model CFS-2 (Climate Forecast System) 
[19]. The results obtained with this model are updated 
daily in the form of ensemble forecasts of the state of the 
atmosphere and ocean with a time interval ranging from 
several hours to 10 months for the entire globe. The 
ensemble approach used in the model allows the 
formation of probabilistic estimates of the state of the 
atmosphere for the long term. 

To monitor, accumulate and process the results of 
modeling, we developed special components that can 
quickly generate long-term estimates of precipitation, 
temperature, pressure, and geopotential in the river 
basins of the studied energy system. Figure 2, for 
example, illustrates the forecast maps for analyzing the 
climatic situation in the basins of Lake Baikal and the 
Angara reservoirs for the summer period of 2020, as of 
January 2020. 

 

 

 

 

Fig. 2. An example of maps of prognostic indicators (average 
for the summer period of 2020): a) precipitation intensities; 
b) surface pressure at sea level; c) temperature conditions; 

d) dynamics of changes in surface temperatures in the area of 
the city of Irkutsk 

 
Based on the processing of ensemble forecasts of 

meteorological indicators in the considered region, one 
determines analog years that are closest in atmospheric 
state characteristics. The found analogs are used to form 
estimates of inflows into the cascade reservoirs in the 
form of ranges of probability distributions. The period 
from April to October is the most important for planning 
the operating conditions of the water management 
system of Siberia. The final ensemble forecasts are 
generated by an automated procedure, which cuts off the 

431



 

unlikely events, processes regression relationships and 
relations between meteorological indices and river flows, 
and refines their boundaries based on expert estimates 
generated by other models [20, 21]. Temperature 
conditions are formed as anomalies of their spatial 
distributions. In Siberia, the temperature conditions are 
essential for planning the operation of the energy system 
in the winter heating period (from November to March), 
when possible generation and consumption of thermal 
energy varies widely [22–24]. 

2.2 Models for building long-term scenarios of 
electricity consumption in the energy system 

Electricity consumption in the energy system is 
probabilistic in nature. It is characterized by daily, 
seasonal, and interannual variability associated with the 
intensity of the consumer load, temperature conditions in 
the served territories, which significantly affects the heat 
output, and also with a possible connection of additional 
planned and unplanned consumers. 

Models for building long-term scenarios of electricity 
consumption are based on the accumulated statistical 
data for various temperature conditions, which make it 
possible to form regression relationships, with a focus on 
periods of maximum and minimum consumption in daily 
and seasonal resolutions. Available planned indices of 
demand for electricity and power, commissioning of new 
large electricity consumers are also used. 

2.3 Water System Models 

The system includes hydrological models based on water 
balance equations; hydraulic models for estimating the 
travel time of the water flow to different points of the 
river network; water management models to take into 
account the constraints of all water users and water 
consumers, as well as environmental and social 
constraints. For example, a hydrological model of a 
linear cascade or its part can be represented as: 
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iiii

i Λ−+−= −
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],[ 0 Ttt∈ , Ni ,1= , 
where i – HPP index; t – time within a set interval 

],[ 0 Tt ; )(tVi  – water volume in the reservoir; )(tPi  – 
lateral (full) water inflow into reservoir; )(tQi  – flow 
rate through the HPP; )(1 tQi−  – flow rate of water of the 
upper stage of the HPP cascade, given water travel time; 

TBTB PPQQ ,,,  – flow rates and lateral inflows in the 
areas below the last stage, where the river levels are 
monitored; )(tiΛ  – function of additional effect of 
evaporation from the reservoir surface )(tRisp

i , filtering 
through dam )(tR filtr

i , changes in the underground 

component )(tR pz
i , variations in the volume of water 

area between reservoir and upper stage of HPP. The 
values of functions )(tiΛ , except for evaporation, can be 
neglected in practical calculations. This is due to the 
complexity of the estimates of these indices and their 
relatively small impact on the total inflow. The 
evaporation function plays a significant role in dry 
periods on Lake Baikal, therefore, its indices are 
included in the final available inflow to the Irkutsk 
reservoir. 

 For the specified time interval τ  equation (1) can be 
approximately written in the finite difference form: 
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i HtHH ≤≤− )(  – for extreme water content. 
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where ττττ
iiii RQPV ,,,∆  are average values of the 

functions on the time interval. 
Functions of water inflow )(tPi

τ  have large 
interannual and seasonal variations, which affects greatly 
both the water system and the energy system. 

The hydraulic models of steady-state flow can 
provide an estimate of the average flow at the point X, 
located at a distance from the initial one: 

)]()([1 ττ −++∆−+∆⋅= +−+− TqqtTQtQTQ X ,  (7) 

where −Q , +Q  are flow rates at the initial cross-
section for the previous and current ten days; −q , +q  – 
analogous lateral average ten-day inflows in the area; 

t∆ , τ  – travel time of the main and lateral inflows to 
point X; T – duration of ten days (с). 

The reservoir operating curves intended to manage 
the operating conditions at levels and given scenarios of 
water inflows into the reservoirs are used to make 
forecast scenarios of flow rates through HPP. The range 
of limiting flows goes to the block of models of HPP 
regime management. 

In addition to feasible flow rates through HPP 
according to the requirements of water users and water 
consumers, the models of water management system 
determine periods and assess probable water 
management, environmental, and social risks. 

2.4 Models of operating conditions of HPP and 
HPP cascades 

Power and electricity output at individual HPP varies 
widely, which is related to seasonal and interannual 
unevenness of water inflows into reservoirs and 
operation of the energy system at different time intervals 
according to load curves. For the HPP cascade, as a rule, 
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the interannual unevenness of the inflows decreases, 
except for cases of global low-water and high-water 
periods, covering large river basins. 

Modeling the operating regimes of HPP according to 
the generated scenarios of water inflows into reservoirs 
solves the following problems: 

1. Specification of water flow rates by reservoir 
operating curves: 

),,( gg
t

g
t

gg
t PHDQ θ= , (8) 

where gD – reservoir operating curve of HPP with 
index g; gθ – additional vector of the reservoir operating 
curve parameters; g

t
g
t

g
t PHQ ,,  – flow rate, the upstream 

reach level, inflow into the reservoir at time t. With the 
sufficiently long hydrological statistics available, the 
reservoir operating curves allow building efficient 
operating conditions for any intra-annual and intra-
month period for a given total inflow of water into the 
reservoir and the level of its upstream reach. The 
reservoir operating curves can be effectively used in 
simulation models for various studies. In the case of 
significant changes in hydrological characteristics 
compared to those observed previously, the effectiveness 
of their use in the calculation of flow rates decreases. 

To determine the effective operating regimes of HPP 
to meet the set constraints on flow rates generated in the 
block of the water management system in the form of 

)()()( maxmin tQtQtQ iii ≤≤ , Ni ,1= , the ranges of flow rates 
for each time interval (a day, ten days, a month, a 
quarter) are specified using the reservoir operating 
curves given planned repairs. 

2. Determination of flow rates for cascade 
management according to the criterion of maximization 
of electricity output from the entire cascade: 

max)(
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g
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with a set of constraints on flow rates, levels of 
upstream reach, power related to the type of loading the 
hydro units: 

g
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t
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Additional constraints are all water management 
constraints. 

The optimization criterion may also be the maximum 
firm power of HPP in the winter period or for the entire 
water management year. 

The output of this block is the feasible (possible) 
ranges of electricity output for each HPP, the entire HPP 
cascade, and indicators of used capacity in different 
periods. 

For energy systems with a high share of hydropower 
plants, the main risks of operation management in the 
summer period are idle discharges through spillway 
structures of hydro systems, and an increased electricity 
output, when there is no corresponding demand and (or) 
it is impossible to fully use (transmit) it. The main risk in 
winter is the impossibility of providing firm power from 
HPP. 

2.5 Model of energy system 

Depending on the tasks being solved, which may include 
increasing the reliability and resilience of energy 
systems, increasing the economic efficiency of energy 
systems, assessing and minimizing various risks, 
preventing or reducing possible damage, rational 
planning of repairs, building up fuel reserves at Thermal 
Power Plants (TPP) and others, various formulations of 
the power system model are possible. In this case, the 
modeling of energy systems is reduced to solving the 
optimization problem, where the criterion for the 
efficiency of the energy system is reflected in the 
objective function, and the restrictions consist of balance 
restrictions and restrictions on variables. The main input 
parameters for the operation of the power system model 
block are: long-term energy consumption scenarios in 
annual, seasonal, monthly, weekly, daily and hourly 
sections; permissible operating modes of hydroelectric 
power stations taking into account all water management 
and energy restrictions, repair schedules for electrical 
equipment and electrical networks 

One of the criterion of electricity generation cost 
minimization, the input data are flow characteristics of 
generating plants, the required levels of consumer loads 
in the territorial energy zones, transfer capabilities of tie 
lines, auxiliary power consumption, and factors of power 
losses in the transmission lines of the energy system. It is 
necessary to determine the optimal load of power plants 
given some technical limitations on the operation of the 
energy system and its facilities, and the potential surplus 
(shortage) of generating capacity. 

The problem of planning the operation of the energy 
system for a period of up to 1 year is solved, the power 
balance is optimized for each hour of the calculation 
period. 

Mathematically, the problem of optimizing the 
energy system operation is formulated as follows: 

∑∑∑ →
t i k
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subject to balance constraints: 
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where 
kitC ,,

 – the cost of generating electricity per 
hour t at the k-th TPP in energy zone i; 

itP ,
 – generated 

power per hour t in energy zone i; 
itW ,
 – power 

consumption per hour t in energy zone i; 
jitZ ,

 – power 
flow over the connection between energy zones j and i 
per hour t; 

jiχ  – power loss coefficient; 
ijtZ ,
 – power 
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flow over the connection between energy zones i and j 
per hour t; itP ,  – the total value of the minimum load of 
power plants per hour t in the energy zone i; 

itP ,
 – the 

total value of the maximum load of power plants per 
hour t in the energy zone i; 

nitP ,,
– loading of the n-th 

HPP per hour t in the energy zone i; 
kitP ,,
 – loading of 

the k-th TPP per hour t in the energy zone i; 
ki,α , 

ki,β , 

ki ,γ  – the coefficients forming the flow characteristic of 
the k-th TPP in the energy zone i; T – the number of 
hours of the calculating period; I – number of energy 
zones; K – number of thermal power plants; N – number 
of hydropower plants; J – number of energy zones. 

Problem (11)–(13) is solved by nonlinear 
programming methods. 

nitP ,,
 is determined when 

modeling the regimes of HPP and their cascades, while 
nitP ,,
 can have a constant value or be in the range 

nititnit PPP ,,,,, ≤≤ , where nitP ,,  is the minimum load of 

the n-th HPP at hour t in the energy zone i; nitP ,,  is the 
value of the maximum load of the n-th HPP per hour t in 
the energy zone i. 

After solving problem (11)–(13), an analysis is made 
of the results and modes in which no solution was found 
for various scenarios of water inflows and temperature 
conditions. As a result of several iterations according to 
model calculations with 

nitP ,,
 adjustment, the most 

optimal power system operating modes are selected 
according to the accepted criterion and electric power 
generation by the HPP of the power system. 

3 Conclusion 

The system of models presented in this paper allows 
studying the issues related to the management of HPP 
cascade operation within the water management and 
energy systems. It also enables us to formulate proposals 
for optimal long-term operating conditions, increase in 
stability, reliability, and efficiency of these systems 
while planning and managing them. 

Long-term scenarios of changes in hydro-
meteorological indices (water inflows into reservoirs, 
temperatures, precipitation), obtained using the 
processed data from global climate models, provide an 
opportunity to assess in advance the probable risks of the 
impact of stochastic factors on the operation of the water 
and energy systems with a large share of HPP. 
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Abstract. The Republic has significant resources for the development of mining, export and domestic 
consumption, including the energy needs of the republic and neighboring regions. The article provides a 
retrospective analysis of the supply of Yakut coal for energy needs and the structure of capacities by energy 
resources. The estimation of power-generating coal resources, including low-grade products of coking coal 
processing of the Republic of Sakha (Yakutia), is given. Characteristics of coal deposits are presented, 
which are useful for energy needs. Projects for the development of coal-fired energy in the Republic of 
Sakha (Yakutia) are presented. The Republic of Sakha (Yakutia) has significant coal resources for the 
development of coal-fired power plants.  Coal power facilities play a closing role in meeting the demand for 
electricity and heat. The use of coal for the development of coal-fired energy in the Republic of Sakha 
(Yakutia) can be determined by the development of mining industry, the construction of power plants of 
small capacity in isolated areas, as well as the possibility of exporting coal-fired power plants. 

Keywords. Energy system, coal, balance reserves, the Republic of Sakha (Yakutia), consumption, 
projects, trends. 

 

1 Introduction  

The Republic of Sakha (Yakutia) is the world's 
largest administrative-territorial unit. Being the largest 
region of the Russian Federation in terms of area, it 
occupies 18% of its territory. The republic belongs to the 
territories of the Arctic zone of the Russian Federation 
and the Far East. The Republic of Sakha (Yakutia) has 
significant reserves of energy resources: water resources, 
coal, oil, gas. Currently, the main resources for 
generating electricity in the region are hydro resources, 
gas and coal. Coal, along with gas, is of paramount 
importance as a type of fuel consumed in the republic. 
South Yakutia coal power plants act an important role in 
the energy system of Russia's eastern regions. Coal 
mined in the republic is supplied to power plants in 
Yakutia and neighboring regions. 

The program of development of the coal industry of 
Russia for the period up to 2030, involves the 
construction of coal power plant in the eastern regions of 
Russia, including the Republic of Sakha (Yakutia) to 
meet domestic demand and export electricity1,2. The 
development of coal generation is also considered in 

regional documents3,4. At the same time, program 
documents of the state and regional levels are often not 
coordinated with each other. 

According to forecasts made by the U.S. Energy. 
Information Administration and International Energy 
Agency demand for electricity in Asia will increase, 
[1,2], which creates favorable conditions for the 
construction of export power plants oriented to the 
export of electricity.  
The research of the prospects for the use of coals of the 
Republic of Sakha (Yakutia) for energy needs is relevant 
for a number of reasons: 
- the presence of significant coal resources for the 
energy sector, including in isolated areas and low-grade 
products of coal processing at coal processing plants; 
- high social significance of existing coal mining 
enterprises, not only for fuel supply, but also as city-
forming enterprises. 

2 The use of coals of the Republic of 
Sakha (Yakutia) for the energy needs – 
the current state 

436

mailto:pavlov_nv@iptpn.ysn.ru


 

Coals of the Republic of Sakha (Yakutia) are 
supplied to power plants and boiler houses of the 
Republic and to power plants of the Primorsky and 
Khabarovsk Territories (Table 1). 

The supply of coal to the power system of the 
Republic is subject to fluctuations. This is due to the 
peculiarities of the energy system of the Republic. 

A distinctive feature of the power system of the 
Republic of Sakha (Yakutia) is the presence of zones of  
centralized and decentralized power supply. The zone of 
decentralized energy supply includes the territories of 
the Arctic and northern regions of the Republic of Sakha 
(Yakutia). This zone accounts for 74% of the territory of 
the republic and 15% of the population. The centralized 
power supply zone includes three power regions - 
Western, Central and Yuzhno-Yakutsk. Centralized 
power supply covers only 36% of the territory, with 85% 
of the population. In 2019, the Central and Western 
energy regions became part of the Unified Energy 
System of Russia. Due to the isolation of the energy 
regions of the Republic of Sakha (Yakutia) until now, 
they have been characterized by an excessive balance of 
energy and electrical power. In the last decade, due to 
the adopted policy of eliminating the isolation of energy 
regions, additional overhead power transmission lines 
have been introduced. 

Large generating companies operate on the territory 
of the republic, which provide over 95% of the total 
electricity generation and more than 45% of heat energy 
in the republic.  There are also a large number of stand-
alone energy sources. Thermal power plants (TPPs) and 
hydroelectric power plants (HPPs) form the basis of the 

electric power industry. Their share in the total capacity 
of power plants is estimated at 43 and 30.6%, 
respectively (Fig. 1).  

Diesel power plants (DPP) are stationary and mobile, 
occupy 25% of the installed capacity. Renewable energy 
sources (RES) account for an insignificant share in the 
capacity structure - 0.05%. In retrospect, the installed 
capacity at power plants of the power system of the 
Republic of Sakha (Yakutia) from 2014 to 2018 
increased by 262.7 MW from 2861.6 MW to 3124.3 
MW. The installed capacity of HPPs remained 
unchanged, TPPs and DPPs - increased by 97.2 MW and 
by 131.4 MW. The installed capacity of solar power 
plants (SPP) increased from 0.225 MW to 1.617 MW, 
with a 6-fold reduction in the installed capacity of wind 
power plants (WPP). 

 
Fig. 1. Electricity production by the power system of the 

Republic of Sakha (Yakutia), million kWh

 

Table 1. Coal supplies of the Republic of Sakha Yakutia, million tons 

Index   2013 2014 2015 2016 2017 2018 2019 
Mining  11,9 12 15,3 17 16,8 17,5 19,2 
Export  6,2 6,7 6,3 7,9 7,4 6,6 8,6 
By-product coke plants  0,5 0,6 1,9 2,2 2,6 2,7 2,1 
For energy needs  3,2 2,9 3,3 3,1 2,8 3,3 2,4 

At the power plant of the Republic  1,7 1,5 1,7 1,8 1,7 1,7 1,6 
At the power plants of neighboring 

regions 
 1,5 1,4 1,6 1,3 1,1 1,6 0,9 

Source: statistical data of FGBU “CDU TEK”, forms 6-TP 
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Electricity is also supplied from the energy system of 
the republic to the IES of the East and the Irkutsk region. 
The share of coal generation in electricity supplies to 
neighboring regions is 96%. At the same time, the 
settlements of two districts - Nizhnekolymsky and 
Oymyakonsky, located in the zone of decentralized 
energy supply, are supplied with electricity from the 
Magadan Region and the Chukotka Autonomous 
Region. 

The total volume of fuel consumption by power 
plants and boiler houses in 2019 amounted to about 5.0 
million tons of fuel equivalent, including 2.4 million tons 
of fuel equivalent of coal. (45.6%), natural and 
associated gas - about 2.4 million tons of fuel equivalent. 
(46.8%). 

In 2019, thermal power plants consumed 3.2 million 
tons of fuel equivalent, of which 51.4% was gas (natural 
and associated), 43.1% - coal. Diesel fuel accounts for 
4.6% in the structure of fuel consumption by power 
plants. In 2019, boiler houses consumed 1.8 million tons 
of fuel equivalent. fuel, of which 52.7% is coal, 38.8% is 
gas (natural and associated) (Table 2). 
 
Table 2. Fuel consumption by power system objects, 2019, 
t.o.e. 

Type of fuel Total (% of 
consumption) 

TPP boiler 
house 

Total  5048 3189 1859 
Coal 2354 1375 979 
Oil (including gas condensate) 
and oil products (except diesel 
fuel) 

182 27 155 

Diesel fuel 151 148 3 
Natural gas 2006 1301 705 
Associated gas 355 338 17 
Wood 0,6 0 0,6 

Source: [3] 
 

The program for the development of gas supply and 
gasification of the Republic of Sakha (Yakutia) for the 
period from 2021 to 2025, adopted in 2020, is focused 
on transferring 21 settlements to gas in the Aldan, 
Lensky, Neryungri and Olekminsky regions of the 
republic. 

Despite the conversion of individual energy facilities 
to gas, coal consumption is relatively stable. According 
to the statistics of the FGBU "CDU TEK", the supply of 
Yakut coals in the country as a whole from 2014 to 2018 
increased from 4.56 million tons to 7.34 million tons 
with a relatively stable dynamics of coal consumption at 
power plants. On the domestic market, coals of the 
Republic of Sakha (Yakutia) are supplied to coke plants, 
power plants, for use in the household sector and other 
consumers. At power plants, in addition to raw coal, 
low-grade products of coking and thermal coal 
processing are consumed.  

Boilers of the republic mainly use low-capacity 
boilers, as a rule, designed for burning sorted and refined 
coal. However, at present, all burned coals are used 
without any cleaning, enrichment, after repeated 

reloading, transshipment and long-term storage. When 
operating boilers on such raw coals, a layer of 
contamination on the heating surfaces increases, labor 
costs for servicing boiler houses, and their efficiency 
significantly decreases. The supply of low-grade fuel, 
the operation of boilers at an insufficiently high level 
leads to low efficiency of use and an annual excessive 
consumption of fuel. 

3 Balance reserves of coal  

The Republic of Sakha (Yakutia) has significant 
resources and reserves of power and coking coals. The 
largest coal basins of Russia are located on the territory 
of the republic: Lensky, South Yakutsky, Zyryansky, the 
eastern part of the Tunguska basin and also in the 
northern and northeastern parts of Yakutia - separate 
scattered deposits. Explored balance reserves of coal in 
categories A + B + C1 + C2 amount to 14.3 billion tons, 
or almost 50% of the balance reserves of the Far Eastern 
Federal District. In terms of geological reserves of coal, 
the Republic is one of the main subjects of the Russian 
Federation [3,4]. (Table 3). 

Table 3. Reserves of coal of the Sakha Republic (Yakutia) by 
types of coal and method of mining, bln t  

Coal type, mining method 
Stock category 

А+В+С1 С2 А+В+С1+С2 
Total, including 9,7 4,6 14,3 
Coking 4,1 2,6 6,7 
Thermal coal, of them 5,6 2 7,6 
     Brown  4,4 1,5 6 
     Hard 1,2 0,5 1,6 
For open source development, 
including 6,5 2,1 8,5 

 Coking 1,4 0,3 1,8 
 Thermal coal,of them 5,1 1,8 6,7 
     Brown 4,4 1,6 6 

Source: [3,4] 
 
in the republic is 1.1%. In the South Yakutsk basin, the 
coal resource potential is most significantly realized - 
19.2%. For the Lena basin and others, this ratio is less 
than 1%. This indicates great prospects for the 
development of coal mining due to the development of 
not yet developed predicted resources. Prepared for 
development and is being developed and 4.53 billion 
tons, which is 46.7% of the volume of reserves of 
categories A + B + C1. 
59.4% of coal reserves are suitable for open pit mining. 
Thermal coals account for 7.6 billion tons of reserves of 
categories A + B + C1 + C2 slightly more than 50% of 
the balance reserves. And from the balance reserves 
suitable for open-pit mining, power-generating coals 
account for 79%. 

4 Coal resources for the development of 
coal energy 
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Coal resources for power generation are significantly 

higher than the balance reserves of steam coal and 
consist of steam coal and low-grade products of 
processing of hard and coking coals. With possible 
production levels in the republic of 45-50 million tons, 
the resources of coal for the power industry can reach up 
to 19-22 million tons, including energy concentrate, raw 
energy coal and industrial products. The volumes of low-
grade processed products suitable for the needs of the 
energy sector can make up from 23 to 42% of the 
processing volumes 

The provision of coal reserves in the Republic of 
Sakha (Yakutia) at the level of production in 2018 is 
more than 550 years, and in energy reserves at the level 
of supplies to the power plants in 2018 for more than 
2000 years.. 

Coking coal deposits of the South Yakutsk coal basin 
are promising for development: Elginskoe, Denisovskoe, 
Chulmakanskoe, Kabaktinskoe. Low-grade products 
after the processing of the coal from these deposits, 
suitable for combustion at power plants, can amount to 
up to 8 million tons. Development projects of the 
deposits presented are in varying degrees of 
implementation. The largest production volumes under 
the projects are being considered at the Elginskoye field.  

The Elginskoye field is the largest in Russia and one 
of the world's largest deposits of high quality coking 
coal. Coal reserves of the Elginsky deposit amount to 2.2 
billion tons, including balance categories A + B + C1 -
1599.4 million tons. with a production volume of 27 
million tons of coal per year, an enrichment plant with a 
production output of up to 23 million tons per year and 
the Elginskaya CHPP has been under way since 2010. In 
2018, coal production at the Elga open-pit mine 
amounted to 4.92 million tons, and exports - 1.74 million 
tons. When the open-pit mine and the processing plant 
reach their full capacity, resources for the energy sector 
can range from 8.5 to 10.6 million tons. The project is 
constrained by financial problems..  

In decentralized energy supply areas, the proven 
balance reserves of coal deposits suitable for use at 
energy facilities do not always correspond to real 
reserves. Additional geological exploration is needed to 
clarify coal reserves. 

In the Lensky coal basin, the most promising deposit 
for supplying the Arctic regions due to its geographical 
location is the Belogorsk brown coal deposit, located on 
the right bank of the river. Lena is 20 km away. from the 
village Sangar in Kobyayskiy ulus. 

In the Zyryansk coal basin, the development of the 
Nadezhdinsky deposit is of great strategic and socio-
economic importance for enterprises and the population 
of the northern group of regions of the republic and 
neighboring regions. 

The Nadezhdinskoye coal deposit is located 48 km 
from the village of Zyryanka and 12 km from the village 
of Ugolnoye.  

In the zone of decentralized energy, coal deposits can 
be promising for energy supply to consumers: 
Krasnorechenskoye, Kularskoye, Taimylyrskoye coal 
deposits and bogheads, etc. 

Krasnorechenskoye coal deposit is located on the left 
bank of the middle reaches of the river. Indigirka, 160 
km. upstream from the village of Druzhina. The 
Sogolokh section is remote from the navigable part of 
the river. Indigirki 1.5-4 km. The deposit is characterized 
by “heterogeneity of the distribution of the ash content 
of coal and the heat of its combustion in certain areas” 
[6]. 

The Kular brown coal deposit is located in the basin 
of the lower reaches of the river. Kuchuguy Kuegyulyur. 
The deposit belongs to the Ust-Yansky ulus of the 
Republic of Sakha (Yakutia). Coal of the Kular deposit 
belongs to brown humus coals of B1 group of low 
degree of coalification (ash - 7.00-50.00%, sulfur - 0.30-
0.40%). 

The Taimylyr field is located in the Bulunsky district, 
15 km west of the village of Taimylyr and 260 km from 
the village of Tiksi 

The resources of thermal coal, including low-grade 
products from processing plants, significantly exceed the 
demand. 

5 Projects for the development of coal 
energy in the Republic of Sakha 
(Yakutia) 

The Republic of Sakha (Yakutia) has sufficient coal 
resources for the development of energy, including coal 
for supplying its own consumers and for the supply of 
electricity and energy resources to neighboring regions 
[7, 8]. 

Various state federal and regional strategies and 
programs consider the construction of coal power plants 
in the Republic of Sakha (Yakutia) (Table 4). 
 
Table 4. Proposed coal power plants in the Sakha Republic 
(Yakutia) 
Name Capacity, MW Years of 

construction  
Elginskaya GRES* 1800 2025-2030 
Dzhebariki-
Khaiskaya TPP* 150 2020-2030 

Expansion of 
Neryungrinskaya 
GRES (block 4)** 

225 2026-2030 

* Energy Strategy of the Republic of Sakha (Yakutia) for the period up 
to 2030 
** General layout of power facilities until 2035, Program for the 
development of the coal industry until 2035, program for 
comprehensive modernization of PJSC RusHydro 
 

The program for the long-term development of the 
coal industry provides for the construction of the 
Elginskaya CHPP and the expansion of the 
Neryungrinskaya TPP. 

Three power units with a total electric capacity of 
570 MW and a thermal capacity of 1120 Gcal / h are 
installed at the Neryungrinskaya GRES. The fuel for the 
power plant is an industrial product obtained during the 
enrichment of coking coal from the Neryungrinskoye 
deposit. The average annual demand for solid fuel at full 
load is 1.6 million tons per year..  
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Until 2030, it is planned to expand the 
Neryungrinskaya SDPP by commissioning the fourth 
unit with a capacity of 225 MW, the installed electric 
capacity will be 795 MW, the average annual demand 
for solid fuel will increase to 2.2 million tons per year. 

In reality, projects for the construction of coal-fired 
thermal power plants are often in the initial stage of 
development or implementation, and the implementation 
of projects can often be significantly delayed or become 
unattainable for various reasons. 

In the Arctic zone in the village of Zyryanka, the 
construction of a mini-CHP with electric capacity is 
underway to supply power to nearby settlements. Coals 
of the Zyryansk deposit are supposed to be used as fuel. 
Currently, due to lack of funding for the completion of 
construction, a decision has been made to mothball the 
installed equipment. 

6 Options for the development of coal 
energy 

Possible options for the development of coal energy: 
1) Basic scenario of economic development with the 

implementation of energy-intensive industrial 
development projects; 

2) Optimistic scenario: construction of a thermal 
power plant to join the super-Asian ring through the IES 
of the East. 

The optimistic scenario is a low probability scenario 
due to the high risks associated with the implementation 
of its highly capital intensive projects. Yakutsk high-
quality coal is in demand on the world and Russian coal 
markets. For export and coke-chemical plants in Russia, 
mainly coal concentrate is supplied from concentration 
plants. The lack of demand for low-grade coal 
processing products suitable for the needs of the energy 
sector may restrain the development of coal exports. 

Basic scenario. The internal potential for the 
development of coal-fired energy is undoubtedly 
associated with the further operation and modernization 
of the Neryungrinskaya SDPP (570 MW). There are also 
two low-capacity coal-fired CHPPs in operation in the 
republic: Deputatskaya - 7.5 MW (owner of 
Sakhaenergo JSC, commissioned in 2011) and CHP of 
the Gross mine - 16 MW (owner of Neryungri-Metallic 
LLC). Start-up and adjustment works are currently being 
completed. 

Optimistic scenario. A significant change in the share 
of coal generation in the electric balance of the region is 
associated with promising projects for the construction 
of export-oriented generation, primarily at the 
Elginskoye field, as well as the further development of 
the IES East towards connection to the isolated Magadan 
energy system [9, 10]. Approximate technical and 
economic parameters of Elginskaya GRES were 
reflected in the Energy Strategy of the Republic of Sakha 
(Yakutia) until 2030. approved by the Resolution of the 
Government of the Republic of Sakha (Yakutia) on 
October 29, 2009 No. 441 [11]. Within this document 
large-scale export of electricity offered to be realized 
from the newly built Elga (1.8 GW) and Urgal (2.4 GW) 

TPP to Shenyang (China). The competitor to this 
proposal was the construction of a cascade of 
hydroelectric power plants on the Timpton River with a 
capacity of more than 1 GW. At the moment, after the 
design and survey work at the site of the alignment, the 
hydropower plant construction project is mothballed. 

It is planned to form a connection with the Magadan 
power system between the power plants of the central 
power district of the Yakut power system and the 
Magadan power system. The line (about 1000 km) will 
pass through the administrative center of the Tomponsky 
municipal district, Khandyga settlement in the 
immediate vicinity of the Dzhebariki-Khai coal deposit. 
The construction of a thermal power plant in this section 
can significantly increase the stability of the power 
system, as well as the reliability of power supply to the 
central energy district. An additional factor in favor of 
construction is the possibility, at the same time, of 
guaranteed sales of the products of the Dzhebariki-
Khaiskiy open-pit mine.  

The high fuel component in the cost of municipal 
energy in the republic forces the utilities to initiate the 
issues of opening additional small open-pit mines 
located in more convenient transport locations and in 
close proximity to hard-to-reach consumers. At the same 
time, the emergence of several mining enterprises 
balancing on the brink of profitability poses a threat to 
energy security. Consequently, the task of expanding the 
sales market for thermal coal in the central and northern 
regions is of great importance.   

Potential points of expansion of coal generation in 
the region are associated with a long-term perspective 
and have strong competitive projects on the part of gas 
and hydro generation, which have more attractive 
technical and economic parameters. 

The forecast of fuel consumption was made on the 
basis of forecasts for the generation of electric and 
thermal energy by power plants, taking into account the 
peak boiler houses in their composition provided by 
generating companies, as well as under conditions of 
maximum utilization of generating capacities. The 
expected volume of coal consumption at power plants is 
estimated at 2.7 - 6.8 million tons per year, the 
maximum consumption in boiler houses is estimated at 
1.2 million tons (Fig. 2.). In the forecast period, an 
increase in natural gas consumption is expected due to 
an increase in heat loads and an expansion of the service 
area of heating networks of power plants in Yakutsk, 
gasification of municipalities adjacent to the Power of 
Siberia gas pipeline (21 settlements in Aldan, Lensky, 
Neryungrinsky and Olekminsky regions of the republic ). 
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Fig. 2. The forecasted demand for coal, mln.t. 
1 - baseline scenario, 2 - optimistic scenario 

 
Table 5. Coal balance, million tons 

Balance item 
Years 

2018 2025 2030 2035 

Incoming part, total 17,6 39-51 41-55 42-56 

including:     
- production, total 17,5 39-51 41-55 42-56 
- import 0,1 0,1-0,1 0,1-0,1 0,1-0,1 
Consumable part, total 17,6 39-51 41-55 42-56 
including:     
 - domestic consumption, total 3,7 4-4 4 -7 5-9 
 - processing losses 2,3 5-6 5-7 5-7 
 - coming out, total 11,6 30-41 32-41 32-40 
   including:     
    - to regions of Russia, total 4,2 4-4 4-4 4-4 
   - export, total 7,4 26-37 28-37 28-36 
Sources: author’s calculations 

7 Conclusion 

Coal in the Republic of Sakha (Yakutia) is the most 
reliable source of fuel for the long term. This is due not 
only to the presence of significant coal reserves, 
including in the area of decentralized energy, but also in 
the long term, the growth in the processing of high-
quality coals in demand on the world market.  

At the same time, there are the following main 
problems and limitations for the group of northern 
enterprises: 

- poor technical equipment, deterioration of 
conditions for the development of coal deposits; 

- low level of coal processing and upgrading in the 
northern group of enterprises; 

- complex transport scheme of delivery with several 
transshipments to various types of transport (sea, river, 
road); 

- restrictions related to the financial support of the 
work and development of enterprises. 

For the group of southern companies: 
- the displacement of republican thermal coal in the 

Far East; 
- deficit of the railway transportation capacity, the 

capacity of the Far Eastern ports; 
- issues related to the demand for low-grade products 

from processing plants. 
The development of energy in the Republic of Sakha 

(Yakutia) should be aimed at eliminating energy-
deficient territories as well as with the great potential of 
industrial development, as well as isolated areas with the 
possibility of using local raw materials. 

The growth of energy consumption in the republic is 
possible only at the expense of the development of coal 
generation in the republic. Unstable quality of coal in 
small areas in the zone of decentralized energy and 
competition from other energy carriers creates 

complexity in the implementation of coal development 
projects. 

 Consumption of Yakut energy coal in the 
neighboring regions of Khabarovsk and Primorsky Krai 
can be quite stable.   

There is a promising introduction of standardization 
of coal fuel, which will allow to reduce the negative 
impact of coal energy [12]. The question of the reality of 
such standardization in the zone of decentralized energy 
supply is obvious. 

Demand for electricity and heat from coal-fired 
power plants in the Republic of Sakha (Yakutia) is 
possible thanks to the development of mining industry, 
construction of new residential complexes and the 
development of energy security of the population of the 
republic. Implementation of projects for the construction 
of power plants on carbon for the export of electricity or 
the addition of a super-Asian ring in the near future is 
unlikely. Environmental and economic aspects of large-
scale development of coal and the export of electricity 
require basic processing. 

Acknowledgements: The research has been carried as 
part of research projects XI.174.2. Programs of Basic 
Research SB RAS, reg. No. AAAA-A17-117030310435-
0 and III.17.6.4. Programs of Basic Research SB RAS, 
reg. No. AAAA-A17-117052210036-2 

References 

1. BP Statistical Reviewof World Energy June 2017/ 
bp.com/statisticalreview 

2. Country Analysis Brief: Russia / U.S. Energy 
Information Administration Page Last Updated: 
October 25, 2016 /  
https://www.eia.gov/beta/international/analysis_incl
udes/countries_long/Russia/russia.pdf 

3. State balance of reserves of fossil fuels of the 
Russian Federation as of January 1, 2016. Issue. 91, 
Coal, I, Summary data. - M .: Ministry of Natural 
Resources and Ecology of the Russian Federation, 
Federal Agency for Non-Utilization, Russian 
Federal Geological Fund, 2016, 382 p. 

4. State balance of reserves of fossil fuels of the 
Russian Federation as of January 1, 2016. Issue. 91, 
Ugol, Tom VIII, Far Eastern Federal District. - M .: 
Ministry of Natural Resources and Ecology of the 
Russian Federation, Federal Agency for Non-
Utilization, Russian Federal Geological Fund, 
2016.-378 p. 

5. Tarazanov I.G. Results of coal industry of Russia 
for 2018. Coal, 2019. №3, p. 64-79. DOI: 
http://dx.doi.org/10.18796/0041-5790-2019-3-64-
79 

6. Khoyutanov EA, Gavrilov VL Modeling of 
coalfields in the polar zone of Yakutia. Problems of 
misuse. - 2017. - №4. P.53-60. 

7. Sokolov AD, Takaishvili LN, Petrov NA, Pavlov 
NV Coal industry of the Republic of Sakha 

441

https://www.eia.gov/beta/international/analysis_includes/countries_long/Russia/russia.pdf
https://www.eia.gov/beta/international/analysis_includes/countries_long/Russia/russia.pdf
http://dx.doi.org/10.18796/0041-5790-2019-3-64-79
http://dx.doi.org/10.18796/0041-5790-2019-3-64-79


 

(Yakutia): the current state and development 
opportunities. Vestnik IrGTU. -2010. - №4. c 64-69 

8. Sokolov Aleksander, Takaishvili Liudmila. Coal 
resources of the eastern regions of Russia for power 
plants of the Asian super ring. (2018) E3S Web 
of Conferences, 27, № 02004. DOI: 
10.1051/e3sconf/20182702004  

9. Lagerev AV, Hanaeva VN Priorities for the 
development of TEK Asian regions of Russia in the 
long run. Spatial economy. 2017. № 3. С. 154–166. 
DOI: 10.14530 / se.2017.3.154-166 

10. Smirnov KS Comprehensive assessment of the 
implementation of projects for the export of Russian 
electricity from Eastern Siberia to China. Bulletin of 
the Irkutsk State Technical University. 2017. Т. 21. 
№ 10. С. 131–137. DOI: 10.21285 / 1814-3520-
2017-10-131-137 

11. Energy Strategy of the Republic of Sakha (Yakutia) 
for the period up to 2030. -Yakutsk; Irkutsk: Media 
Holding "Yakutia" and others; 2010. -328 p 

12. Linev BI, Rubinstein Yu.B. The role of standardized 
coal fuel in the implementation of clean coal energy 
programs. FGUP "Institute for the enrichment of 
solid fuel" [Electronic resource] 
https://docplayer.ru/50115232-Rol-
standartizirovannogo-ugolnogo-topliva-v-realizacii-
programmy-chistoy-ugolnoy-energetiki.html (2018) 
 

442



* Corresponding author: luplak@rambler.ru 

"World crisis (2020): Plans and Reality for Implementation of the 
“Program of Development of the Coal Industry for the Period up 
to 2035”  

Liudmila Plakitkina *1 
1 Energy Research Institute of the Russian Academy of Sciences (ERI RAS), Moscow, Russia 

Abstract. The macroeconomic situation, both in the world and in Russia, is considered, which developed 
in 2020. COVID-19 made significant adjustments to the previously developed forecasts for the development 
of coal production and export. The results of calculations on the dynamics of coal production and export in 
the main countries of the world and in Russia are presented. The global crisis of 2020 forces us to revise 
(adjust) the "Program for the development of the coal industry in Russia for the period up to 2035" adopted 
in June 2020 (Program) [1], including coal export. 

Keywords. Global crisis in 2020, Program for the development of the coal industry in Russia for the 
period up to 2035, forecasts of coal production and export in the world and the Russian Federation until 
2040. 

 

Introduction 

The macroeconomic situation in the world has 
deteriorated significantly: oil prices, and then coal 
prices, began to fall, which leads to a decrease in coal 
production and consumption. COVID-19 has made 
significant adjustments to the previously developed 
forecasts for the development of coal mining and export. 
The research in this article is devoted to the answer to 
the question: what is the reality of the implementation of 
the "Program for the development of the coal industry in 
Russia for the period up to 2035", including the export of 
coal. 

Macroeconomic situation and state of 
the coal industry in 2020 

Starting in 2019, and especially in 2020, the 
macroeconomic situation both in the world and in Russia 
has changed significantly [2-6]. COVID-19 has led to 
the fact that the decline in global GDP in 2020, 
according to forecasts of the World Bank, may be about 
5.2% compared with the level of 2019. The average 
world price of Brent oil in 2020 may “fall” by half 
compared to the level of 2019 - up to 32 dollars. US / 
bbl. 

Coal production in the world in 2019 amounted to 
about 7.9 billion tons (+ 4.1% to the level of 2018), incl. 
in China - about 3.7 billion tons (- 5.3% by 2018), India 
- 769 million tons (- 0.9% by 2018), USA - 640 million 
tons (- 6.7% to 2018), Australia - 503 million tons (+ 
3.7% by 2018), Indonesia - 616 million tons (+ 12.4% by 
2018), Russia - 441.3 million tons (- 0.6 million tons by 

2018) [2, 3]. In 2020, according to the forecast МЭА, 
world coal production may decrease by 8%, incl. in 
China - by 9%, in the USA - 25%, Japan and South 
Korea - by 5-10%, EU countries - by 20%. 

The drop in oil prices, characteristic of 2019 and 
2020 [2, 3], led, respec-tively, to a drop in world coal 
prices and a decrease in the average annual prices of 
Russian coal producers, and hence to a decrease in 
demand for coal and its production ... In the period from 
the second half of 2016 to 2018, oil prices increased, 
followed by an increase in gas and coal prices, and the 
growth of global coal production resumed. This allowed 
Russian producers to accelerate their production and 
export of coal. However, in 2019 the macroeconomic 
situation on the market changed: oil prices began to fall, 
while the average world prices of 1 ton of thermal coal 
on the world market decreased by 7.9%, to 108.6 USD. 
US / t, incl. in Europe - by 33.8%, to 60.9 dollars. USA. 
In turn, the average world prices for 1 ton of coking coal 
in 2019 decreased by 6.3% compared to the level of 
2018 and amounted to $ 148.5. USA / t. These prices, in 
fact, balanced at the self-sufficiency mark. Nevertheless, 
from January to July 2020, coal prices on the European 
market were in the range of $ 54-59. USA for 1 ton at 
the port of importers, depending on contracts and 
delivery times. Prices in the Asia-Pacific market (APR 
market) also remain low. Contracts for the shipment of 
thermal coal (with a calorific value of 6300 kcal per 1 
kg) in the Australian port of Newcastle were concluded 
at a price of $ 50. USA / t. 

In the period from 2000 to 2019. the average annual 
prices for coking coal increased 6.2 times, for thermal 
coals - 6.7 times. Some price dips in 2009 and 2014 can 
be explained by the financial and economic crisis and the 
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fall in oil prices, which, in turn, "pulled" the price of 
coal. 

n December 2019, average producer prices for 1 ton 
of Russian coal amounted to $ 46.5. USA / t, including 
coking - 77.3 USD USA / t, energy - 36.0 USD. US / t, 
which is significantly less than in 2018. 

High rates of growth in the prices of Russian coal 
producers “stimulated” the growth of the volumes of 
mined coal, especially coking coal, which were then 
exported in large volumes, given the need for high-
quality coking coal. However, since the beginning of 
2020, coal prices have dropped by 22%. 

The drop in oil prices, characteristic of the second 
half of 2008, 2013, 2014, 2019 and 2020, led, 
respectively, to a decrease in the average annual prices 
of Russian coal producers, and hence to a drop in 
demand and volumes of production and supplies of 
Russian coal. 

Coal supplies to the domestic Russian market 
continued their downward trend, and in January-August 
2020 they decreased by 10.6% - to 103.6 million tons 
compared to the same period in 2019. 

Nevertheless, despite the decline in coal production 
in Russia, Colombia and other countries, the supply of 
coal in the global market remains excessive, and weak 
competitiveness with gas also puts downward pressure 
on coal demand. 

Global challenges generating a number 
of systemic problems and 
consequences for the coal industry in 
Russia 

For the period 2011–2019 some financial 
performance indicators of the industry worsened: the 
debt on loans and credits received increased 3.3 times 
(from 243.4 to 810.8 billion rubles); the share of 
unprofitable enter-prises in the total volume of mined 
coal increased from 3.5 to 8.2% [5]. In the context of 
stagnation of domestic coal consumption in Russia, an 
increase in the supply of coal for export has been the 
main driver of growth in coal production for many years 
[6]. In 2019, Russia exported 192.3 million tons of coal, 
of which over 57% was supplied to the west. Compared 
to the level of 2010 in absolute terms, although they 
increased by 35.2%, the share of Russian coal supplied 
for export in the western direction fell from 84.3% in 
2010 to 57.1% in 2019. of coal in the eastward direction 
in 2019 increased to 82.5 million tons (5.5 times more 
than in 2010), their share in the total volume of coal 
supplied for export in 2019 increased 2.7 times, 
amounting to 42.9%. Export prices of Russian coal 
supplied in the western direction in the period from 2010 
to 2019 "Fell" to 60.9 dollars. US / t, or 34.1%, incl. 
coking - up to 59 dollars. US / t (- 38.8%), energy - up to 
80.7 dollars. US / t (-32.4%). Export prices of Russian 
coal supplied to the east in the period from 2010 to 2019 
decreased to 80.8 dollars. USA / t, or by 23.3%, incl. 
coking - up to 105.9 dollars. US / t (- 28%), energy - up 
to 77.5 dollars. US / t (-20.3%). 

Revenue from coal exports in the industry as a whole 
in 2019 amounted to about $ 13.4 billion. USA (+ 46.8% 
to the level of 2010), incl. in the western direction - 
about 6.7 billion dollars. USA (- 10.9% to the level of 
2010). To the east, revenue from coal exports increased 
4.2 times compared to 2010. This indicates a 
reorientation of Russian coal supplies from West to East. 
Nevertheless, in January-August 2020, export supplies of 
Russian coal fell to 126.1 million tons, or 2.7% 
compared to the same period in 2019. 

The main countries are consumers of 
Russian coal and factors that can lead 
to a drop in demand for coal 

The main consumers of Russian coal in recent years 
have been: China, Japan, South Korea, EU countries and 
Ukraine. The situation in these countries with the 
consumption of coal testifies to the beginning of its 
decline and the transition to other energy sources. For 
example, China is cutting coal consumption due to a 
gradual reorientation from coal to natural gas and green 
energy. Due to Covid-19, coal consumption in China fell 
by 8% in May 2020, while coal consumption fell by 9%. 
In the EU countries, the decline in coal and hydro 
generation is taking place against the backdrop of an 
increase in gas, solar and wind generation. This has been 
fueled by the rise in the price of carbon emissions and 
the decline in gas prices, as a result of which gas 
generation has become cheaper than coal. 

Coal consumption in Japan is planned to be reduced, 
and 110 out of 140 coal-fired power plants will be closed 
by 2030, which will “hit” the traditional suppliers of 
thermal coal to the country - Australia, Indonesia and 
Russia. Therefore, Russia in the next 10 years may lose 
another of the significant Asian markets for coal. 

For many years Russia remained the largest supplier 
of coal to Ukraine. In 2019, according to the Ukrainian 
State Statistics Service, 58% of the total volume of coal 
supplied to the territory of Ukraine accounted for 
Russian hard coal and anthracite. However, in May 
2020, Ukraine imposed duties on coal imports from 
Russia (at 65%) to protect its domestic market. 

All of the above indicates that the demand for coal in 
the prospective period will significantly decrease. 
Russian coal supplies, both to the west and to the east, 
may decline. 

Changes in the volumes of coal production and 
supplies are significantly influenced by the following 
factors: changes in the conjuncture for energy resources 
on the global and domestic markets, which in turn leads 
to a drop (or growth) in demand for coal, as well as the 
devaluation of the ruble. So, if in 2012 for 1 US dollar 
on average they "gave" 31.07 rubles, then in 2019 - 
64.97 dollars. USA. At the same time, investments in 
fixed assets of Russian coal enterprises, which in 2019 
amounted to $ 3,010.6 million. The US may also fall. In 
the current macroeconomic situation, Russia's GDP in 
2020, according to experts' estimates, may decrease by 
4-7% compared to the level of 2019.  
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Plans for the implementation of the 
"Program for the development of the 
coal industry in Russia for the period 
up to 2035" 

In such a difficult macroeconomic situation, in June 
2020, the Program for the Development of the Russian 
Coal Industry for the Period up to 2035 was adopted. 
(approved by the order of the Government of the Russian 
Federation dated June 13, 2020 No. 1582-r.) (Table 1). 

Table 1. Forecast of production and export of Russian coal 
until 2035 

 
 

2019 2020 2025 2030 2035 
 I II I II I II I II 

Coal production, 
total, mln t 441 435 466 459 593 476 659 485 668 

incl. coking 99 102 107 120 145 136 149 140 150 
energetic 343 333 359 339 449 341 510 345 518 

Coal exports, 
total, mln t 192 195 215 218 297 228 341 241 349 

The question arises: how realistic are the plans for 
the implementation of the "Program for the development 
of the coal industry in Russia for the period until 2035" 
As mentioned earlier, an increase in coal production in 
the Russian Federation is possible only through an 
increase in the volume of coal supplied for export, due to 
the stagnation of the domestic market. In this regard, an 
assessment was made of the possibilities for increasing 
the export supplies of Russian coal in the period up to 
2040 for the main coal-consuming countries of the 
world. 

Scenario options for economic 
development in the post-crisis period 

Two scenarios for the development of the world 
economy, widely discussed in the expert community, 
were analyzed. 

Option I, providing for a rapid "V-shaped recovery of 
the world economy" within one - maximum two years 
with the achievement of the growth rate of the world's 
gross domestic product (GDP) at the level of the pre-
crisis period (2020) and equal to about 3 -3.5% per year. 
Option I is the trajectory of continued sustainable global 
GDP growth. At the same time, the depth of the fall in 
the world's GDP in 2020 in this variant is taken, in 
accordance with the estimates of the World Bank, equal 
to approximately 5.0-5.5%. 

Alternative to the above option I is option II, which 
provides for a slow "L-shaped recovery of the world 
economy." In option II, the world GDP growth rates are 
taken at the level of the pre-crisis period (2020) - about 
3-3.5% per year. Option II is a trajectory that 
implements stabilization trends in develop-ment, based 
on innovative development of the economy. The depth 
of the fall in the world's GDP in 2020 is taken according 
to the World Bank estimates - 5.0-5.5%. The decline in 
the world's GDP, starting from 2020, will continue until 
2024, after which the GDP will first reach a stabilization 

level, and then move to a systematic growth with its low 
rates.  

Forecasts of oil prices until 2040 in 
scenario scenarios for the development 
of the world economy 

In option I, the tendencies formed in the pre-crisis 
period will, in fact, scale. The world oil price, after 
falling to $ 32 in 2020. US / bar., According to the 
World Bank, will recover to the maximum levels of 
2011-2012. in 2040 and will be about 115-120 dollars. 
US / bar. 

In option II, these tendencies will be broken, as a 
result, the economy will switch to global resource 
conservation, including energy conservation. The world 
oil price will fall to $ 21-22. US / bar.   

Possibilities for the implementation of 
scenario options in individual countries 
of the world 

To answer the question about the implementation of 
the considered scenario options, forecasts were 
developed until 2040 for two scenario options for 
individual countries (China, India, Japan, South Korea, 
EU countries, USA, Russia, countries of the western 
direction and countries of the eastern direction -ni) the 
following indicators: average annual GDP growth rates; 
GDP dynamics; share of the GDP of each of the above 
countries in the world's GDP. 

As shown by the calculations, the growth rate of 
China's GDP by 2040 is almost 2 times higher than the 
corresponding growth rate of world GDP. This largely 
determines the growth of China's share in the world 
economy. In accordance with forecast calculations, 
China's share in the world economy over a 20-year 
period will increase 1.7 times in option I, and 1.5 times 
in option II. By 2040, China will occupy about 20-24% 
of the global economy. Therefore, there will be a fairly 
high impact of China on the export of Russian coal. 

India's GDP growth rates by 2040 in the options 
under consideration are also almost 2 times higher than 
the same world GDP growth rates, which will ultimately 
lead to an increase in India's share in the world economy. 
In option I, over a 20-year period of time, India's share in 
the world economy will increase 1.7 times and will be 
approximately 6%, and in option II, accordingly, the 
share will increase 1.4 times and will be 5% in the world 
GDP. This determines a rather significant potential of 
India's influence on the export of Russian coal. 

In accordance with the forecast calculations, the 
growth of the Japanese economy by 2040 in the two 
considered options is significantly lower than in China 
and India. Thus, in option I of the “V-shaped economic 
recovery”, the growth rates of Japan's GDP are almost 2 
times lower than the rates of world GDP, and in option 
II, the L-shaped economic recovery, they are comparable 
to the same rates of world GDP. A more restrained 
development of the Japanese economy in the options 
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under consideration, in comparison with China and 
India, will lead either to stabilization or to a drop in its 
share in world GDP. 

Forecast calculations point to high average annual 
GDP growth rates in South Korea under option I "V-
shaped economic recovery", averaging 5.6%. In option II 
"L-shaped economic recovery" South Korea's GDP will 
grow at a rate of approximately 2.2-3.5% per year. Such 
average annual growth rates ensure an increase in South 
Korea's GDP over the 20 years of the coming period in 
option I by 1.6 times, and in option II - 1.4 times. 

In option I, the share of South Korea in the world's 
GDP for the upcoming forecast period increases from 
1.7% to 2.8%, and in option II - to 2.4%. Such an 
increase in indicators positions South Korea as a country 
that ensures the growth of the export potential of the 
Russian coal market GDP of the Eastern Direction 
countries in option I, in accordance with the calculations, 
will grow at an average rate of 5% per year, and in 
option II, respectively , 1.9-3% per year. 

Such growth rates ensure an increase in the GDP of 
the Eastern Direction countries in the 20-year forecast 
period in option I by 2.8 times, and in option II - by 1.5 
times. In accordance with the accepted scenario options, 
the share of the Eastern Direction countries increases 
from 26 to 34-38%. This is a very significant share, 
which determines the development potential of the 
Russian coal industry in the Eastern direction. 

In the Western direction, the demand for Russian 
export coal is formed mainly by the EU countries. The 
projection of scenarios for the development of the world 
economy testifies to the actual identity of the dynamics 
of the GDP growth rates of the EU countries and the 
world as a whole. Both the depth and the average GDP 
growth rates of the EU countries in the post-crisis period 
have a slight discrepancy with the values adopted in the 
whole world in options I of the "V-shaped economic 
recovery". Similarly, for option II of "L-shaped 
economic recovery" such an identity is characteristic. 
The active recovery of the EU economy in option II 
begins in 2025. The GDP growth rates of the EU 
countries adopted in the scenario options determined the 
volume values of this indicator achieved in the forecast 
period. The average annual GDP growth rate of the EU 
countries in the forecast period, averaging 3%, makes it 
possible to increase the absolute value of this indicator 
by 2040 by 1.8 times (relative to 2019). In option 2, the 
average annual GDP growth rate of the EU countries is 
0.5-1.5%. Such rates ensure the recovery of GDP 
volumes only by 2040. In fact, option 2 is an option for 
the stabilization development of the EU countries. It is 
obvious that under these conditions one cannot expect an 
increase in the share of EU countries in the world 
economy. Moreover, in accordance with forecast 
calculations, the share of EU countries in the world's 
GDP even slightly decreases to 19.2 - 19.5%. In contrast 
to the Eastern direction of development of Russian coal 
exports, the Western direction is gradually reducing its 
growth potential for Russian coal supplies. 

The USA in option I of "V-shaped economic 
recovery" almost completely repeats the accepted profile 
of changes in the world economy. The depth of the 

decline in US GDP, as well as the rate of its recovery, is 
about the same as in the whole world. The dynamics of 
the US GDP in option II "L-shaped slow economic 
recovery" is projected in a similar way. This recovery, in 
accordance with forecast calculations, in option II should 
be carried out no earlier than 2025. In option I, with an 
average annual GDP growth rate of 3.1% for the forecast 
period, US GDP will increase by 2040 . (relative to 
2019) almost 1.9 times. In Option II, the average rate of 
GDP growth in the post-crisis period is 0.5-1.5% per 
year, which will increase the absolute level of US GDP 
by 2040 - by only 1.1 times. Despite the large difference 
in the values of the US GDP by the options reached by 
the end of the forecast period, the share of the US 
economy in these options will practically not increase. 
The share of the United States in the world economy will 
be at the level of no more than 21-22%. 

Forecast estimates of world coal 
production and export 

The scenario parameters of the development of the 
world economy, adopted in the considered options, made 
it possible to develop forecasts of world volumes of coal 
production until 2040. The assessment at the first stage 
of calculations provides for forecast calculations of the 
coal intensity of the world's GDP. In 2010-2013. the coal 
content of the world's GDP reached its “peak”, after 
which the process of its systemic decline began. By 
2019, the coal content, compared to the maximum levels 
of the period 2010-2013, decreased by 17%. Further 
decrease in coal capacity, in accordance with the 
scenario options, will be carried out in two ways: 

- the first (option I), assumes a low rate of decline, 
approximately until 2030-2052. and more intense decline 
after this period; 

- the second (option II), assumes a more intensive 
decrease in carbon intensity at the first stage. 

Despite the reduction options of different intensity, 
the carbon intensity of GDP in both options will fall by 
38% by 2040 (compared to 2019). Different trajectories 
of a decrease in the coal intensity of the world's GDP, 
envisaged in the scenario options, determined the 
opposite dynamics of changes in the volumes of world 
coal production - by 2035 - 5.2-9.7 billion tons, by 2040 
- 4.4-9.4 billion tons. Forecast dynamics of coal intensity 
of the world's GDP (for thermal coals) is practically 
identical to the dynamics for the accepted scenario 
options. In general, by 2040, the coal intensity of the 
world's GDP will decrease by 38% compared to 2019. 

According to calculations, the global production of 
steam coal will increase by 17% by 2040 under Option I, 
to 8020 million tonnes. Under Option II, on the contrary, 
the production of steam coal will decrease by 30% by 
2040, to 4,820 million tonnes. 

The dynamics of the coal intensity of the world's 
GDP (for coking coal) has a high differentiation 
according to scenario options. In option I, the coal 
content by 2040 (for coking coal) should decrease by 
30% by 2040, and in option II - by almost 50% (relative 
to 2019). In option I, by 2035, the stabilization of coking 
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coal production at the level of 1470 million tons is 
achieved.Outside this period, the world production of 
coking coal slightly decreases, reaching values equal to 
1390 million tons by 2040. 

Option I provides for a further increase in the 
capacity of ferrous metallurgy for smelting metal used in 
the economy. The metal intensity of the economy is 
increasing. Option II is characterized by a systemic 
decrease in the production of coking coal, reaching 580 
million tons by 2040. In option II, the opposite trend of a 
decrease in coke consumption and, consequently, a 
decrease in the volume of metal used in the economy is 
set. In this variant, the use of metal is replaced by the use 
of more advanced materials used in various machines 
and structures. This option is more innovatively focused. 
It is carrying out an intensive withdrawal from the 
economic turnover of the economy of coking coal and 
metals. 

With a favorable price environment for energy 
resources (option I, the vol-ume of coal exports is 
growing: from 1,420 million tons in 2019 to 1990 
million tons in 2035, with a slight decrease by 2040 to 
the level of 1,880 million tons. 

The overall growth of coal exports by 2040 is 32% 
(relative to 2019). Such volumes can only be achieved 
with a 4-fold increase in energy prices. At the same time, 
it is assumed that by 2040 the world oil price should 
recover to $ 120 / bbl. (2020 estimate - 38 USD / bbl.). 
In option II, with an unfavorable situation on the energy 
market and an almost 2-fold decrease in prices for them 
by 2040, the volume of coal exports will systematically 
decrease: from 1,420 million tons (2019) to 790-795 
million tons (2040). ), i.e. on average by 44%. 

Global exports of thermal coal under Option I 
(favorable energy market conditions) will increase from 
1,090 million tons (2019) to 1,580 million tons in 2035 
and 1,486 million tons in 2040. Growth in the volume of 
energy coal exports over the entire forecast period will 
amount to 36%. 

In option II (unfavorable conditions on the energy 
market), the volume of thermal coal exports will 
systematically decrease to the level of 580-585 million 
tons. The overall decline over the entire period will be 
46% on average. 

The dynamics obtained indicates that the drop in 
exports in option II is to a greater extent associated with 
thermal coals than with coking ones. With a more 
intensive reduction in consumption of the latter, most 
likely, this indicates the direction of the export of coking 
coal, to a greater extent, to developing countries. 

Developed countries are likely to move their coking 
coal off the market. The forecast dynamics of export 
volumes of coking coal also significantly depends on the 
price environment and parameters of the world economy. 
In option I, the export volumes of coking coal increase 
from 330 million tons (2019) to 404 million tons in 2035 
and 390–395 in 2040. The average growth in export 
volumes in this option for the entire forecast period is 
19%. In Option II, the average GDP growth rate in the 
post-crisis period is 0.5-1.5% per year, which will 
increase the absolute level of US GDP by 2040 - by only 
1.1 times. Despite the large difference in the values of 

the US GDP by the options reached by the end of the 
forecast period, the share of the US economy in these 
options will practically not increase. The share of the 
United States in the world economy will be no more than 
21-22%. 

Coal consumption in the countries of 
the western and eastern directions 

To assess the possible volumes of coal consumption 
by the countries importing Russian coal, calculations 
were also carried out on the predictive estimate of the 
coal capacity of China, India, Japan and South Korea. 
The higher rates of decline in the coal intensity of the 
GDP of China and India indicate that coal consumption 
in these countries, at the same rate of GDP growth, will 
decline more intensively than in Japan and South Korea, 
which are advanced economies. Coal consumption under 
option 1 in South Korea in the forecast period may 
increase by almost 2.5 times, and in option 2 - by 14%. 
South Korea is quite a promising consumer of Russian 
coal. 

In general, the countries of the Eastern vector may 
increase their coal con-sumption (option 1). However, 
due to the decrease in coal consumption (option 2), one 
can expect, at best, a stabilization or even a decrease in 
Russian export supplies, especially for coking coal. 

The coal intensity of the EU countries has a higher 
rate of decline than the countries of the Eastern vector. 
In option 1, coal consumption in the EU countries by 
2040, under the most favorable conditions, may increase 
by a maximum of 11%. In option 2, coal consumption in 
the EU countries will fall at a significant rate and by 
2040 will decrease (compared to 2019) by 83%. 

Considering that the total consumption of coal 
determines the volumes of Russian coal exports, it 
should be noted that the potential of Russian exports to 
the West has decreased. In the forecast period, it is more 
likely that the potential of Russian exports will be 
determined by the consumption of coal by the countries 
of the Eastern vector. In option 1, despite the decrease in 
coal content, the volume of coal consumption, in the 
context of intensive economic development and 
favorable conditions on the energy carriers market, may 
increase by 2040 by a maximum of 18%. If option 2 is 
implemented, which provides for the intensive 
development of the economy, in the face of unfavorable 
conditions on the primary energy market, the volume of 
coal consumption in the economy by 2040 may decrease. 

With a high probability, in the forecast period, option 
2 will be implemented - intensive development of the 
economy, significantly increasing labor productivity. 
The development of the world economy according to this 
option can lead to a reduction in coal consumption, 
which can significantly reduce the development potential 
of Russian coal exports. 

Over the entire forecast period, the coal intensity of 
Russia's GDP may decrease by 48-52% by 2040. In 
accordance with the forecast calculations, the volumes of 
coal consumption in Russia under Option 1 are 
practically stabilizing in nature. If in 2019 the volume of 
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consumption was 249 million tons, then by the end of 
the forecast period (2040) - 250-255 million tons. The 
average growth in consumption volumes is about 1.8%. 
According to option 2, the consumption of coal is 
systemically decreasing. most likely due to its 
"squeezing out" by gas and non-traditional energy 
sources. 

In general, for the entire period (2019-2040), the 
volumes of coal consump-tion may decrease according 
to option 2 from 249 million tons to 160 million tons. 
Therefore, the volumes of coal production in the forecast 
period will largely be determined not by the domestic 
Russian market, and the export coal market. 

According to Option 1, the export of Russian coal 
may increase from 192 million tons in 2019 to 283 
million tons in 2040, i.e., by 47%. Option I aims at 
further increasing the export of natural resources in the 
Russian economy. Option 2 is aimed at reducing the 
dependence of the Russian economy on the export of 
natural resources. 

Thus, based on the scenario scenarios of the 
development of the world economy, the possible 
volumes of Russian coal production were obtained: 2035 
- 285-498 million tons; 2040 - 271-536 million tons. 
Calculations showed that even in the most favorable 
conditions (option I), coal production in Russia can be 
498 million tons in 2035, and 536 million tons in 2040 
(2019 - 441 million tons). For the entire forecast period, 
its growth will not exceed 20-22%. In option II, with a 
drop in global coal consumption, the production of 
Russian coal may decrease from 441 million tons in 
2019 to 285 million tons in 2035 and to 271 million tons 
in 2040. Over the entire forecast period, the total 
decrease may amount to 38- 39%. 

Conclusion 

Based on the scenario options for the development of 
the world economy and taking into account the 
intentions of coal companies, the following possible 
volumes were obtained: 

Russian coal production: 2035 - 328-365 million tons 
(at best); 

Russian coal exports: 2035 - 145-168 million tons. 
At the same time, according to the "Program for the 

development of the coal industry in Russia for the period 
up to 2035" Possible coal production volumes: 2035 - 
485-668 million tons; exports: 2035 - 324-370 million 
tons. 

Achievement of high volumes of coal production in 
Russia for the period up to 2035, provided for in the 
Program, seems unlikely. The global crisis in 2020 
requires government bodies to significantly adjust the 
long-term guidelines for the development of the industry 
adopted in the Program. 
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Abstract. The Northeast Asian Region is a home for the major world’s energy importers and Russia – the 
top energy exporter. Due to the depletion of national fossil energy resources, the industrialised East Asian 
economies are facing serious energy security issues. The snapshot of the intraregional energy trade in 2019 
was analysed in terms of development potential. Japan, Korea and China are at the frontline of hydrogen 
energy technologies commercialisation and hydrogen energy infrastructure development. The drivers for such 
endeavours are listed and national institutions for hydrogen energy development are characterised. The 
priorities related to regional cooperation on hydrogen energy in Northeast Asia were derived on the basis of 
hydrogen production cost estimations. These priorities include steady development of international natural 
gas and power infrastructure. The shared process will lead to the synergy of regional fossil and renewable 
resources within combined power and hydrogen infrastructure. 

1 Introduction  

Hydrogen energy is one of the key components in the 
energy transition paradigm, which implies energy systems 
transformation. The hydrogen role in this process is to 
replace traditional internal combustion powertrains with 
fuel cells and provide opportunities for power grid 
regulation. The former means electrification of 
transportation, which will eventually complete a 
substitution of fossil energy for renewable energy in 
transportation vehicles. The latter allows daily and 
seasonal regulation of electric power systems on a large 
scale. Thus, the drivers to develop hydrogen energy in the 
Northeast Asian (NEA) region comprise the following: 
• decreasing import dependency on fossil energy, 
• preventing air pollutions and improving environmental 
quality, 
• siting energy value chain in the domestic market, 
• stimulating innovations, 
• reshaping the structure of energy services costs, 
• opening new opportunities to expand the countries’ 
presence in the innovative global and regional markets, 
• keeping up with the Paris agreement and global climate 
mitigation initiatives. 

The implementation of the energy transition paradigm 
in the NEA economies will lead to the transformation of 
the traditional global energy markets and discoveries of 
new patterns of regional cooperation. 

                                                 
a The Harmonized System (HS) is international nomenclature 
defined by the World Customs Organisation (WCO) for the 

The purpose of the study is to identify new 
opportunities that are opening up with the development of 
hydrogen energy in the NEA region. The objectives 
include analysing the current state of energy cooperation 
in the region, assessing the possibilities of hydrogen 
production technologies in the long term, and making the 
implications about hydrogen energy influence on regional 
energy cooperation. 

2 The current status of the energy 
cooperation within the NEA region 

The region is a net energy importer, with the combined 
share of China, Japan, R.Korea and Taiwan comprising 
almost half of the global energy import in energy terms. 
The resource factor in the NEA region provides 
favourable environment for the regional primary energy 
exporters to access the largest energy market.  The 
geographical factor favours maritime trade, which is 
usually more competitive than the trade based on 
stationary infrastructure such as railways and pipelines. 
Major indicators of intraregional energy trade for the year 
2019 are presented in Table 1, including total import and 
export volumes for coal, natural gas, crude oil, petroleum 
products, and electricity trade, as well as the respective 
shares for intraregional trade. Finally, energy carriers (HS 
27)a trade values are indicated for all the seven regional 
economies. 

classification of products, to establish common basis for 
custom purposes. 
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In 2019 total energy import to the NEA economies 
exceeded 370 bln international dollars, and intraregional 
energy turnover was estimated at 190 bln international 
dollars. Russia is a major regional energy donor with 66 
bln dollar export to the East Asian economies, and export 
to import ratio exceeding 110 times. Mongolia is next 
with 2.5 times indicator, and lastly, R. Korea presents 
some 10 percent excess of regional energy export over 
regional energy import in monetary terms. 

The Korean phenomenon arises from crude oil, coal 
and natural gas imports outside of the NEA region and 
petroleum products export to the neighbouring East Asian 

economies. China is adjacent to Russia in terms of mutual 
energy turnover within the NEA region (some 63 bln), 
followed by R.Korea (31 bln.), Japan (20 bln.), Taiwan (7 
bln.), and Mongolia with the turnover of 4.5 bln 
international dollars. 

The major intraregional energy flows are mutual 
deliveries of petroleum products (HS 2710, mostly 
petrochemicals). 

China is highly dependent on intraregional energy bi-
directional flows of electricity and coal (between 33 and 
83 percent), and petroleum products import (41 percent). 

Table 1. Major indicators of the Northeast Asia economies’ energy trade in 2019. 

Economies 
Indicators Russia China Japan R.Korea Taiwan DPRK Mongolia 

Coal (HS 2701) 

Total import (export), mln ton 21 (205) 198 (6) 186 (–) 141 (–) 67 (–) – (–) – (36) 

The share of NEA, percent – (39) 33 (83) 12 (–) 22 (–) 14 (–) – (–) – (99) 

Natural Gas (HS 271111 + HS 271121) 

Total import (export), mln ton .. (189) 97 (0.07) 77 (–) 41 (–) 17 (–) – (–) .. (–) 

The NEA share, percent – (15) 2.6 (100) 8 (–) 6 (–) 9 (–) –  (–) 100 (–) 

Crude Oil (HS 2709) 

Total import (export), mln ton .. (269) 239 (0.8) 147 (–) 143.1 (–) 44 (–) – (–) –0.8 

The NEA share, percent – (34) 15 (38) 5 (–) 6 (–) – (–) – (–) – (–) 

Petroleum Products (HS 2710) 

Total import (export), mln ton 0.6 (143) 30.6 (55) 23 (19) 32 (65.8) 13 (22) 0.0 (0.0) 1.8 (–) 

The NEA share, percent 17 (15) 41 (9) 36 (32) 24 (38) 26 (6) 100 (–) 100 (–) 

Electricity (HS 2716) 

Total import (export), TWh 1.6 (3.5) 5.3 (1.4) – (–) – (–) – (–) 0.03 (0.3) 1.7 (0.03) 

The NEA share, percent 2 (17) 72 (33) – (–) – (–) – (–) 100 (100) 100 (100) 

Energy (HS 27) 

Total import (export), bln int. dol 1.9 (221) 344 (37) 156 (14) 127 (42) 44 (13) 0.06 (..) 1.3 (3.2) 

The NEA share, percent 30 (30) 17 (11) 10 (35) 12 (38) 11 (14) 100 (100) 100 (100) 

0.0 – less then 100 000 ton; ..– less then 10 000 ton 
 Source: author’s estimations based on castom statistics from trademap.org 

Mongolia and DPRK have critical dependence on 
regional energy supply, particularly, on electricity import 
and export. Almost all Mongolian coal export is 

swallowed by China. The DPRK’s energy export and 
import are extremely low due to the sanctions of the UN 
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Security Council, so the regional energy cooperation is 
under the great stress for this economy. 

Russia seems to be significantly involved in the NEA 
regional energy market. The share of East Asian 
economies reached 30 percent both in total Russia’s 
energy export and import in 2019. In the same year the 
share of Northeast Asia in total Russia’s export accounted 
for 39 percent for coal, 34 percent for oil, 17 percent for 
electricity, and 15 percent both for natural gas and 
petroleum products. 

For Japan, R.Korea and Taiwan, regional energy 
cooperation is important in terms of petroleum, coal and 
natural gas imports. Regional import of crude oil for Japan 
and R.Korea are marginal between 5-6 percent, while it is 
equal to zero for Taiwan. 

Recent transformations of the national gas and 
electricity market institutions in Japan and China, coupled 
with the regional and global natural gas market 
developments, give some hope to expect more active 
regional cooperation on natural gas and electricity. 
Considering the perspectives for natural gas demand 
growth in China and the resource potential in Russia, the 
development of gas infrastructure will be one of the most 
perspective objectives for energy cooperation in the NEA 
region in the coming decades. 

3 The Hydrogen National Institutions in 
the NEA region 

Hydrogen technologies development is one of the most 
important issues within the energy transition framework, 
when energy strategy is considered in the energy-deficient 
industrial economies of East Asia. This section presents a 
short scope of the national-scale hydrogen institutions in 
the each NEA economy. 

3.1 The case of China 

The energy development strategy action plan for the 
period 2014-2020 adopted by the State Council in 2014 
[1] highlights the transition to low carbon energy as one 
of the key strategic guiding principles. The document 
prioritises the increasing role of natural gas, renewable 
energy (wind, solar and geothermal) and nuclear energy. 
Besides, the document includes hydrogen energy and fuel 
cell (FC) in the 20 key technologies to be developed. 

The issue of a national hydrogen strategy was raised 
at the third session of the 13th National People’s Congress 
in May 2020 [2]. However, several provinces and cities 
have already issued hydrogen energy development plans. 

In 2018 China Hydrogen Alliance was established by 
state-owned China Energy Investment Corporation and 
the other 17 sponsors. The aim is to enhance the 
development of China’s hydrogen sector by providing 
policy advice and serving as a platform to coordinate 
efforts for the development and commercialisation of 
hydrogen technologies. The alliance is supported and 
supervised by the Ministry of Science and Technology 
and other government bodies [3]. 

According to the White paper [4] prepared by the 
Alliance, hydrogen consumption in China will have risen 

up to 35 million tons or 5 percent of the final energy 
demand by 2030. By 2050 the figures should achieve 60 
million tons and 10 percent, correspondingly. The number 
of fuel cell vehicles (FCV) will have grown to 50 
thousand by 2025, 1.3 million by 2035 and 5 million by 
2050.  

It is worth noting that the White paper sets ambitious 
targets for renewable energy. The share of water 
electrolysis using renewables in hydrogen supply should 
achieve 15 percent by 2030, 45 percent by 2040 and 70 
percent by 2050, in comparison with 3 percent in 2020. 

3.2 The case of Japan 

Japan is at the third wave of hydrogen technologies 
development now. The first one was in the early 1990s, 
the second one followed in a decade, and the third wave 
started around 2015. 

In 2014 the Ministry of Economy, Trade and Industry 
provided a new Basic Plan for sustainable energy 
transition under the “3E+S” motto. It is interpreted as 
Energy security, Environment (emissions reduction), 
Economic affordability (competitive cost) and [inherited] 
Safety. Hydrogen’s contribution to the Basic Plan looked 
undoubted because of four effects: decarbonisation, 
mitigation of the dependence on particular fossil fuel 
exporters, ability to utilize low cost feedstock and new 
opportunities for innovative developments. As a further 
step, the Basic Hydrogen Strategy (world’s first national 
strategy of such a type) was adopted in 2017. The idea 
was to make Japan a “hydrogen nation” with a wide range 
of new industries, including transportation and digital 
devices, which use hydrogen for power generation [5]. 

In May 2018 the Non-fossil Fuel Energy Value 
Trading Market was established at the Japan Electric 
Power Exchange. This is a green certificates market 
where non-fossil fuel energy power producers sell "non-
fossil fuel energy certificates", which evidence to energy 
retailers that electricity is green, i.e. it was originated 
exclusively from renewable primary energy. The 
certificates can be traded separately from actual electricity 
[6]. 

Japan aims to use green hydrogen in power generation 
and other industries in the future. At present, the 
government is examining the replacement of existing 
fuels and raw materials with green hydrogen and the 
associated costs for various industrial processes. The 
combination with carbon capture, utilisation and 
sequestration (CCUS) is necessary in order to produce 
blue hydrogen from natural gas or coal. 

Considering insufficiency of the domestic renewable 
energy resources, Japan looks for hydrogen supply chains 
from overseas, in addition to Australia and Brunei, where 
demonstration experiments are ongoing. 

3.3 The case of R.Korea 

In January 2019 the R.Korea adopted a Hydrogen 
Roadmap [7]. The major goal is to shift the demand from 
transport sector from oil-based fuels to electricity, 
including FCV. It is projected to consume more than 5.2 
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million tons of hydrogen to power up to 6 million FCVs, 
2 GW of decentralised and 15 GW of grid-operated FC 
generators by 2040 [8]. 

In addition to the Hydrogen Roadmap, some basic 
laws related to hydrogen economy and energy were 
drafted: 

• The Hydrogen Act (will come into force on February 
5th, 2021). It is expected that the Hydrogen Act will 
become the central legislation regulating the hydrogen 
industry, while the Renewable Energy Act will be used 
where an issue is not covered;  

• The Hydrogen Economy Promotion and Hydrogen 
Safety Management Law (came into force in 2020). It 
consider the measures to create favourable environment 
for a hydrogen economy: the adoption of hydrogen 
programs by regional governments; support and subsidies 
for hydrogen companies engaged in the development of 
hydrogen technologies; the creation of the Hydrogen 
Economy Committee to facilitate the cooperation among 
the government, industry, academic, and civil experts on 
national and international stages [9]. 

The Ministry of Energy is primarily responsible for 
regulating the hydrogen industry.  The promotion of the 
hydrogen industry will be carried out by the Hydrogen 
Convergence Alliance, a private organisation that aims to 
improve the competitiveness of hydrogen specialised 
companies. 

The Korea Gas Corporation, a state enterprise, will 
establish a system for the distribution and transaction of 
hydrogen, and manage pricing for hydrogen. The Korea 
Gas Safety Corporation, a state enterprise, will oversee 
safety management, inspect safety standards for hydrogen 
related components and facilities, and support education, 
advertisement and international cooperation relating to 
hydrogen safety. 

To provide green hydrogen, domestic and imported 
renewables are considered. The import of hydrogen 
related components will be regulated by the Hydrogen 
Act, which states that such components can be inspected 
by the Ministry of Energy or the local authority of the 
relevant city or district. The government will establish the 
Foreign Marketing Support Centre to assist with the 
export of hydrogen specialized companies [10]. 

Korean companies by their own initiatives participate 
in international organisations for hydrogen technologies 
development, like Hydrogen council, Fuel cell and 
hydrogen energy association, International association for 
hydrogen energy, etc.  

3.4 The cases of Taiwan, Mongolia and DPRK 

The policy towards hydrogen energy it this economies is 
still sporadic and non-systemic, and there are no special 
institutions established for hydrogen technologies and 
infrastructure development. 

3.5 The case of Russia 

The Energy Strategy of the Russian Federation up to 2035 
was approved in June 2020 [11] Hydrogen technologies 
are considered as important means for energy storage and 

niche applications, mainly for transportation and 
autonomous energy supply. Importantly, hydrogen 
technologies for energy storage and conversion should be 
implemented to increase efficiency of power grid 
operations. 

Export targets for hydrogen were set as a major 
indicator of the progress in hydrogen energy 
developments. In 2024 Russia is expected to export 0.2 
million tonnes of hydrogen, and 2 million tonnes in 2035.  
However, the primary technologies for hydrogen export 
are supposed to be electrolysis powered by nuclear 
energy, or natural gas pyrolysis.  

A Working Group on the development of hydrogen 
energy was established under the Ministry of Energy in 
November 2019. It includes Gazprom, Sberbank, 
Rosatom, academic and expert community 
representatives. The objectives of the WG are to develop 
support measures, review pilot projects, remove 
regulatory barriers, and create a road map for hydrogen 
technology development [12]. 

3.6 The Section’s Summary 

The lessons learned from the studies of the hydrogen 
national institutions in the NEA economies suggest that 
fuel switching from fossil to renewable energy for 
transportation, industrial and building energy services is 
considered as an important pattern for the long-term 
energy transition strategy.  

Hydrogen technologies are pivotal for renewable 
energy based on the so-called “New Green Deal”, 
designed to repower economies and reindustrialise global 
transportation sectors on innovative technological basis. 
Additionally, hydrogen energy is supposed to contribute 
significantly to securing energy supply and energy 
efficiency. 

However, in order to build up hydrogen infrastructure 
at the first stage of the hydrogen energy development, 
hydrogen production from fossil energy (natural gas, coal, 
and petroleum products) will have a priority.  

4 Cooperation patterns: resources, 
infrastructure and hydrogen value chain 

When moving towards hydrogen energy, the cooperation 
patterns reflect the structure of hydrogen value chain.  The 
chain links are hydrogen production, storage, 
transportation and distribution. Hydrogen production 
costs vary with energy sources and production methods, 
while hydrogen storage, transportation and distribution do 
not depend on primary energy sources.   

Steam methane reforming, coal gasification and water 
electrolysis are the most widespread among the various 
hydrogen production methods. In steam methane 
reforming, natural gas (or another source of methane) 
reacts with steam to produce hydrogen and carbon 
dioxide. In coal gasification, coal is converted into a 
synthesis gas that is then transformed into hydrogen and 
carbon dioxide. Carbon capture, utilisation and storage 
can be applied to the both processes. Water electrolysis is 
an electrochemical process that splits water into hydrogen 
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and oxygen. The process requires water as well as 
electricity [13]. 

IEA's estimations suggest that hydrogen production by 
water electrolysis using renewable energy can be 
competitive with hydrogen production from fossil fuels, 
including carbon capture and storage costs, in the long 
term (figure 1). 

The main drivers are a significant drop in capital 
expenditures in water electrolysis in 2050 by a factor of 
3.2 and a decrease in renewable electricity prices from 
USD 36-116 per MWh to USD 20-60 per MWh.  

According to IEA’s data [14], if blue and green 
hydrogen production are considered and resource prices 
and efficiency assumptions are not taken into account, 
then steam methane reforming is the cheapest process 
followed by water electrolysis and coal gasification. In the 
long term, water electrolysis can become more cost-
effective solution, competitive to steam methane 
reforming and coal gasification with CCUS. However, it 
is worth noting that a large reduction in capital expenses 
in water electrolysis is necessary to achieve such a 
competitiveness level.  

Besides, the location of water resources and renewable 
energy potential should be considered when planning 
international power interconnections. Water scarcity in 
the arid areas with high wind and solar energy potential in 
Mongolia and China can be an important driver to create 
power interconnections in the NEA region allowing 
producing hydrogen in the eastern regions of Russia with 
sufficient water resources. 

Thereby, efficient gas and electricity trade is the main 
prerequisite for hydrogen production in the NEA region 
in the middle and long term. This means that international 
gas and electricity infrastructure and favourable 
institutional frameworks are required to support gas and 
electricity trade and overall Energy Transition process in 
the region. 

5 Implications 

The Energy Transition process in the highly energy 
import dependent East Asian countries is led by hydrogen 
technologies. Hydrogen energy is considered as a major 
tool for dealing with complex issues focused on energy 
supply chains in industrialised, export-oriented, and 
environmentally-concerned economies. Remastering 
energy services for transportation sector through 
electrification, partly based on fuel cells technologies, 
will have numerous consequences in terms of energy 
security, environmental quality improvements, innovative 
developments, and new value chains creation. 

In addition to their inherited low-carbon feature, 
hydrogen technologies are important for power grid 
regulation and decentralisation of building’s energy 
services. 

The national hydrogen strategies in the major East 
Asian economies are focused more on hydrogen 
consumption and transportation than hydrogen 
production. However, hydrogen itself is just an energy 
carrier, not a primary energy resource. We are entering on 
a long transition period, when hydrogen production 
derived from fossil fuels will be more economically 
feasible than green hydrogen (based on renewable 
energy). 

Considering the stabilisation of primary energy 
demand in coming decades, descending demand for coal 
and oil, remaining superior efficiency for hydrogen 
production from natural gas, we expect the growth in 
natural gas regional trade and cooperation in natural gas 
infrastructure development. 

Additionally, with the rapidly declining costs of 
renewable energy, green hydrogen production and 
seasonal hydrogen storage will end up in fusion of power 
grid and hydrogen energy infrastructure on regional scale. 

Such electro-hydrogen infrastructure will be an 
ultimate energy system with 100 percent renewable 
primary energy supply. The task for energy researchers is 
to demonstrate the feasibility of such a system in 
Northeast Asia. 

 
The study was supported by RFBR research projects 18-510-
94006 and 20-014-00024.  
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Abstract. In order to timely identify threats and risks to energy security and promptly respond to 

them and the dynamics of their change, the Energy Security Doctrine provides for the formation 
of a risk management system. The significant heterogeneity of the regions of the Russian 
Federation, including with a special specificity of the territories of the North and the Arctic zones 
and the predominance of decentralized energy supply in them, justifies the need for the 
formation of a regional segment of the assessment that provides for and takes into account 
these differences in detailing the sphere and the monitoring process itself. The paper presents 
proposals on the formation of the structure of a separate module of the regional segment for 
assessing the energy security of isolated areas, separate research modules and indicators for 
assessing decentralized power supply systems from the standpoint of ensuring energy security. 
One of the approaches to the formation of the structure of a single information space of the 
regional segment of the risk management system is proposed. 

 
Regions of "Severny Zavoz", attributed to the North, 

differ significantly in terms of comfort of life and 
conditions of management. For these reasons, the zone is 
very heterogeneous in terms of economic and social 
development. The heterogeneity of the territories of the 
Far North regions, in particular the Far East region, from 
an energy point of view, characterizes a different degree 
and unevenness of the supply of fuel resources and a 
wide range of the level of energy security. 

Analysis of energy supply in technologically isolated 
and remote territories of Russia is characterized by a 
number of negative indicators and trends that can 
provoke emergencies in fuel and energy supply systems. 
In such territories, with more than 100 thousand isolated 
settlements, the state of energy security is ensured by the 
proper functioning of decentralized energy supply 
complexes in conjunction with interconnected 
accompanying systems. 

Based on the provisions of the Doctrine of Energy 
Security (DES) of the Russian Federation regarding 
decentralized territories, mainly located in the regions of 
the Russian North, a number of urgent tasks in terms of 
energy can be identified: 

- ensuring reliable and sustainable provision of 
Russian consumers with energy resources of standard 
quality and services in the energy sector; 

- ensuring the technical accessibility of the 
infrastructure of the fuel and energy complex for various 
groups of consumers and the possibility of providing 
them with services in the energy sector. 

The territorial level comprehensively characterizes 
the state of energy supply to consumers on the territory 
of a subject or a federal district of the Russian 
Federation. The importance of interests and the weight 
of the characteristics of local energy zones and 
autonomous objects of electrification of the territories of 
the North makes it possible to single out the regional 
segment as a separate monitoring object with its own 
unified indicators (Figure 1, 2) of the energy security 
assessment system. 

In this regard, the task is to form a regional segment 
within the framework of the formation of a risk 
management system for the energy security of the 
Russian Federation (the creation of which is envisaged 
by the DES), providing for a significant socio-economic, 
climatic and other heterogeneity. 

The degree of difference between the decentralized 
territories of the North-East and other territorial entities 
is great. The specificity of autonomous energy, leaving 
its mark, loses the possibility of reliable functioning in 
situations in which centralized energy remains 
survivable. They are not characterized by such indicators 
as the presence of unlimited transport links between 
energy zones for emergency mutual provision of fuel 
resources, electrical connections between decentralized 
power supply complexes (DECPS) within one zone and 
intersystem connections between zones, etc. At the same 
time, the influence of factors and conditions is 
maximized by extreme weather events and 
infrastructural isolation in the permafrost zone. The 
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degree of detailed consideration of the peculiarities 
uncharacteristic for the rest of the territories of the 
Russian Federation in the choice of criteria for assessing 

the state, the direction of measures to improve energy 
security is relevant. 

 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
Fig 1. Proposals for the formation of a separate module of the regional segment for assessing the energy security of isolated 

territories 
 

 
 

 
 
 
 
  
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig 2. Proposals for individual study modules and indicators for assessing decentralized power supply systems from the perspective of 
ensuring energy security 
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consumption and electricity 

supply to consumers, including 
agricultural and fishing activities 

Level module 
welfare population 

Leveling living standards 
Assessment of risks of reduction from the side of "availability of electricity" 

Strategic objectives 
development of the RF fuel and 

energy complex 

Indicators of the possibility of 
developing the infrastructure of 

the territory 

Resource modules 
security and condition of decentralized power supply 

systems 

Indicators of rationality and 
reliability of autonomous power 

supply systems (APSS) 

Indicators of a set of factors for 
improving the APSS 

Willingness to diversify the APSS structure 
Multidimensional indicators of attractiveness 
and the complex value of renewable energy and other resource approaches 
Fundamental consideration of situations and options for using 
resources…………………………………………………………………… 
Increasing the economic efficiency of decentralized energy zones 

turning on 

Regional level assessment indicators 
energy security 

Indicators of the federal level for 
assessing energy security 

synchronization 

Security module of characteristics of the 
amount of power supply to consumers 

The module of ensuring the characteristics of 
the quality of power supply to consumers 

The module of ensuring the characteristics of 
the effect from the use of energy resources for 

energy supply to consumers 

Indicative indicators of local energy 
complexes of energy supply at the level of 

decentralized energy zones 

Indicative indicators of the level of 
decentralized energy zones within the 

regional level 
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For a timely and adequate response to emerging 
challenges and threats to energy security, improving the 
reliability and sustainability of the energy infrastructure, it 
is necessary to improve the quality, efficiency and expand 
monitoring aimed not only at identifying challenges, threats 
and risks to energy security, but also at their trends. 

To this end, the Doctrine provides for the formation of 
an energy security risk management system (hereinafter - 
RMS). The RMS provides for the participation of public 
authorities of the constituent entities of the Russian 
Federation within its competence. The inclusion of regional 
executive authorities in the composition of RMS subjects 
makes it possible to ensure a high-quality account of the 
regional peculiarities of the EnS, improve the quality of the 
information provided in the regional context and analyze 
the responsibility of the situation in the region within the 
framework of the distribution of powers. The consistency 
and harmonious balance of strategic planning documents in 
the energy sector makes it possible to quite clearly build the 
relationship between the basic principles of the nature of 
state activity and the mechanisms for implementing state 
policy in the field of ensuring energy and economic security 
with the allocation of guidelines for the regional 
component. 

In accordance with this, the main tasks of the RMS at 
all levels are: monitoring, assessing and forecasting the 
state of energy security, as well as determining the 
resources necessary to prevent threats to energy security, 
reduce the likelihood of their implementation, as well as 
to minimize the consequences of their implementation. 

In addition, the RMS is a tool that allows you to 
determine or clarify the tasks of the subjects of energy 
security, as well as planning measures to ensure energy 
security. To solve each task, the System must perform a 
number of functions according to its procedural 
structure. Energy security risk management is an integral 
part of government policy. 

The specific feature of the characteristic threats of 
the territories under consideration necessitates a 
systematic analysis and, if necessary, adjustments to the 
components of the assessment of regional energy 
security. One of the key factors requiring close attention 
and detailed study is the strong relationship between 
energy and the economy of local energy supply systems 
in isolated remote areas of the North. 

One of the basic modules of segments of any level is 
the process of collecting, processing, organizing and 
storing information about the current state of objects in 
the monitoring sphere and the dynamics of changes in 
events that affect the state of energy security. 

These measurements must be synchronized with 
monitoring processes in the main areas of energy 
security, which cover 14 critical areas. These directions 
set its normative level. The values of the parameters are 
determined by the provisions of legislative and 
regulatory legal acts regarding these areas. 
Measurements include quantitative and qualitative 
characteristics of energy security and include both 
traditional energy security problems and environmental, 
socio-cultural and technological factors. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig 3. One of the approaches to the formation of the structure of a single information space of the regional segment of the RMS 
system 
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457



The susceptibility of territories and objects of 
analysis (territorial or sectoral component of the 
structure) to energy security risks is realized in the 
characteristics of criterion indicators reflecting the 
degree of impact of threats inherent in each region. 

Identification of local risks, taking into account the 
specificity of the territories and the features of 
autonomous power supply of decentralized areas (Figure 
3). The study proposes a possible group of criterion 
indicators for assessing the regional level of energy 
security in decentralized areas, reflecting the degree of 
action of inherent and identified threats to the 
development and functioning of the energy sector, its 
subsystems and objects of the territories under 
consideration. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Continuous monitoring of the effectiveness of energy 
security management ways should be correlated with the 
actualization of the tasks of the strategic directions of the 
region's development, with the internal goals of socio-
economic development and indicators of the federal 
level in general and at the level of the constituent entities 
of the Russian Federation. 

The implementation of the task will allow not only to 
solve the designated tasks, but also to create conditions 
for the growth of investments, technological renewal of 
the fuel and energy complex, the introduction of modern 
domestic technologies and equipment, as well as to train 
highly qualified personnel. 
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Abstract. The study examines the directions of Russian-Mongolian energy co-operation. The focus is on an 
analysis of internal and external factors that negatively affect the implementation of the current inter-country 
energy projects. The mechanisms are proposed to cope with the factors limiting energy cooperation. 

 

1 Introduction  

Interstate cooperation between Russia and Mongolia has 
a long history. During the Soviet period, it was 
characterized by close economic, energy, cultural, and 
many other ties. The transition to a market economy has 
significantly changed Mongolia’s inter-country relations, 
which have become multi-vector ones. The country has 
intensified relations with China, with developed European 
countries, with the United States, and others. Although the 
cooperation between Russia and Mongolia has weakened 
over the past 25 years, it has not lost its importance, and, 
first of all, for the energy sector. Mongolia has rich 
mineral resources [1], and their development requires 
huge investments and a powerful energy supply system 
[2]. Mongolia has a long border with Russia, which has a 
developed fuel and energy resources and surplus energy 
power in the regions bordering Mongolia. Currently, 
Russia is rendering all possible assistance in providing 
reliable energy and fuel supply to Mongolian consumers, 
which can have a significant impact on the economic 
development of Mongolia and mutually beneficial 
cooperation between the two countries in the future. 

The primary internal and external challenges and 
problems facing today’s energy projects implemented in 
Russia and Mongolia with the NEA countries include [3, 4]: 

- high investment, production, social and labor costs 
of the extraction, production, and transportation of energy 
products, which ultimately reduce their price 
competitiveness in the world energy market, including 
that in the neighboring countries of NEA; 

- limited public investment in the development of 
infrastructure projects; 

- high tariffs in electricity and heat supply for the 
production of energy products and their transportation 
(transmission) by various modes of transport, which 
significantly increase their domestic and export prices; 

- poorly developed domestic innovation and 
technology base, which prevents a timely (synchronous 
with developed countries) transition to new efficient high-
tech production levels; 

- increasing competition in the global energy market 
(dumping pricing policy, collusion for the imposition of 
financial, technological, and various economic sanctions, 
and others); 

- unknown demand for energy resources due to the 
uncertainty of the world economy development and its 
structural transformations; 

- restrictive measures related to the spread of 
coronavirus in the world and a downturn in business 
activity, and others.  

Overcoming these unfavorable factors and increasing 
the possibilities for the implementation of inter-country 
energy projects require the flexible application of various 
mechanisms, both at the state and corporate levels. 

The paper examines a wide range of mechanisms to be 
used, with the focus on the most important ones for 
specific areas and conditions of interstate energy 
cooperation between Russia and Mongolia. 

2 Priority areas of energy cooperation 
between Russia and Mongolia 

According to the state policy documents, the priority 
direction of the strategic development of the Mongolian 
energy sector is the improvement of its territorial-
production structure based on internal capabilities and 
mutually beneficial international energy cooperation with 
Russia and the NEA countries [4]. Russia's energy policy 
is also aimed at cooperation with the NEA countries. The 
Energy Strategy of the Russian Federation until 2035, 
adopted by the Government of the Russian Federation in 
2020, pays special attention to the energy development 
and the creation of a developed energy infrastructure in 
the eastern regions, which will increase the national 
energy security, strengthen fuel and energy ties between 
the countries and provide Russia's access to the energy 
markets of China, Japan, Mongolia and other countries of 
Northeast Asia and the Asia-Pacific region [3]. 

At present, the areas which are considered by the 
government, scientific, and business communities to be of 
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priority for the Russian-Mongolian energy cooperation 
include the following: 
1. Supplying Russian natural gas to Mongolia. This goal 

can be achieved by constructing a gas pipeline to 
China through the territory of Mongolia. The PJSC 
Gazprom considers it possible to implement the new 
project of the Power of Siberia-2 gas pipeline with a 
capacity of 50 billion cubic meters of gas annually. 
Now it is being discussed at the intergovernmental 
level [5]. The implementation of this project will both 
provide large gas supplies to China, and increase the 
number of gas consumers along the route of the 
pipeline in the Irkutsk region, the Republic of 
Buryatia, the Trans-Baikal Territory, and Mongolia 
[6]. In this case, Mongolia will have to invest only in 
gas distribution pipeline networks, excluding the main 
gas pipeline and branches. At the same time, 
Mongolia's revenues from gas transit through its 
territory to China can be used for the development of 
gas distribution networks. 

2. Providing Mongolian consumers with petroleum 
products. Two options are considered: the existing 
one, through an increase in the supply of petroleum 
products from Russia and the construction of the 
Darkhan refinery with a capacity of 2–3 million tons 
per year in Mongolia, and the supply of Russian oil by 
oil pipeline or railway transport. 

3. Increasing direct supplies of electricity from Russia and 
building Asian Energy Super Ring in the distant future, 
which will interconnect the power systems of Russia, 
China, Japan, South Korea, and Mongolia. The second 
option suggests the construction and reconstruction of 
thermal power plants with a capacity of more than 6000 
MW in Mongolia, and their connection to the interstate 
electric power system [7, 8]. 

4. Developing the world's largest Tavan Tolgoy deposit 
of coking coal with the participation of Russia and the 
supply of this coal to the NEA countries [9]. 

5. Constructing railways to transport large volumes of 
mined coal to external consumers and others, in the 
future. [10, 11]. 
The feasibility of the inter-country energy projects 

under consideration will, first of all, be determined by the 
rates of economic development of China and Mongolia, 
given the development of Mongolia’s mineral resources, 
competitive (price) advantages of Russian energy 
resources, and the possibilities of overcoming some other 
internal and external limiting factors described above. 

3 Requirements for mechanisms to 
implement inter-country projects 

In the practice of promoting and supporting the projects 
planned for implementation, there are many organizational, 
economic, and legislative mechanisms [12, 13]. In the 
context of energy cooperation with Mongolia, the most 
important of them include organizational and economic 
ones. Figure 1 presents an extended list of organizational 
measures designed for the countries to jointly develop 
coordinated proposals for energy cooperation projects, to 
work out interstate target programs for the economic 

development of individual territories and industries in 
conjunction with the implementation of inter-country 
energy projects, and others. 
 

 
Fig. 1. Organizational mechanisms for the implementation of 

inter-country energy projects 
 
In the stage of project implementation, an important 

role is played by the interstate government monitoring of 
the work progress and the timely elimination of obstacles 
by organizing coordinated actions of project participants, 
eliminating bottlenecks, and adjusting various project 
parameters. 

The central point of substantiating the effectiveness of 
inter-country projects and their feasibility is the high 
competitiveness of energy products in terms of quality and 
price characteristics. Here economic mechanisms are of 
decisive importance. A list of them is shown in Figure 2. 

 

 
Fig. 2. The economic mechanisms to implement inter-

country energy projects 
 

At the present stage, the corporations should pay 
special attention to such economic mechanisms as the 
reduction in the costs of extraction, processing, 
production, and transportation of energy products based 
on the modernization of production facilities, the adoption 
of advanced innovative technologies, digitalization, and 
smartization of management. At the same time, the states 
should make maximum use of the mechanisms of budget-
based financial support for infrastructure projects within 
the framework of targeted state programs, and apply 
flexible and tax sparing regulation to the extraction of 
minerals in the energy sector. 

Almost all economic mechanisms aimed at 
implementing inter-country projects are directly or 
indirectly related to the formation of sources and 
attraction of investments. The primary investment 
mechanisms are shown in Figure 3. 
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Fig. 3. Investment mechanisms to implement inter-

country energy projects. 
 

In the context of sanctions imposed by the Western 
countries on Russia and the restriction of access to credit 
resources of foreign banks, funding based on 
organizational and legislative mechanisms is becoming 
especially relevant: 

- accessibility to various domestic financial tools for 
project investment, including bank loans, with interest 
rates  not exceeding those of leading Western European 
banks; 

- competitive conditions in terms of the efficiency of 
investment by domestic and foreign investors in the 
projects at issue compared to possible alternative projects; 

- interbank cooperation of states implementing 
interstate energy projects to accumulate investment 
resources, and others.  

Despite the existing experience in the implementation 
of inter-country projects for the supply of energy 
resources from the eastern regions of Russia to Japan, 
China, and other NEA countries, the existing mechanisms 
for the implementation of inter-country projects do not yet 
have a systemic (interconnected) nature of their use and 
require further improvement. 

4 Conclusion 

Energy cooperation between Russia and Mongolia, and 
the implementation of inter-country energy projects 
should be based on comprehensive program-targeted 
planning of economic development of the respective 
territories and leading industries of the parties involved, 
i.e. within the framework of programs agreed with 
investors and approved by governments. At present, the 
research teams of the Academies of Sciences of Russia 
and Mongolia systemically conduct studies to substantiate 
the directions of energy cooperation between the two 
countries for the time horizon until 2035. At the same 
time, they consider the Baikal region (Irkutsk region, the 
Republic of Buryatia, and the Trans-Baikal Territory) to 
be the base area for cooperation with Mongolia. 

To ensure the competitiveness of export energy 
products produced within the framework of inter-country 
projects, corporations must focus on the most advanced 
technologies, have flexible, sparing taxation, acceptable 
tariffs for the energy supply within projects to be 
implemented and the transportation of energy products, 
which in general significantly reduces costs and increases 
the flexibility of export prices. 

Another crucial factor in reducing investor costs and 
increasing the efficiency of inter-country energy projects 
is active, multilateral, and systematic state infrastructure 
support for the projects. 
 
The study was carried out within the framework of an 
international grant from the Russian Foundation for Basic 
Research (project No. 18-510-94006) and the Ministry of the 
Education, Culture, Science, and Sport of Mongolia (project No. 
Shu/Gh/ OHU/ 2018/26)/ 
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1 Introduction  

The Asian regions of Russia (Siberia and the Russian Far 
East) have unique reserves of energy resources of all-
Russian and international importance. 

Currently, more than 80% of Russia's energy 
resources are produced in its Asian regions, including 
71% of the country's oil, 97% of natural gas, more than 
95% of coal; more than 30% of the country's electricity is 
produced there as well. 

In recent years, a lot of work has been done in Russia 
to create a list of policy documents that define the 
strategic development of the energy industry in the East 
of the country so as to take into account mutually 
beneficial energy cooperation between Russia and the 
NEA countries in the energy sector [1–4]. 

The Melentiev Energy Systems Institute SB RAS, also 
makes a certain contribution to shaping the Eastern 
Energy Policy, see, for example, [5].  

In the materials of the program documents, much 
attention is paid to the Asian regions, the development of 
which can give an additional impetus to the development 
of the energy sector of the country. The Energy Strategy 
notes that a more dynamic growth of consumption and 
production of energy resources is expected in these 
regions, given that they are associated with the main 
prospects for increasing Russian energy supplies to the 
countries of Northeast Asia.  

The development of the energy sector of Russia and 
its Asian regions in the long term will depend on a number 
of factors, among which it is important to be aware of the 
changes in the projection of economic development and 
energy consumption levels in the country and its Asian 
regions; in the development of the resource and raw 
material base of the energy sector; in the pace of scientific 

and technological advances in the energy sector; in the 
dynamics of fuel and energy prices in domestic markets 
of Russia; in the international energy markets situation. 

2 Modelling tools 

To estimate the effect of prospective factors on the 
development of the energy sector of the Asian regions we 
employed the basic scheme of hierarchical modelling 
developed at the Melentiev Energy Systems Institute, SB 
RAS [6], at the core of which is the dynamic model of 
optimization of the territorial and production structure of 
the country's energy sector (Figure 1), [7].  

 
Fig. 1. Structure of the dynamic optimization model of the 

country's energy sector 
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The model describes the process of development of 
the territorial and production structure of the energy sector 
up to 2050 in dynamics (modelled in five-year 
increments) as applied to large aggregated regions defined 
based on their geographical location. 

3 Research findings 

The model-based studies enabled us to form a well-
balanced rational structure of regional energy sector 
development for the country as a whole and for each of 
the Asian regions (Western and Eastern Siberia, the 
Russian Far East) and outline their role in the energy 
sector of the country. 

Backed by the program documents [1–4, 8] and other 
materials [9–11], as well as by the authors' previous 
research [12–15], we are able to identify a number of 
trends in the development of the energy sector of the 
country and its Asian regions to 2035 and with a view to 
2050. 

Below we study two scenarios of Russia's energy 
sector development to 2050: the conservative scenario 
and the more optimistic target scenario. The aggregated 
macroeconomic indicators of the country's economic 
development and corresponding energy consumption 
levels are shown in Table 1. The lower boundary of the 
indicator change range corresponds to the conservative 
scenario, while the upper boundary corresponds to the 
target scenario. 

 
Table 1. Projection of economic development and energy 
consumption in Russia 

Indicator 2015 
Projection 

2025 2035 2050 
GDP*, bln. USD 1.555 1.850-2.105 2.300-2.960 3.160- 4.610 
GDP growth rate as 
compared to 2015, % 

100 119-135 148-190 196-286 

Average annual GDP 
growth rate, % 

- 1.7-3.1 2.2-3.5 2.1-3.0 

Population, mln. people 146 146 145-146 145-147 
GDP per capita, thous. 
USD per person 

10.7 12-14 16-20 22-31 

Domestic primary energy 
consumption, mln. tce 

964 1.073-1.091 1.143-1.174 1.144-1.190 

Primary energy 
consumption growth 
rates as compared to 
2015, % 

100 111-113 118-122 119-123 

GDP energy intensity, 
tce per thous. USD 

0.62 0.56-0.53 0.5-0.4 0.4-0.3 

Energy intensity 
decrease rate as 
compared to 2015, % 

100 92-87 79-66 59-43 

Note: reported in constant 2015 prices. 
Sources: [1,8], estimates by the authors 
 

Average annual GDP growth rates for assumed 
scenarios were covered within the following ranges: 1.7–
3.1% for the period between 2015 and 2025 and 2.2–3.5% 
for the period between 2026 and 2035. It is assumed that 
in the years to come (2036 to 2050) the GDP growth rate 
will drop to 2.1% under the conservative scenario, and to 
3.0% under the target scenario.  

One of the prerequisites for the assumed scenarios of 
economic development of Russia to materialize is the 

growth (as compared to 2015) of domestic primary energy 
consumption: by 11–13% by 2025, and by 19–23% – by 
2035-2050.  

To this end, the consumption of petroleum products in 
the period between 2015 and 2050 should increase by 15–
17% and that of natural gas – by 23–28%, while the 
consumption of coal and other solid fuels should decrease 
by 5% under the conservative scenario and should 
increase by 1.5% under the target scenario. The 
consumption of non-carbon energy resources (HPPs, 
NPPs, non-conventional renewables) should increase by 
33–43%.  

The resulting energy consumption structure in Russia 
is shown in Figure 2. 
 

 
Fig. 2. Projected structure of energy consumption in Russia, % 

 
As shown in Figure 2, natural gas will remain the 

dominant resource in primary energy consumption in 
Russia throughout the period under review: its share in the 
demand structure will increase from 53.6% in 2015 to 55–
56% by 2050.   

The share of petroleum products in the structure of 
primary energy consumption by 2050 under the 
conservative scenario will decrease to 18.5% (as 
compared to 19.2% in 2015), and, under the target 
scenario, to 18%, while the share of coal and other solid 
fuels will decrease from 15% to 12–12.5%.  

The share of non-carbon energy sources in domestic 
consumption will remain at about 12% until 2035 and 
only by 2050 will it increase to 13.5–14%.  

The results of the study show that after 2035 the 
consumption of energy resources in the Asian regions of 
the country will grow faster than before. Over the period 
under review (2015–2050) energy consumption in the 
Asian regions may increase by 28–35% (in the country as 
a whole – by 19–23%).  

At present, Russia enjoys the status of the world's 
largest exporter of energy resources, the sales volume of 
which is slightly less (by 3%) than their domestic 
consumption in the country.  

Within the given timeframe, export volumes and 
structure will be mainly determined by the factors of 
economic feasibility and will depend not only on fuel 
prices in the international energy markets but also on 
prices and production volumes of Russian producers. 

At the same time, the political component will also 
play an important role. 
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The dynamics of international fuel prices assumed for 
modelled calculations is given in Table 2, while that of 
domestic prices is given in Table 3. 

 
Table 2. Projection of fuel prices* in international markets 

Indicator 2015 
Projection 

2025 2035 2050 
Oil, USD per barrel 45 50-65 50-65 65-80 
Natural gas, USD per 1,000 m3     
   Europe 240 250-290 250-290 300-350 
   Countries of Northeast Asia:     
        China (pipeline gas) 250 275-290 300-345 330-380 
        Japan (LNG) 310 340-380 380-450 430-500 
Steam coal, USD per ton 63 65-70 60-75 60-80 
Note: *reported in constant 2015 prices.  
Source: documents of strategic development of the Russian energy 
sector to 2035 and authors' estimates. 
 
Table 3. Projection of fuel prices* in Russian markets 

Indicator 2015 
Projection 

2025 2035 2050 
European market     
   Natural gas, USD per 1,000 m3 90-105 120-130 120-150 125-185 
   Steam coal, USD per tсe 45-50 50-60 50-75 65-80 
 Asian market     
    Natural gas, USD per 1,000 m3 95-100 120-135 145-170 170-200 
    Steam coal, USD per tсe 35-45 50-60 50-60 55-65 
Note: *reported in constant 2015 prices.  
Source: documents of strategic development of the Russian energy 
sector to 2035 and authors' estimates. 
 

The projected exports of Russian energy resources that 
we arrived at given international and domestic prices of 
fuel and energy supplies as assumed in calculations are 
shown in Table 4. 
 
Table 4. Projection of exports of Russia's energy 
resources 

Indicator 2015 
Projection 

2025 2035 2050 
Exports, total, mln. tсe/%, 925 1,050-

1,090 
1,010-
1,070 

915-
1,060 

Inclusive of the following: 100 114-118 96-98 87-97 
Oil and petroleum products, 
mln. tons 

406 377-390 321-338 276-312 

Natural gas, bln. m3 204 290-294 308-323 272-327 
Coal, mln. tсe 115 180-194 200 -215 200-230 
Electricity (balance), 
billion kWh 

7 21-22 22-28 62-67 

 

It follows from the above that in 10 years (i.e., by 
2025) the exports of Russian energy resources will 
increase by 14–18%, and then decline by 2050: under the 
conservative scenario – by 13%, under the target scenario 
– by 3%. 

As is evidenced from Figure 3, oil exports will 
dominate in the structure of energy resources exports from 
Russia in the period under review, while its share in the 
structure of exports will gradually decrease: from 62% in 
2015 to 45% by 2035 and to 42–43% by 2050. 

Within the given timeframe, the European export 
destinations will remain the dominant ones for Russia, but 
their share in total exports will decrease and by 2050 it 
will amount to 55–62% (as compared to 80% in 2015). 

 
Fig. 3. Structure of Russian energy resources exports, % 

 
The decline in the share of oil exports will be 

substituted mainly with natural gas and coal. At the same 
time, the share of natural gas in the structure of exports 
will increase from 25% in 2015 to 34–35% by 2035 and 
will remain at this level until 2050.  

The share of coal will grow from 13% in 2015 to 21–
22% by 2050.    

Figure 4 shows the structure of Russian energy 
resources exports by export destinations. 

 

 
Fig. 4. Structure of Russian energy resources exports by 

destinations 
 

At the same time, the availability of economically 
viable energy resources in the Asian regions of Russia and 
the growing demand for them in the NEA countries make 
Asian destinations of energy exports from Russia more 
promising. It is estimated that by 2050 the share of energy 
exports to Asian destinations in total energy exports may 
increase to 38–45% as compared to 20% in 2015. 

The volume of energy resources production in Russia 
resulting from our modelled calculations is shown in 
Table 5. 

 

Table 5. Energy production in Russia to 2050 

Indicator 2015* 
Projection 

2025 2035 2050 
Production, total, 
mln tсe/%, inclusive 
of: 

1886 
100 

2.117-2.173 
112-115 

2.170-2.257 
115-120 

2094-2284 
111-121 

Oil and gas 
condensate, mln. 
tons 

534 526-542 428-502 428-466 

Natural gas, bln. m3 635 784-799 855-878 832 - 907 
Coal, mln. tons  374 447-470 477-510 485 - 539 
Other solid fuels, 
mln. tсe 

32 32 38 44 

Hydropower, TW⋅h 170 207-208 215-221 251-260 
Nuclear power, 
TW⋅h 

195 222 256-263 330-361 

 Non-conventional 
renewable energy, 
TW⋅h 

2.4 9-10 28-36 55-60 

Note: *2015=100% 
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Our studies attest to the need to increase energy 
production in Russia by 11-21% by 2050 (as compared to 
2015) to meet the country's projected domestic demand 
for energy resources and their exports.  

It is estimated that oil and gas condensate production 
in the country will decrease by 2050 (as compared to 
2015) by 20% under the conservative scenario and by 
13% under the target scenario.  

Natural gas production will increase (as compared to 
2015) by 35–38% by 2035 and by 31–43% by 2050.  

Table 6 shows the share of the Asian regions in the 
projected energy resources production in Russia. 
 

Table 6. Share of Asian regions in energy resources 
extraction (production) in the country, % 

Indicator 2015 
Projection 

2025 2035 2050 
Energy, total, including: 79 82 83 81 
     Oil and gas condensate 70 73 75-84 78-79 
     Natural gas 92,5 93-94 94-95 89-87 
     Coal 94 96-97 96-97 97-98 
Note: *2015=100% 
 

According to the authors' estimates, by 2050 the Asian 
regions of Russia will account for 78–79% of oil 
production in the country (70% in 2015), 87-89% of gas 
production (92.5% in 2015), and 97–98% of coal 
production (94% in 2015). 

Table 7 shows the dynamics of energy resources 
production in the Asian regions of Russia. 
 

Table 7. Energy resources production in the Asian regions 
of Russia 

Indicator 2015 
Projection 

2025 2035 2050 
Production, total, 
mln tсe/%,  
inclusive of: 

1,493 
100* 

1,736-1,790 
105-112 

1,812-1,890 
121-127 

1,708-1,848 
114-124 

Oil and gas 
condensate, mln. 
tons 

375 383-397 359-377 333-366 

Natural gas, bln. m3 588 734-748 807 -832 741-787 
Coal, mln. tons  351 431-454 460-494 473-528 
Other solid fuels, 
mln. tсe 

9 8 8,6 9,4 

Hydropower, TW⋅h 108 137 145-148 170-175 
Nuclear power, 
TW⋅h 

0,2 0,5 0,5 0,6 

 Non-conventional 
renewable energy, 
TW⋅h 

0,8 2,5-3,8 9-13 18-20 

Note: *2015=100%;   
 

At present, the main oil production area is Western 
Siberia. It is projected that oil production in Western 
Siberia (as compared to 2015) may decline by 25% (by 80 
million tons) under the conservative scenario by 2050, 
and by 17% (by 55 million tons) under the target scenario. 

In the period under review, East Siberian and Russian 
Far Eastern fields may make a significant contribution to 
oil production, with production growth by 2050 to 55–60 
million tons in East Siberia and 45-48 million tons in the 
Russian Far East. 

Western Siberia where gas production may grow by 
2035 and then decline by 2050 remains the main gas-
producing region within the given time frame.  

Eastern Siberia and the Russian Far East will become 
promising gas production regions in the period under 
review. Given the favourable market conditions in the 
Asian export destinations, gas production in Eastern Siberia 
will increase to 50–65 billion cubic meters by 2050 and to 
72–77 billion cubic meters in the Russian Far East.  

Coal production in Western Siberia is projected to 
grow by 2050 to 275–315 million tons (as compared to 
215 million tons in 2015). 

Significant growth in coal production will be provided 
by Eastern Siberia and the Russian Far East. According to 
the authors' estimates, coal production may grow by 30–
42% by 2050 in Eastern Siberia, while increasing 1.8–1.9 
times in the Russian Far East.  

Production of non-carbon electric power sources in the 
Asian regions of the country (nuclear power, hydropower, 
non-conventional renewable sources) will increase by 23–
28% by 2035 and by 34–39% by 2050. 

That having been said, their share in the country's 
energy production will increase insignificantly: from 
6.1% in 2015 to 6.3% by 2035 and to 7.5% by 2050. 

Figure 5 shows the projected dynamics of energy 
resources exports from the Asian regions of Russia. 

 
Fig. 5. Exports of energy resources from the Asian regions 

(target scenario) 
 

In 2015, 1,220 million tсe of energy resources (or 82% 
of their total production) were exported from the Asian 
regions of Russia, 41% of which were for the needs of the 
European part of the country and 59% were for exports.  

According to the authors' estimates, the exports of 
energy resources from the Asian regions will increase 
by 21–26% by 2035, and then will decrease by 4–8% 
by 2050.  

Figure 6 shows how the percentage ratio with respect 
to the destinations of energy resources exports from the 
Asian regions of Russia may change: 

- the share of energy resources exported to the 
European part of the country in total exports will decrease 
and by 2050 will amount to 37–34% (as compared to 41% 
in 2015).  

- the share of Asian energy resources exported to 
European destinations will decrease from 44% in 2015 to 
39–36% by 2050.  

- the share of Asian energy resources exported to 
Asian destinations will increase from 15% in 2015 to 24–
30% by 2050. 
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Fig. 6. Structure (by destination) of energy resources exports 

from the Asian regions 
 

4 Conclusion 

1. Under the considered scenarios of Russia's economic 
development, energy consumption in the country (in the 
period from 2015 to 2050) should increase by 19-23%, 
with energy consumption in Asian regions increasing by 
28-35%. As a result, the share of Asian regions in the total 
energy consumption of the country will increase from 
29% in 2015 to 31–32% by 2050. 

2. Within the timeframe under review the Asian 
regions will still remain the main suppliers of energy 
resources, both to the domestic market of the country and 
for exports. 

3. According to the authors' estimates, the exports of 
energy resources from Asian regions may increase by 21–
26% by 2035 and then decrease by 4–8% by 2050. 

At the same time, the proportion of exports of energy 
originating from Asia will also change in terms of their 
destinations:  

- exports to European Russia will decrease from 41% 
in 2015 to 34–37% by 2050;  

- exports to European destinations will decrease from 
44% to 36-39%;  

- exports to Asian destinations (Northeast Asian 
countries) will increase from 15% to 24–30%. 

4. To meet domestic demand for energy resources and 
their exports, energy production in Russia's Asian regions 
should grow by 21–27% by 2035 (as compared to 2015), 
and then decline by 6–2% by 2050.  

By 2050, Asian regions are expected to account for 
78–79% of the country's oil production (70% in 2015), 
87–89% of natural gas production (92.5% in 2015), 97–
98% of coal (94% in 2015), 67–68% of electricity 
produced by HPPs (64% in 2015). 

The research was carried out under State Assignment 174.2 of 
the program for basic research of the Siberian Branch of the 
Russian Academy of Sciences (reg. No. АААА-А17-
117030310435-0) and was supported in part by a grant by the 
Russian Foundation for Basic Research (project No. 18-510-
94006). 
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Abstract. The most important direction of the current stage of Russia's development is the growth of its 
energy efficiency associated with the transition to innovative energy. The use of innovative technologies is 
an important factor influencing long-term forecasts of economic development and the fuel and energy 
complex (FEC), which necessitates the development of new approaches to justify the forecasts of the FEC 
development in Russia and its regions. Innovative development of the FEC will increase energy efficiency of 
the economy and improve the environment as fuel consumption will be reduced and emissions of harmful 
substances into the environment will be reduced. Solving this problem is important for Eastern regions, which 
are the most environmentally disadvantaged economic regions of Russia. This has determined the relevance 
of the study. The goal of the study is to determine the impact of innovative development of the fuel and energy 
complex on the economy of Eastern regions. Methods of research - system analysis, balance sheet, statistical 
methods. The authors developed a method to assess the impact of innovative development of the fuel and 
energy complex on the economy of the regions, created a model and computer tools. 

Keywords. Fuel and energy complex, Eastern regions, innovation, economy, energy efficiency, best 
available technologies. 

 

1 Introduction  

Changes in the country's economy associated with the 
transition to intellectual energy make it necessary to 
develop new approaches to justify the forecasts of 
innovative development of the Russian fuel and energy 
complex and its regions. Application of innovative energy 
technologies leads to changes in the structure of supply 
and consumption of fuel and energy resources (FER). 
Such changes should be taken into account in the analysis 
and long-term forecasting of the innovative development 
of the FEC of Russia and its eastern regions. The use of 
innovation technologies has a great impact on such tasks 
as improving energy efficiency, increasing energy 
security, increasing competitiveness of the country and its 
regions, reducing environmental problems. Therefore, 
taking into account the possible use of innovative 
technologies becomes an important factor affecting long-
term forecasts of economic and fuel and energy sector 
development.  
Eastern regions have significant potential in application of 
innovations in the fuel and energy complex. Figure 1 
shows the role of Eastern regions of Russia in FER 
production A large number of power generating 
enterprises for the development of fuel and energy 
industries on a new technological basis. Implementation 
of large investment projects for the renewal and 
modernization of production equipment. The presence of 
a large number of isolated from centralized energy for the 

use of advanced technological solutions in the creation of 
new power generating enterprises. 
Efficiency of FER utilization is one of the important tasks 
in realization of national fuel and energy resources, 
interests of both the region and the country as a whole. 
Implementation of innovative development of the Fuel 
and Energy Complex, which promotes energy saving, will 
significantly improve energy efficiency of the economy 
and increase environmental safety of the eastern regions, 
since reduction of fuel consumption will significantly 
reduce harmful emissions into the environment. 
In order to conduct research based on materials from 
foreign and Russian sources, an information and 
analytical base of innovative technologies in the FEC was 
created and a model and computer toolkit was developed 
to assess the impact of the innovative development of the 
fuel and energy complex in Eastern regions on the 
economy. 

 
Fig. 1. The role of Eastern regions of Russia in FER production 
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2 Review of innovative energy 
technologies 

In the world one of the most authoritative organizations in 
the field of innovation development for the fuel and 
energy complex is the International Energy Agency 
(IEA), which helps to ensure uninterrupted and affordable 
energy supply to consumers in OECD member countries 
while preserving the environment [1]. The IEA has an 
Energy Technology Outlook project that introduces 
stakeholders to the world's promising energy 
technologies. The IEA has the following interests in the 
field of energy technologies: fossil fuel use, efficient final 
energy use, fusion, electric power industry. The main 
result of the project is the report "Prospects of energy 
technologies", which is published every two years. The 
Energy Technology Outlook 2017 report presents the 
results of a study of the impact of scientific and 
technological progress on the dynamics of the fuel and 
energy complex, on which energy and environmental 
security, as well as economic stability of OECD countries 
in the next decades will depend. According to the IEA, the 
introduction of innovative technologies in the power 
industry on a global scale will ensure annual fossil fuel 
savings of about 950-1100 million t c. e. (which 
corresponds to the average annual consumption of natural 
fuel in Russia). 
Japanese Business Alliance for Smart Energy Worldwide 
(JASE-W) is an organization established in 2008 to 
distribute Japan's advanced energy-saving developments. 
In "Japanese Smart Energy Products & Technologies", 
released in 2017. [2], presents a large number of 
innovations (with a detailed description of their principle 
of operation and advantages over traditional technologies) 
that are used in various fields (including the fuel and 
energy sector) in Japan. 
A few examples of innovations used in the Japanese 
electric power industry that can be successfully used in 
Russia. 
1. A high performance thermal power plant with 

supercritical pressure. Steam turbines use the most 
optimal high-strength materials and designs suitable 
for high pressure and temperature conditions. In 
comparison with similar equipment (steam turbines of 
pre-critical pressure), this equipment has 5.5% and 
higher efficiency factor. 

2. Thermal gas turbine unit is an energy system with total 
efficiency of more than 80% (Power generation 
efficiency - about 30%, steam heat recovery efficiency 
- about 50%) based on an electric generator turbine 
using natural gas as fuel with heat recovery of waste 
gases. This system is economical due to the lack of 
special high-voltage power supply systems from the 
power grid, energy-saving and environmentally 
friendly due to reduced CO2 emissions. 

3. New generation of solar thermal power plants  - 
technology of molten salt parabolic trough (MSPT), 
the advantage of which (in comparison with other 
types of renewable energy sources) is convenience in 
energy storage and supply. Heliothermal energy can 
be stored in a reservoir and supplied to consumers 

regardless of the weather. The cost of energy storage 
is comparable to the cost of a battery. In the MSPT, 
synthetic oil is replaced by molten salt, which is used 
as a heat transfer fluid and can raise the operating 
temperature to 550°C. Advantages of this system in 
comparison with the technology on synthetic oil: 
increased efficiency of steam turbines; convenience in 
energy storage; smaller size of the unit. 

Japan is the world leader in thermal power plants that use 
coal as fuel (the highest efficiency among developed 
countries). Introduction of advanced high-efficiency 
Japanese technologies at coal-fired power plants, 
equipment replacement and a number of other innovations 
in Russia can give a great energy-saving effect: reduction 
of new power plant commissioning, reduction of coal and 
other fuel consumption.  
Therefore, studying the experience of innovative 
technologies in developed countries is very important for 
Russia, which is developing its own domestic innovations 
in various areas (which is especially important under the 
conditions of ongoing anti-Russian sanctions and import 
substitution policy). The strategic task facing the Russian 
fuel and energy complex is the innovative development of 
its industries, which requires technological innovations. 
At present, the innovative development in the Russian 
fuel and energy complex is being implemented in 
accordance with the policy documents developed by the 
Ministry of Energy of the Russian Federation:  "Forecast 
of scientific and technological development of the 
Russian Fuel and Energy Complex sectors for the period 
up to 2035". (hereinafter referred to as STD Forecast); 
Road Map "Implementation of innovative technologies 
and modern materials in the fuel and energy sector"; Road 
Map "Energynet" of the National Technological 
Initiative; National Project "Intellectual Energy System of 
Russia". 
The STD forecast lists the advanced technologies that can 
have the greatest effect on the development of the Russian 
economy. The most promising areas of development in 
the oil and gas sector include the introduction of 
technologies to increase oil recovery and oil recovery 
factor, development of hard-to-recover oil and offshore 
fields, LNG production and transportation [3]. The most 
promising innovations in the electric power industry 
include: "digitalization of power engineering" - 
implementation of automated protection and control 
systems for power substations, development of 
technologies for active and adaptive power networks, 
technological concepts "SmartGrid" and "Energynet", 
introduction of new electrical, electromechanical and 
electronic equipment. In the coal industry, the most 
promising directions of technological development are 
considered to be: growth of technical level of coal mining 
by underground method and improvement of coal 
preparation technologies. 
The STD forecast for the Russian Fuel and Energy 
Complex lists 24 main sectoral technologies, the 
introduction and diffusion of which can provide large-
scale economic effect, prevent threats to energy security 
and ensure technological independence of the country [3]. 
The largest number of these technologies (11) is in the oil 
and gas sector, of which three - in oil refining and oil and 
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gas chemistry, ten innovative technologies are proposed 
for electric power industry and three - for coal industry.  
The following innovative technologies are listed in the 
STD forecast for the development of Russia's oil and gas 
sector [3]: production of hard-to-recover and 
unconventional hydrocarbon reserves, including those 
offshore the Arctic and Far Eastern seas; hydraulic 
fracturing; drilling and construction of wells with 
complex profiles; production of coiled tubing for well 
intervention; enhanced oil recovery; integrated 
exploration of hydrocarbon deposits; production of 
catalysts for oil refining and petrochemical industries; and 
processing of hydrocarbons. 
In the Russian electric power industry, according to the 
STD forecast, the following technologies are among the 
innovative ones [3]: production of large capacity gas 
turbine units (GTUs) with high efficiency; 
electrochemical, including fuel cells and accumulators of 
large capacity and capacity; environmentally friendly use 
of solid fuel in the power industry (include power units 
for super supercritical steam parameters, power units with 
coal combustion in a circulating fluidized bed; 
technologies of coal gasification with subsequent use of 
synthesis gas in a steam-gas cavity); technologies for 
gasification of coal. 
The critical technologies proposed for the innovative 
development of the coal industry and listed in the STD 
forecast include: robotic coal mining technologies without 
permanent human presence in the working space; 
technologies for coal bed degassing and utilization of coal 
mine methane; coal preparation and deep processing [3]. 
Hydrogen energy, small distributed generation using 
renewable energy sources, photovoltaic converters, 
network drives are also included in the STD forecast [3].  
In the framework of the National Technology Initiative 
(NTI),  identified one of the important priorities of the 
state policy for the development of industries in the new 
technological mode and for the country's entry into the 
markets of the future, and has developed a roadmap 
"Energynet" [4], according to which it is planned to 
implement a number of technical pilot projects in the 
areas of increasing reliability and flexibility of power 
transmission networks for the development of intelligent 
distributed power generation and consumer services 
necessary for the implementation of solutions for active 
energy. The Russian Ministry of Energy is overseeing the 
implementation of the "Energynet" Road Map in terms of 
adjusting the regulatory framework, pilot technical 
projects, coordination of innovation policy within the 
power industry and at the level of power companies, and 
coordination of actions of all stakeholders. 
The next policy document of the Ministry of Energy of 
the Russian Federation, according to which the innovative 
development of the electric power industry is currently 
being carried out, is the National Project "Intellectual 
Power System of Russia", the purpose of which is to 
create the necessary conditions for the transition to the 
intellectual power industry of the country through the 
formation of the relevant regulatory and normative-
technical base, including the improvement of the retail 
and wholesale electricity market, as well as through the 

creation of the necessary infrastructure and the creation of 
the necessary infrastructure [5]. 

3 Innovative development scenario 

The information and analytical base of innovative 
technologies in the fuel and energy complex, designed for 
complex analysis and long-term forecasting of the 
innovative development of the fuel and energy complex 
of the eastern regions, was formed in accordance with the 
directives of the Ministry of Energy of the Russian 
Federation. It’s most part was made up of the innovative 
technologies listed in the STD Forecast, and also takes 
into account a number of the most promising 
technological solutions and developments implemented in 
Russia and economically developed countries of the 
world. The forecast of innovative development of the fuel 
and energy complex of eastern regions should be based on 
the above mentioned technologies. 
The innovative scenario of development of the FEC of 
Eastern regions is presented in Table 1. 

Table 1. Innovation scenario indicators for the fuel and 
energy sector in Eastern regions of Russia 

Indicator 2019 2026-
2030 

2031-
2035 

GRP energy capacity, 
kg c.e./ thousand rubles 14 12,5-

13,7 
11,8-
12,4 

FER production: 
- coal, mln t 423 450-480 465-495 
- oil, mln t 86 110-122 117-126 
- natural gas, bln m3 54 100-115 120-135 
- electricity, bln kWh 275 318-335 332-366 
- termal energy, mln Gcal 278 273-283 280-293 

FER consumption: 
- coal, mln t 123 134-135 134-138 
- oil & petroleum products, 
mln t c.e. 45 55-59 61-64 

- natural gas, bln m3 30 30-31 30-32 
- electricity, bln kWh 276 305-320 320-350 

 
The most significant factors affecting the energy 
efficiency of the economy of Eastern regions are as 
follows: reduction of specific FER costs for production, 
especially in the most energy-intensive economic 
activities (metallurgy, timber processing, petrochemicals, 
etc.); reduction of energy consumption in the public 
sector, housing and utilities sector, and among the 
population through more rational consumption of energy 
resources; reduction of FER losses during their extraction, 
processing, transportation; and reduction of specific FER 
costs for energy production. 
Mechanisms for implementing technological factors to 
improve energy efficiency in the economy of Eastern 
regions in the fuel and energy sector are as follows:  
- decommissioning morally and physically obsolete 
equipment with low parameters of coal-fired thermal 
power plants; accelerating technical re-equipment and 
reconstruction of existing thermal power plants based on 
environmentally friendly technologies; 
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- commissioning of highly efficient power generating 
capacities with minimal fuel consumption for power and 
heat generation (e.g., mini-CHPs, heat pumps, modern 
modular gas-fired boiler houses, wood processing waste, 
wood pellets, etc.) for isolated consumers; 
- implementing energy-saving technologies and 
innovative equipment in the oil and gas coal industry, as 
well as in the processes of fuel and energy supply and 
distribution; 
- reduction of FER losses in the oil and gas complex: 
according to the requirements of the Russian legislation, 
oil companies need to bring the utilization of associated 
petroleum gas up to 95% by either reinjection or 
application of innovative technologies. For example, fuel 
cell heat units (with efficiency up to 85% in combined 
production of electricity and heat), heat units based on 
external combustion engines, etc., which use associated 
petroleum gas as fuel; 
- heat loss reduction: timely control and monitoring of 
technical condition of heat networks, diagnostics, 
analysis, operative repair, application of new heat 
protection materials, composite pipes, more complete use 
of secondary heat energy resources (including heat 
recovery units, recuperators, etc.). 
Mechanisms for implementing technological factors in 
non-energy sectors of economic activity are: 
- implementing of innovative technological processes and 
energy-saving equipment that allow rational reduction of 
fuel and energy consumption. For example, for electrical 
equipment, the use of capacitor units and frequency-
controlled electric drives, which allow saving up to 30-
50% of the energy consumed; in the housing and utilities 
sector, the use of "smart lighting systems" of automatic 
lighting control systems and energy-efficient lighting 
devices; 
- systematic implementation of resource-saving measures 
in accordance with the regional energy saving program. 
In existing buildings - sealing and elimination of heat loss 
through windows, doors, ventilation communications; in 
buildings under construction - wall insulation, installation 
of modern double-glazed windows, energy-saving roofs, 
economical heating systems, etc. 

4 Conclusion 

In the course of the research the following results were 
obtained. The information-analytical base of innovative 
technologies for complex analysis and long-term 
forecasting of innovative development of the fuel and 
energy complex was developed. The review of foreign 
and Russian sources on the application of innovative 
technologies in the fuel and energy complex industries 
was carried out. The implementation of innovations in the 
eastern regions was monitored. The impact of innovative 
development of the fuel and energy complex on the 
economy was assessed. 
The introduction of innovative technologies has a 
significant impact on energy efficiency in the economy of 
Eastern regions, increasing their competitiveness and 
reducing environmental problems. The article shows the 
main directions of innovation and technological 

development of the fuel and energy complex in the eastern 
regions, and gives an economic assessment of this 
process. 
Innovative development of the fuel and energy complex 
will have a positive impact on the economy and the 
environment, which will improve the quality of life of the 
population of eastern regions of Russia. 
The results will be used in further studies to forecast the 
innovative development of the fuel and energy complex 
of the country and its Eastern regions and to develop 
recommendations on the use of effective innovative 
technologies in energy supply schemes for the 
development of regional energy strategies. 
The scientific developments can be used by federal and 
regional authorities and energy companies to implement 
innovative technologies in the energy sector for reliable 
and efficient energy supply to consumers.  
The research was carried out within the framework of 
project AAAA-A17-117030310445-9. 
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Abstract. Variants of classification of risks of NPP design over the entire life cycle are proposed. 
The concept of integral risk is introduced and, on its basis, approaches to the creation of a low-risk 
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1 Introduction 
Absolute safety cannot exist in principle. There is always 
some level of danger. The measure of the hazard level is 
the risk. There are many ways to assess it in various areas 
of human activity. Based on the many publications in the 
media, it can be concluded that, no matter how accurate 
the risk assessments are, they are not very convincing to 
the population. 

If we begin to analyze the origin of the “risk” and then 
the reaction to its prevention, then involuntarily we are 
faced with a key point: “Human factor”. It is believed that 
all adverse events are of an uncertain, random nature. 
From the point of view of the laws of nature, one cannot 
but agree with this. But where there is a person with his 
own free will in decision-making, there is soil for the 
“human factor” (HF) - and there will always be risk. And 
usually people look for ways to minimize it in one way or 
another. The research question, which the authors put 
before themselves, is the opposite: is it possible to find 
ways or methods of nuclear energy development, in which 
the HF, even being maximally "negatively implemented", 
will lead to the least adverse consequences. 

Anthropogenic risk - the human factor - is not specific 
to the nuclear industry, but due to the possibility of a 
multiplying effect and the special danger of the industry 
as a whole, it deserves to pay attention to it and try to find 
any radical ways to neutralize it. 

Man (personality), nature (environment), state (social 
society) are interconnected parts, subsystems of a single 
system, which are in synergistic interaction. The safety of 
any of these subsystems cannot be considered in isolation 
from the safety of other parts and outside the system as a 
whole, without taking into account such properties as the 
synergistic sum of the system. Sources of risks (hazards) 
are unevenly located in space and time and can 
synergistically interact with each other (domino effect). 

To limit the danger and ensure the safety of project 
execution in the energy sector, all types of threats and 
risks in the preparation and implementation of projects 
should be taken into account and, if possible, minimized. 
At present, it is considered a generally accepted 
conclusion about the leading role of the human factor in 
ensuring the reliability of NPP operation. On this issue, 
scientists were divided into two categories: those who 
believe that all accidents, disasters, adverse events, etc. 
are of a random, stochastic nature, and those who see 

anthropogenic influence and the human factor to blame 
for all events. 
 

2 Approach to nuclear power plant risk 
classification 
There are many ways to classify risks and their sources 
(including in nuclear power). In this work, as a base, the 
analysis of risks by the stages of the NPP project life cycle 
is taken: strategic concept, research and development, 
development, design, construction, operation, 
decommissioning [1, 2]. 

Figures 1-5 shows one of the many possible ways of 
general classification of risks. It can be seen that there are 
groups of risks of a limited sphere of influence, there are 
“multi-group” (corruption, reputational) risks, but the 
“human factor” can become a source of trouble in all areas 
of the life cycle (LC) of the project. 

If we accept the “human factor” as characterizing the 
quality of decision-making and execution, then although 
this phenomenon deserves a separate and comprehensive 
study, in this context it can be “rounded up” to a role in 
risk management in terms of the adequacy of 
competencies (experience and qualifications) at all stages 
of the life cycle of the project. 

The following are approximate “risk maps” for all 
stages of the NPP project life cycle. 
 

 
 
Fig. 1. Risks and their sources at the stage of strategic 
design 
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Fig. 2. Risks and their sources at the stages of research, 
development and design 
 
 

 
 
Fig. 3. Risks and their sources at the stage of power unit 
operation. 
 
 
The presented options for the classification of risks are far 
from being complete and final, since, in fact, risks can be 
both simple and combining multidirectional effects. 
Simple risks are determined by a complete list of non-
overlapping events, i.e. each of them is viewed as 
independent of the others. Complex risks, as a rule, have 
intergroup links according to sources of occurrence and 
consequences. 
Only a small fraction of the risks discussed here can be 
considered “simple” in composition. For the most part, 
each "square" in the diagrams given in more detail will 
contain an equally complex nested structure. 
As a result, it is possible to introduce the concept of 
integral risk of a nuclear power plant project, as the sum 
of the “spatial and temporal components” of risks 
accompanying the project from conception to liquidation 
(Fig. 6). 
 

 
 
Fig. 4. Risks and their sources at the stage of 
decommissioning a power unit 
 

 
 
Fig. 5. Risks and their sources at the export 
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Fig. 6 Visualization of the integral risk of the NPP. 
Multidimensional risk matrix - Risk knowledge base. 
 
Therefore, each group and subgroup of risks or their 
sources, indicated in the diagrams, and which are 
inherently complex, can be expanded / deciphered to the 
"elementary level" of simple risks. But this work will take 
a lot of time, knowledge of interdisciplinary technologies 
and connections, interdisciplinary definitions and 
interactions. And not all of them can be “digitized” or 
controllably minimized. 
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The need for classification stems from the fact that 
risks of different categories / hierarchies can only be 
managed from the appropriate levels. If at the stages of 
construction, operation, the "ancient method" - insurance 
is possible and appropriate, then at the level of developing 
a project or organization's strategy, it is already necessary 
to develop "directors' liability insurance" [3]. At present, 
mistakes can be avoided only by managing such risks in 
the categories of experience, collegiality, and a competent 
choice of goals when formulating strategic and systemic 
tasks, using systemic research and development. 
 

3 Human factor and risk  
But the most important thing is that in the overwhelming 
majority of the given “squares” the main source of risks 
can be considered the HF or its exposure. The essence of 
this influence of the HF lies in the need for human 
participation in decision-making, both key strategic and 
working tactical; in his possession at the same time a 
systematic approach (the ability to trace the connection 
"everything with everything", foresight); in psychological 
(un) stability against ambition and / or self-confidence, 
etc., etc. 

For example, even possible “natural factors” and 
“climatic changes” can be foreseen when organizing 
security systems and diversifying technical water supply 
systems. 

Regarding the Fukushima NPP: there was an 
earthquake, a tsunami, it would seem, what does the 
human factor have to do with it, where is its role in the 
accident or its consequences? The mistake was in the 
design solution for the placement of security systems 
(diesel generators). All this could have been foreseen and 
prevented, this, of course, is a human error. 

A man with his decisions and actions found himself on 
the path of the natural disaster, but the human factor took 
part in this event much earlier. The greatest role of the 
Black Sea Fleet takes place at the very beginning of the 
life cycle of projects, at the level of making a strategic 
management decision, and it is not for nothing that the 
classification “Strategic risks” is put first. Miscalculation 
is also a human error. This means that at the time of the 
occurrence of an adverse event, accident, catastrophe, this 
notorious human factor was transferred through the 
previously adopted constructive and / or layout solutions. 

A person is a connecting link in a technical system, 
but human nature has the right to make mistakes, since a 
person is not an automaton, and you cannot turn off 
emotions, temperament, different upbringing, 
preferences, environmental influences, etc. The influence 
of the human factor is inherent in all stages of the life 
cycle of a nuclear power plant and begins with an idea, 
when goals are set and arguments are made for their 
implementation in one way or another. 

At the design stage, at the highest level of the life cycle 
stage hierarchy, there is a risk of goal-setting error. The 
damage from such mistakes is difficult to predict. From 
this level the largest consequences of the human factor 
arise. Therefore, it is much more “strategic” to identify the 
sources of risks and manage them (it is better to prevent 

them), rather than the risk itself or the developing risk 
situation. 

Errors in regulatory documents can be ranked second 
in importance. It is known that the entire maritime code is 
written on the bones of sailors. There is a rule that says 
that there is no positive experience, all experience is based 
on mistakes. Everyone remembers that a fundamental 
revision of the US Nuclear Regulatory Commission 
(NRC) regulatory documents took place after the accident 
at the Three Mile Island nuclear power plant. The 
operator's mistake led to the curtailment of the US atomic 
program, and to the stagnation of nuclear power 
throughout the world. The entire approach to ensuring 
safety in nuclear power was reassessed, and probabilistic 
methods of safety assessment were introduced, including 
the human factor and common cause failures. How can 
you assess the degree of guilt of an American nuclear 
power plant operator, because he acted strictly according 
to the instructions? An operator error leads to an accident 
at one power unit or node, and an error in the regulatory 
documentation creates the preconditions for massive 
accidents. These are risks from the institutional 
environment as part of the infrastructure of the entire AE 
system. 

In third place, you can put errors in the formulation 
of the problem at the stage of product design and 
design. Direct lobbying for types of installations without 
comprehensive expertise and comparative analyzes, 
taking into account consumer requirements, limiting 
innovative developments to the well-known formula 
“reference solutions”, which simply leads to stagnation of 
promising developments, belongs to the same type of 
errors. 

Further, in terms of the degree of risk, there are errors 
of designers and designers in implementation, when all 
possible scenarios are not taken into account or the 
requirements of regulatory documents are violated. A 
typical example would be the accident at the Chernobyl 
nuclear power plant. Many would very much like to make 
the operator a "switchman", it cannot be considered a 
normal design that worsens the scenario of the process 
when the emergency protection button is pressed. It is 
impossible to shift problems and design flaws onto the 
operating personnel. 

Only on March 29, 2013, the Japanese energy 
company Tokyo electric power (TEPCO) acknowledged 
its responsibility for the accident at the Fukushima-1 
nuclear power plant. The company admitted that "due to 
human error, the nuclear power plant was not ready for a 
serious accident." "Among the mistakes made, in 
particular, is the incorrect location of the backup power 
supply systems, which almost immediately went out of 
order and made a nuclear crisis almost inevitable" [4]. 
Before that, they stubbornly nodded to the tsunami, 
forgetting that the analysis of the safety case must take 
into account all external factors. 

Errors in the organization of design and 
construction work can be attributed to the same class 
of errors. Such errors include, first of all, the inability of 
managers due to low technical knowledge to identify key 
problems and challenges, errors in concentrating 
resources on insignificant research and ignoring urgently 
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needed R&D, errors in developing criteria for competitive 
procedures, for example, the exaltation of economic 
criteria over quality indicators, organizational 
competence and experience, etc. 

At the stage of construction and installation, the main 
HF is the failure to comply with the construction and 
installation technology and the violation of norms. 
Currently, such a risk of the human factor is associated 
with a lack of qualified personnel, constant violation of 
the work schedule, erroneous planning, irregularity of 
supplies, a complicated competitive procedure for 
concluding supply contracts, with the desire of managers 
to save on time, money, etc. 

And finally, the mistakes of the operating and 
maintenance personnel, that "switchman" who is so fond 
of immediately identifying in the event of an emergency 
or equipment failure. The case of a generator rotor failure 
at one of our nuclear power plants is very eloquent: a 
small forgetfulness of a repairman with a plug in the oil 
system led to multi-million dollar losses and downtime of 
the power unit. But again the question arises, is a 
particular person really so guilty? Does the entire system 
not lead to such cases? Why was there no device in the 
design of the plug that made the next operation impossible 
without removing it; the usual "protection from the fool"? 
In aviation, similar techniques have long been used. But 
the designers or specialists of the service organization 
should think about this, and not the repairman who 
directly performs the work [5]. 

From all of the above, we can conclude that human 
errors are usually not limited to one level of organization 
structure, but affect the entire chain of 
organization/corporation structure (Fig. 7). I.e. error, 
originating in one link, manifests itself not in one link, but 
in a whole chain at the same time, otherwise it would be 
easy to prevent, localize and ultimately avoid. 

So we need to look at the problem systematically, i.e. 
apply a Systematic approach, and try to create a project 
that minimizes anthropogenic risks, or even 
insensitive to them. 
 

4 Ways to overcome the influence of the 
HF  
It is possible to talk for a long time about using methods 
of psychology, psychiatry, philosophy, unmanned 
technologies to reduce the PF, but all of them will not give 
a deterministically stable result [6]. While there is one 
way that will allow not only to mitigate the risks 
associated with the HF, but to minimize other risks of 
nuclear energy, both based on natural physical laws and 
arising from the economic system. 

There is nothing we can do about human nature, 
but we can change technical solutions. 

A “perpendicular” approach to the problems of risk 
reduction from the Black Sea Fleet is proposed. We will 
not talk about automation and automation, which will not 
be reliable solutions (hopes for automation are futile, 
since there are effects of complicating systems, aging and 
wear of element materials, which are often of a threshold 
nature). The essence of the proposal is to switch to the 

introduction of small and medium-sized power units (NPP 
MSM) instead of units of large unit capacity. 

 

Fig. 7 Distribution of causes of accidents at high-risk 
facilities 

In this subsection, it is proposed to consider the 
possibilities of a "low-risk" approach to the design of 
large energy facilities - to construct on the site (or in the 
region) several units of modular nuclear power plants of 
low or medium power instead of one “large” unit of a 
nuclear power plant, but with the same total power 
indicators, thereby reducing the proportion of each 
possible adverse event at all stages of the life cycle of a 
separate project/power unit (during construction, 
operation and decommissioning of a nuclear power plant). 

What this transition gives: 
1) First, the “Hattori principle” comes into operation - 

reducing the unit capacity by a factor of 10, for example, 
from 1000 MW to 100 MW, leads to an improvement in 
integral safety by a factor of 1000 [7]; 

2) The lower capital intensity of the AS MSM units 
makes it easier to find an investor (investing in "small 
portions", reducing financial risk); 

3) the possibility of a phased commissioning of power 
units in phases with a stepwise increase in capacity as the 
installation and commissioning of a group of modules is 
completed, which makes it possible to reduce the payback 
period of investments due to earlier issuance of 
marketable products and the beginning of loan repayment 
in comparison with a power unit based on a reactor large 
unit capacity; 

4) Allows the placement of modular NPPs of low and 
medium power in energy consumption centers, which 
eliminates the cost of constructing powerful power 
transmission lines; 

5) The possibilities of applying insurance are 
expanding; 

6) An efficient approach would be to use modular 
designs; 

7) Seriality will reduce capital costs. 
The modularity NPP of small and medium power 

implies the installation of an assembled reactor block 
already manufactured at the plant, or the entire NPP 
(module) at the site. In contrast to the usual practice, when 
a reactor, a power unit is completely assembled on the 
site, this approach provides the possibility of organizing 
large-scale (conveyor) production of reactor monoblocks 
(tens of units per year) and a stable load of machine-
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building plants, which significantly reduces 
manufacturing costs [8]. The ultimate in utility option will 
be the project of "atomic battery" - a ready-made mini-
NPP. 

Due to the fact that several blocks of modular plants 
can be built simultaneously and put into operation as soon 
as they are ready, in a shorter time frame than large NPPs, 
it should be concluded that the risk of cost increases from 
an increase in the construction period of NPPs is reduced. 
First, the design features of modular nuclear power plants 
of low and medium power, assembled at the factory, allow 
the installation of the reactor plant on the site already 
ready for operation, which reduces the time for 
construction, transportation and commissioning of 
nuclear power plants, in contrast to high power nuclear 
power plants mounted directly on the site. We bypass such 
risks as the risks of interruptions in the supply of 
electricity, first of all, because (n-1) blocks / modules 
remain in operation if there is any emergency stop of one 
module or fuel overload. 

In particular, Rod Adams (USA), actively promoting 
the idea of switching a small reactor in large power 
systems, argues that low-power NPPs will reduce capital 
costs, contrary to the popular belief that the installed 
kilowatt will become cheaper with an increase in the 
capacity of a single unit. The fact is that many small 
reactors will be produced, and this, willy-nilly, will 
require serial production of equipment and components. 
For the large nuclear power industry, all attempts to talk 
about serial production invariably ended in failure. For the 
United States, the option of using IMS NPPs in large 
centralized power systems [9] is considered as an 
alternative to units of large unit capacity, combining the 
advantages of reducing both economic and nuclear-
radiation risks. 
 

5 Economic aspects of the transition to 
small nuclear power plants 
Conceptually, the ECONOMIC EFFICIENCY of NPPs 
with SMR is relatively easy to justify. Rather, it is quite 
easy to prove that with an equal total power of AE systems 
with SMR and NPP of large power, the SMR system can 
have clear advantages of flexibility and safety. But the 
realization of these advantages will require serious work 
and serious financial, resource and intellectual 
investments, which are possible only with the use of the 
experience of developing NPP of large power, as well as 
nuclear power plants for space, aviation and the navy. 

At present, when choosing a project, comparing and 
considering different alternatives, first of all, they pay 
attention to either overnight costs, or to specific capital 
costs, which is not always strategically expedient from the 
standpoint of a systematic approach and the life cycle of 
the NPP. Savings at the moment do not always translate 
into overall savings. The costs should be calculated for the 
entire life cycle of the project up to its decommissioning. 
Also, sometimes, the concentration of "savings" on 
specific capital costs leads to the "savings" of the profit 
itself. Simply put, if you invested less, you got less. This 
may be due to an increase in the payback period due to 

interruptions in the operation of the plant itself, the so-
called operational reliability. 

The proposed way of introducing NPP of small and 
medium power can be briefly described as follows: “now 
more money will be required, but then the risks will be 
less”. 

The lack of methods for quantitative assessment of the 
total risk, a systematic approach to them and the "division 
of labor" (construction and operation) does not currently 
allow "in conditions of economic pressure" to appreciate 
and accept this path. 

In economics, this method of mitigating key risks in 
NPP projects is called power hedging, power hedge 
dispersal. This is a kind of “power insurance” method. 

It should be emphasized that the principle of "capacity 
insurance" applied to NPP construction projects can 
achieve certain advantages in terms of mitigating many 
risks. Comparatively, they can be presented in the form of 
table 1. 

In everyday life and business practice, we are 
accustomed to insurance: car, travel, health, space 
satellites, freight traffic, etc. We are confident that "by 
paying more now, there will be fewer problems in the 
future." But in nuclear power projects, we are so far 
deliberately taking “capacity risk” for the sake of 
momentary “economic benefits”, without thinking about 
further possible and guaranteed problems (for example, 
decommissioning high-power units, the costs of which are 
estimated to be comparable to their creation ), which will 
be solved by our descendants (after 50-60-80 years of 
operation). From an ethical standpoint, this approach does 
not deserve a positive assessment. 

In addition, it should be borne in mind that power 
gigantism in fire energy has not become widespread - the 
Kostromskaya GRES (with a unit capacity of a 1200 MW) 
has remained the only one of its kind; the maximum 
spectrum of power units lies in the range of 100 - 300 
MWe. 

In conclusion: the automotive theme is clear to 
everyone; for illustration, let's imagine, regarding the 
problem of the power line of power units, that the 
automotive industry produces only KAMAZes and buses. 

The sustainability of natural systems is based on 
species diversity; nuclear energy as a System is no 
exception. The declaration at the state level of the 
transition to "nature-like technologies" obliges the atomic 
energy community to seriously look at the ethical, 
economic and socio-humanitarian consequences of its 
activities. 
 

Conclusion 
The risks in nuclear power are very aggravating; the 
probability of a major catastrophe is very small, but it has 
a huge economic and social resonance, after which the 
system sometimes stops developing. Few people realize 
that in everyday life much more people die (in particular, 
on the roads) than once in a major disaster, but 
unfortunately, such subtleties of psychology have to be 
reckoned with, especially if further development is 
needed. Changing the psychology of people is much more 
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difficult and labor-intensive many times over than 
adapting to it.  
 
Table 1 Comparison of the most important risks of NPPs 
of large and small/medium power 

Risks and 
challenges 

NPP unit 1000 
MW 

Modular NPP of small 
and medium power 

the risk of 
increased costs 

from an increase 
the construction 

period 

big enough 
due to its small size 
and assembly in the 
factory, it is reduced 

find an investor; 
his risk 

only large 
companies; at 

least 5-6 billion 
dollars 

expansion of the circle 
of investors, risks are 
several times less 

relative specific 
capital costs 1 1,2 – 2,0 

risks of 
electricity 

supply 
interruptions 

the risk is 
present, the 

damage is great 

the risk is present, but 
the damage is reduced 
several times, 
depending on the 
number of modules 

use for 
technological 

purposes 

not applicable 
soon 

wide possibilities of 
approaching 
settlements and 
industries 

minimum power 
reserve in the 
power system 

equal to unit 
power (1000 

MW) 

equal to unit power 
(100 ~ 300 ~ 500 

MW) 

risks associated 
with nuclear and 
radiation safety 

estimated by 
probabilistic 

methods 

deterministically, the 
probability of risks 
also decreases, and the 
magnitude of the 
damage itself 
decreases 

risks at the stage 
of 

decommissionin
g 

large volume of 
dismantling, 
high dose of 
radiation 

large-scale 
dismantling; the 
likelihood of risks 
decreases and the 
amount of exposure 
decreases 

export risks 

the market is 
relatively small, 
the competition 

is high 

the emergence of new 
market niches and 
competitive 
advantages 

possibility of 
civil liability 

insurance 

not in full, 
almost 

impossible 

insurance is possible 
under many programs 

availability of 
placement sites limited 

within the framework 
of regional energy, 
almost everywhere 

reuse of the 
industrial site 

almost 
impossible possible 

social 
acceptability 

psychological 
barriers 
(especially after 
the Chernobyl 
and Fukushima 
accidents) 

Possibility of visual 
evidence of increased 
safety of NPP of small 
and medium power 

 
And since nuclear energy is one of the few energy 

sources that will occupy an important place in the future, 
it is necessary to move on to the next stage of development 
- one step closer along the path to “risk-free nuclear 
power”. 

It is proposed to use the method of power insurance of 
risks at the strategic level by switching to splitting high 
power units into small or medium power units. Shows its 
qualitative technical and economic effect; In many cases, 
the construction of large power units from the standpoint 
of risk management and economic efficiency will be 
irrational due to the nominally long construction and due 
to the huge risk of an increase in the construction period 
of nuclear power plant units of large unit capacity, which 
leads to large additional cash costs and a decrease in the 
flexibility of power systems. The transition to blocks of 
low or medium capacity will also remove many other 
risks described in the work. 
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FEATURES OF CRITICAL FACILITIES DETERMINING FOR THE 
FUEL AND ENERGY COMPLEX IN RESEARCH OF FUEL AND 

ENERGY SUPPLY 
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Abstract. The article reveals the features of selecting critical facilities for the fuel and energy complex 
(FEC СF) within joint industry and general energy model research. A comparative assessment of the 
methodology for determining the list of critical industry objects and the methodology for determining the 
list of FEC СF is given in this paper. A scheme for the preparation and analysis of the fuel and energy 
complex calculated states is described, the analyzed most important and related model indicators are 
highlighted, an integral indicator for assessing the criticality of elements is proposed. Also is provided a 
formalized description of the fuel and energy functioning optimization model and reveals a three-stage  
scheme for working with it in determining in the CF of FEC based on industry critical elements. 

Introduction   

The task of critical facilities(CF) identifying for the fuel 
and energy complex (FEC) his-torically appeared as a 
evolvement of the identifying industry critical elements 
task. The relevance of this task was justified by the need 
to assess these elements criticality degree in the 
conditions of energy systems joint functioning , taking 
into account reservation and the interchangeability of 
resources. The both problems solution was based on the 
use of a model and instrumental apparatus reflecting the 
technological and territorial structure of the research 
objects (sectoral systems and fuel and energy complex). 
Moreover, the task of the CF finding for the fuel and 
energy complex gave the evolvement of the FEC 
functioning model for in terms of detailing sectoral 
schemes (namely the gas industry, as it is for this system  
the methodology for determining industry critical 
elements was previously developed and tested) and in 
terms of modeling the reserve capabilities in electrical - 
and heat power sys-tem at the technological level of their 
presentation in the model. At the methodological level 
the ideas of assessing the vulnerability of critical 
infrastructures’ elements [1-2], to which relate the fuel 
and en-ergy complex and its sectoral systems [3], were 
used and developed, and schemes for identifying critical 
elements of the gas industry  [4-5]. 

Features of the choice of CF for FEC  

The methodology for determining the CFP for the fuel 
and energy complex is based on  scheme of stage-by-
stage multilevel model studies (fig. 1). This fact made it 
possible to assert that: 

− the significance of the same critical element for the 
industry and for the fuel and energy complex may be 
different, since when determining the CF of the fuel and 
energy complex, the systemic effect of interaction 
between energy industries is taken into account; 
− the list of sectoral critical elements can be considered 
as potential CF of the fuel and energy complex, can be 
used to set calculated conditions in model studies of the 
fuel and energy complex; 
− the list of the CF for the fuel and energy complex may 
not correspond to the list of sectoral critical elements, it 
will include sectoral elements that are really critical in 
the conditions of the interconnected work of the 
industries. 
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Fig. 1 Scheme for the selection of CF for the fuel and energy 
complex based on industry critical elements. 
 

This methodology is similar to the methodology for 
selecting industry critical elements in terms of the 
formation and assessment of hypothetical calculated 
states, in terms of using for these purposes the relative 
deficits of energy resources in various territories, 
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followed by obtaining quantitative and expert 
assessments of the criticality these elements. The 
systemic-functional complexity of the fuel and energy 
complex is expressed in the presence of energy resources 
multitude, the processes of their processing and 
transformation, in the possibility of their 
interchangeability at electric power system and heat 
power. This requires taking into account the resulting 
deficits for all resources using the possibilities of 
structural redundancy. Comparative analysis of methods 
for determining critical elements at the sectoral and 
general energy levels showed the following results. 
1. Both methods are focused on the analysis of 
calculated states formed for the scenarios of  analyzed 
elements outages. Thus, the inoperability consequences 
of these elements are assessed. When determining 
sectoral critical elements, it is also possible to assess the 
consequences of these elements inoperability when 
compensating measures are introduced. This mechanism 
[4] is used to adjust the list of sectoral critical elements, 
allows to exclude elements whose inoperability can be 
largely compensated for by connecting the reserve 
capabilities of the industry. 
2. Both methods involve model calculations with a 
different number of simultaneously disconnected 
elements (in set theory, the size of a set is called its 
cardinality). When determining the sectoral critical 
elements, the calculations are analyzed separately for 
single or multiple disconnections of elements [4]. The 
methodology for determining the CF for the fuel and 
energy complex provides for the possibility of joint 
analysis of calculations with disconnections of groups of 
elements of different power. 
3. Both methods include the idea of assessing the 
criticality of elements from the standpoint of changing 
the degree of energy supply to consumers. Therefore, the 
analysis in both cases involves the relative deficits of 
energy resources by territories, or by each sectoral 
system as a whole. In the fuel and energy complex 
model, which includes more than one industry, this 
assessment has complex, taking into account the total 
relative deficits of various energy resources for different 
categories of users. It also foreseen an assessment of the 
importance of the analyzed model indicators. 
4. A large number of analyzed states required the 
elimination of states with an acceptable level of energy 
deficit in the system as a whole. In the case of general 
energy studies, this provision applies to each sectoral 
system. The level of permissible relative deficits is 
established by experts. 

Fuel and energy complex research 
models for analyzing the reliability of 
fuel and energy supply  

Complex scenario calculations in determining the fuel 
and energy complex CF are carried out on the basis of 
fuel and energy complex functioning models. These 
models include the main branch blocks that simulate the 
interconnected work of branch objects in varying 
degrees of territorial and technological detail. In the 

temporal aspect, they are focused on the daily aspect, 
since at longer time intervals, the consequences of a 
failure in the operation of industry facilities for the fuel 
and energy complex as a whole can be leveled. 
Research models are represented by a triplet M(Z,S,I), 
where Z={zt}, 𝑡𝑡 = 1,𝑇𝑇  - scenarios corresponding to  
hypothetical states of the fuel and energy complex; S 
- territorial-production structure of the fuel and energy 
complex and its branch systems; I - information base of 
the model. 

The structure of the research model is represented by 
a set  S(RES,REG,OBJ), where RES={RESi}, 𝑖𝑖 = 1, 𝐼𝐼  - 
energy resources adopted in the model, REG={regw}, 
𝑤𝑤 = 1,𝑊𝑊  - territorial units of the model, 
OBJ(OBJtech,OBJec) - objects of the model corresponding 
to energy or to economic-organizational  structures of 
FEC. In each such object, set of processes {pn} are 
implemented: 
OBJv={pn}, 
𝑣𝑣 = 1,𝑉𝑉, 𝑛𝑛 = 1,𝑁𝑁, where 
v - object index, 
N - the number of processes implemented in the object. 

The processes themselves are represented by a 
multitude  

P={pq}, 𝑞𝑞 = 1,𝑄𝑄, including technologies such as: 
− resources extraction (or production); 
− resources processing and transformation; 
− resources diversification; 
− resources storage; 
− resources transportation; 
− resource consumption. 

The objects of the model are tied to its territorial 
units and are part of the industry systems included in the 
fuel and energy complex: 
FEC={ESf}, 𝑓𝑓 = 1,𝐹𝐹 
ESf={Objg},𝑔𝑔 = 1,𝐺𝐺,  where 
FEC - fuel and energy complex of the country, 
ESf - industry system (F -  number of sectors), 
Objg - set objects of the industry system f. 

The information base of the model I(DI,DR) is 
represented by the initial DI and calculated DR 
information. Initial information DI(Iinp.Irat) includes 
subject Iinp (statistical, regulatory-reference) and 
prepared for calculation (converted subject) Irat model 
data, where 
𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖 = �𝑖𝑖𝑗𝑗

𝑖𝑖𝑖𝑖𝑖𝑖�, 𝑗𝑗 = 1, 𝐽𝐽 - elements of initial information, 
𝐼𝐼𝑟𝑟𝑟𝑟𝑟𝑟 = {𝑖𝑖𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟}, 𝑘𝑘 = 1,𝐾𝐾 - model elements (its variables, 
coefficients), 

𝐹𝐹 = �𝐹𝐹𝑘𝑘
𝑗𝑗: 𝑖𝑖𝑗𝑗

𝑖𝑖𝑖𝑖𝑖𝑖 → 𝑖𝑖𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟� - algorithms for preparing model 
data based on subject information. 

Calculated information 𝑅𝑅 = �𝑖𝑖𝑙𝑙
𝑜𝑜𝑖𝑖𝑟𝑟�, 𝑙𝑙 = 1, 𝐿𝐿 ( L is the 

number of model variables) - the result of transforming 
model information {𝑖𝑖𝑙𝑙𝑟𝑟𝑟𝑟𝑟𝑟} by an external solver. In the 
course of analysis, calculated information can be 
aggregated by groups of territorial units. 

Technically, work with the fuel and energy complex 
models is represented by the processes of preparation 
and verification of data, procedures for the formation, 
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calculation and analysis of various options for the fuel 
and energy complex functioning.  The starting point of 
research is the annual balanced variant of the model, on 
the basis of which daily variant are subsequently formed 
(the variant of the most loaded day, variants for 
disconnecting fuel and energy facilities). Such a chain of 
work is founded by the composition and level of 
presentation of statistical and analytical industry 
information, the relative ease of balancing annual 
indicators Corrective coefficients used to obtain daily 
variants are formed expertly based on the specifics of the 
analyzed situations, or are calculated in the presence of 
monthly industry reports. 

Thus, the scheme of work with the fuel and energy 
complex model is conceptually represented by three 
stages: 
− the stage of debugging a balanced annual variant; 
− the stage of debugging the option of functioning of the 
fuel and energy complex in the most loaded day; 
− the stage of calculating and analyzing options for the 
inoperability of objects in the most loaded day. 

At the stage of debugging the annual model variant , 
massive transformations of subject information are 
performed in order to obtain the target characteristics of 
the objects functioning. Produced here: 
1. Debugging of the power and heat power unit, 
including the preparation of data for stations (or their 
groups) and boiler houses (or their groups), including: 
− transformation and verification of data on fuel 
consumption at the industry facilities  (reduction to a 
single scale of measurement for the same coefficients for 
each resource); 
− determination of the technological characteristics of 
the functioning of heat and power generating sources 
(volumes of heat and electricity supplied by them for 
certain types of fuel, specific fuel consumption); 
− control over the correspondence of the supply of 
converted resources and fuel consumption inside the 
stations and boiler houses; 
− control of the heat and electricity balance of 
throughout the country. 
2. Debugging the fuel supply unit, including: 
− determination of the obligatory need for fuel by 
territories, if necessary, with a breakdown of the 
obligatory need by separate categories (for example, for 
the needs of the population and industry); 
− data correction in case of imbalance in fuel 
consumption in the territories; 
− analysis of the transport  capacity infrastructure in the 
fuel industries. 
3. Balance sheet estimate for all energy resources 
excluding their reserves. 
4. Carrying out optimization calculations that determine: 
− "locked" energy resources and determining the causes 
of their occurrence; 
− fuel shortages in the territories associated with the 
technological  of the shortage energy transport 
infrastructure, or with an imbalance of their own 
production capabilities and needs in the event of an 
isolated territory; 

− shortages of final types of energy resources, the 
reasons for their occurrence; 
− the level of capacity utilization of production facilities 
in the fuel and energy complex. 

At the stage of debugging the variant of the most 
loaded day, the coefficients of seasonal unevenness are 
determined, also the reserve capabilities of industries to 
cover additional needs for energy resources. At this 
stage, the following are carried out: 
1. In the block of electric and heat power engineering 
− correction the production capabilities of stations and 
boiler houses in the basic mode of their operation; 
− determination of reserve equipment capabilities at 
thermal power plants and boiler houses; 
− correction the demand for electricity and heat; 
− verification of cost coefficients. 
2. In the fuel supply unit: 
− determination of the fuel industries reserves; 
− correction of obligatory fuel need. 
3. Debugging of the option, during which discrepancies 
are analyzed and eliminated in terms of fuel supply to 
consumers, its extraction from storage facilities, priority 
of fuel use in electric and heat power engineering. 

At the stage of analyzing the consequences from 
outages of critical facilities, the relative changes in the 
analyzed indicators are determined for individual 
territories or their groups. This information is used to 
determine the CF for FEC.  

Method for determining of FEC critical 
facilities  

The method for determining the sectoral energy facilities 
criticality for territories in conditions of sectoral systems 
interconnected operation meets the following basic 
provisions: 
1. The problem is solved within the framework of 
multivariate and multilevel computational experiments 
based on the fuel and energy complex models  and its 
industries. A key feature of these experiments is the 
multiple use of the same data for different levels models. 
It is allowed to use the same information at different 
levels in a transformed form. 
2. The task assumes specifying a list of industry critical 
objects, from which the fuel and energy complex critical 
facilities are selected. Scenarios of inoperability of 
industry elements are simulated in computational 
experiments. 
3. The solution of the problem assumes a three-stage 
scheme for transforming the results of computational 
experiments, including obtaining quantitative, qualitative 
and expert assessments of the elements criticality. 
Qualitative and expert assessments are formed on the 
basis of quantitative ones. Qualitative assessments 
(categories of elements criticality) make it possible to 
single out groups of sectoral elements that are 
problematic to varying degrees for the fuel and energy 
complex as a whole. The main criterion is the integral 
criterion of the elements significance, which 
comprehensively characterizes the changes in the 
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analyzed  indicators in the event of  industry elements 
inoperability. 
4. The analyzed model indicators in relation to the task 
are systematized into two categories. The category of the 
most important indicators is formed by energy resource 
deficits, which are a system characteristic of the 
functioning of industries. The category of related 
indicators is represented by technologies for meeting the 
needs of the territories (reserves and reserves, the 
possibility of interchangeability of energy resources in 
technological processes). A correct analysis of the 
elements criticality requires consideration of both types 
of indicators. 

The criterion for the significance of each element is 
determined for the entire set of calculate states with 
various combinations of its shutdowns: 

𝑍𝑍𝑍𝑍𝑖𝑖 = ∑ �∑ 𝑍𝑍𝑍𝑍𝑖𝑖
𝑗𝑗,𝑘𝑘𝐾𝐾

𝑘𝑘=1 × 𝑍𝑍𝑍𝑍𝑗𝑗 �𝐽𝐽
𝑗𝑗=1    ,           (1) 

𝑍𝑍𝑍𝑍𝑖𝑖
𝑗𝑗,𝑘𝑘 = 𝑍𝑍𝑍𝑍𝑟𝑟

𝑗𝑗,𝑘𝑘

𝑅𝑅
�    ,                      (2) 

where 
𝑍𝑍𝑍𝑍𝑖𝑖  - the significance of the ith fuel and energy complex 
element, 
𝑍𝑍𝑍𝑍𝑖𝑖

𝑗𝑗,𝑘𝑘- the significance of the ith element by the jth 
indicator in calculations with capacity outages groups k, 
𝑍𝑍𝑍𝑍𝑟𝑟

𝑗𝑗,𝑘𝑘 - assessments of states for the jth indicator in 
calculations with the inclusion of the ith element in the 
capacity outage groups k, 
R - the number of states estimated by the jth indicator 
with the inclusion of the ith element in the capacity 
outage groups k, 
𝑍𝑍𝑍𝑍𝑗𝑗  - the significance (specific weight) of the jth 
indicator, 
K - maximum capacity of outage groups in optimization 
calculations, 
J - the number of analyzed indicators, 
I - a disconnected elements set of the fuel and energy 
complex, 𝑖𝑖 ∈ 𝐼𝐼. 

Formalization of the identification of the criticality 
category of elements (the first category is considered the 
most critical) can be represented as follows: 

𝑍𝑍𝐶𝐶𝑇𝑇𝑖𝑖𝑤𝑤 = 𝑓𝑓(𝑍𝑍𝑍𝑍𝑖𝑖𝑤𝑤 ,𝑁𝑁) ,                      (3) 
𝑁𝑁 = {𝑛𝑛𝑙𝑙} , 𝑙𝑙 = 1, 𝐿𝐿   , 

𝑛𝑛𝑙𝑙 = �𝑛𝑛𝑙𝑙𝑙𝑙𝑜𝑜𝑤𝑤 ,𝑛𝑛𝑙𝑙
𝑢𝑢𝑖𝑖� , 𝑙𝑙 = 1, 𝐿𝐿 , 

𝑍𝑍𝐶𝐶𝑇𝑇𝑙𝑙𝑤𝑤 = �
𝑙𝑙, �𝑍𝑍𝑍𝑍𝑖𝑖𝑚𝑚𝑟𝑟𝑚𝑚 × 𝑛𝑛𝑙𝑙𝑙𝑙𝑜𝑜𝑤𝑤� ≤ 𝑍𝑍𝑍𝑍𝑖𝑖𝑤𝑤 ≤ �𝑍𝑍𝑍𝑍𝑖𝑖𝑚𝑚𝑟𝑟𝑚𝑚 × 𝑛𝑛𝑙𝑙

𝑢𝑢𝑖𝑖�
1 ,   𝑍𝑍𝑍𝑍𝑖𝑖𝑤𝑤 ≥ �𝑍𝑍𝑍𝑍𝑖𝑖𝑚𝑚𝑟𝑟𝑚𝑚 × 𝑛𝑛𝑙𝑙𝑙𝑙𝑜𝑜𝑤𝑤� , 𝑙𝑙 = 1

, 

𝑍𝑍𝑍𝑍𝑖𝑖𝑚𝑚𝑟𝑟𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑚𝑚(𝑍𝑍𝑍𝑍𝑖𝑖𝑤𝑤) , w = 1,𝑊𝑊������             (5) 
where 
𝑍𝑍𝐶𝐶𝑇𝑇𝑖𝑖𝑤𝑤 -the category of criticality  for the ith element for 
the territory w , 
𝑍𝑍𝑍𝑍𝑖𝑖𝑤𝑤 - the coefficient of significance for the ith element 
for the territory w , 
𝑍𝑍𝑍𝑍𝑖𝑖𝑚𝑚𝑟𝑟𝑚𝑚 - the maximum value of significance for the ith 
element for all considered territories, 
N - a set of specified criticality categories ln  (L - the 
number of specified categories of elements criticality), 
𝑛𝑛𝑙𝑙𝑙𝑙𝑜𝑜𝑤𝑤 ,𝑛𝑛𝑙𝑙

𝑢𝑢𝑖𝑖   - the lower and upper boundaries of the 
criticality category l, 

I – a set of disconnected elements of the fuel and energy 
complex, 
W - the number of considered territorial units. 

Technically, the problem of determining the CF for 
the fuel and energy complex (fig. 2) is represented by the 
processes of data transformation and control during 
computational experiments, during the analysis of the 
calculated model indicators, and analysis of the industry 
elements criticality. The initial information of the task is 
represented by target settings (maximum power of 
outage groups, a list of analyzed industry elements and 
analyzed model indicators, indicators for a qualitative 
assessment) and a basic daily version of the model, the 
disturbed variant of which are calculated during of the 
experiments. The resulting information  is quantitative, 
qualitative and expert assessments, on the basis of which 
the list of the FEC critical facilities is formed. 

Formally, the method for determining the critical 
facilities for the fuel and energy complex is presented in  
three stages: 
− stage of the strategy formation for choosing the fuel 
and energy complex critical facilities; 
− stage of optimization calculations; 
−  the stage of forming the list of the fuel and energy 
complex critical facilities.  

At the first stage: 
− the objects of the modeled  the fuel and energy 
complex structure are formed; 
− groups of industry elements outage are formed for 
their inclusion in simulated situations; 
− a set of criteria for assessing states (the most important 
and accompanying model indicators) is formed, the 
significance of these criteria is determined; 
− the categories of elements criticality  and their 
threshold values are determined. 

At the second stage, optimization calculations of the 
fuel and energy complex model are carried out, within 
the framework of which emergency situations with 
failure of industry elements groups are calculated.  
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Fig. 2. Conceptual scheme for solving the problem of 
determining the CF for the fuel and energy complex. 

 

482



 

At the third stage, estimates of the disconnected 
industry elements criticality are formed with the 
formation of the fuel and energy complex critical 
facilities list: 
− the composition of the analyzed calculated states is 
adjusted by excluding states with a relative deficit of at 
least one resource that is acceptable for the country as a 
whole (at this stage, a 5% threshold for assessing the 
deficit is adopted); 
− criteria for the elements significance for the territories 
under consideration or their groups are determined; 
− the categories of criticality for the analyzed elements 
are determined; 
− a list of the fuel and energy complex critical facilities 
is formed. 
The algorithm of the forming the fuel and energy 
complex CF list is shown in fig. 3. 
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Fig. 3. Algorithm for the formation of the fuel and energy 
complex critical facilities list. 

 
The presented method has been twice tested on fuel 

and energy complex models using the example of critical 
facilities shutdowns in the gas industry. According to the 
results of the first test approbation, the efficiency and 
effectiveness of the developed method were proved, 
some of its key points were adapted [7]. The current 
approbation of the method was carried out on a more 
flexible and more adequate version of the model, taking 
into account the reserve supply of electricity and heat 
from the electric and heat power stations. The analysis of 
these results was aimed at: 
− identifying disagreements in the priority of the gas 
industry critical objects and the fuel and energy complex 
objects;  
− assessment of the plausibility of the method, taking 
into account the influence of the fuel and energy 
complex systemic effect. 

Conclusion 

The paper presents the continuity of the method for 
choosing the fuel and energy complex critical facilities. 
A general scheme for the selection of the fuel and energy 
complex critical facilities on the basis of industry critical 
elements has been developed and formalized. A 
comparative characteristic of the sectoral (on the 
example of the gas industry) method for the selection of 
critical elements and the method for the formation of the 
critical facilities list in the fuel and energy complex 
taking into account the systemic effect is given. 

The article formalizes the territorial-production 
model of the fuel and energy complex, which use to 
determine the fuel and energy complex critical facilities, 
describes the implemented three-stage scheme of 
working with it. The developed method for determining 
the fuel and energy complex critical facilities in the 
conditions of the interconnected operation of industry 
systems is presented. For the selection of the fuel and 
energy complex critical facilities the most important and 
accompanying model indicators are highlighted, an 
integral indicator of the industry elements criticality is 
proposed. 

The studies presented in this work were carried out 
with the financial support of the RFBR grant No. 20-08-
00367. 
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Abstract. An analysis is made of the regulatory documents used to justify the capacity demand and one of 
its components - the normative capacity reserve. The methodological principles for considering energy 
availability at hydroelectric power stations from the standpoint of justification of reserve funds are justified. 
For the price zones of the UES Russia, retrospective information on the forecast values of maximum loads 
and power generation at hydroelectric power stations has been compared with their actual values. The article 
gives the practical results of influence of the identified regulatory documents inconsistencies and deviations 
of the maximum load forecasts and hydroelectric power generation from the actual power demand values and 
the justification of the generating sources to cover it under a competitive power selection procedure.  

1  Background of the problem 

The justification of the generating sources in development 
management the of the electric power industry and  the UES 
Russia in particular depends, in one way or another, on the 
values of the planned power consumption and the maximum 
loads. The latter are known to be formed in the planned for 
perspective power and electricity balances (fig. 1). This 
information is in accordance with the decision of the 
Government of the Russian Federation471 since 2010 is 
annually formed in the work «Scheme and program of 
development of the UES of the country for the 7-years 
period» (SPD), carried out by JSC «SO UES» and Federal 
Grid Company. 

In a power balance, as in any balance sheet, there are 
revenue and expenditure sides. The expenditure side of the 
balance is determined by the demand for capacity and 
consists of three components: projected maximum load, 
export/import capacity and the capacity reserve. The 
incoming part of the balance shall be determined by the 
installed capacity of the generators of the power plants minus 
various power constraints on the maximum load, the power 
inputs after the passing thereof, the power output not released 
(latched) power. In a balanced variant, the coverage of the 
demand of the incoming part shall correspond to the demand 
for the power consumption in the expenditure part of the 
power capacity balance. The current state of the industry is 
characterized by the significant excess capacity and 
corresponds to the picture in Fig. 1. In fact, this explains the 
strong focus on determination of the capacity demand. Its 
value determines the justification of the generating sources 

                                                 
1 The Rules for Development and Approval of schemes and 

programs for the Future Development of Electric Power Industry, 

involved in meeting the demand in managing development of 
the Russian UES for a period of up to seven years in the 
market procedure of a competitive power selection (CPS). 

The planned maximum load for each calendar year of the 
seven-year period is calculated based on the forecast of 
capacity consumption in the territories of the constituent 

approved by the Decision of the Government of the RF 
dated on 17.10.2009 № 823. 
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entities of the Russian Federation for the conditions of the 
average multi-year ambient air temperatures of the territories 
under consideration, for the month of December. Standard 
(full) capacity reserve includes operational (recently called 
compensatory), repair and strategic capacity reserves. The 
operational reserve capacity is a subject to many factors, 
including the incidental factors. Its justification is based on 
the task of estimating balance reliability indicators (BRI) for 
the calculation scheme of the UES of the Russian Federation 
with its territorial zones of reliability [1-4]. These were in the 
pre-perestroika period United Electric Power Systems (UPS). 
Recently, there has been a tendency to apply more detailed 
calculation schemes of the Russian UES by splitting UES into 
the territorial zones (from 42 to 56 zones). In our view, due 
to the complexity of the information content, fragmentation 
is appropriate in order to solve the task of assessing the BRI 
development options of the UES Russia. The studies show 
that such fragmentation is inefficient in terms of both 
reliability and computational efficiency to justify the 
operational component of the normative power capacity 
reserve.  

During the pre-perestroika period, the percentage values 
of the normative power capacity reserve from the maximum 
load in UPS of UES Russia were given in the methodological 
recommendations (MR) on the power systems development 
projecting. The latest edition was made in the mid-1990s [5]. 
The Ministry of Energy of the Russian Federation approved 
them only in 2003. The current state of the electric power 
industry has undergone significant changes that require 
updating. It was launched in 2011, almost immediately after 
the start of the annual work of SPD of the UES. JSC «SO 
UES» ordered by JSC «INSTITUTE OF 
ENERGOSET’PROEKT» with the involvement of the 
research institutions, the new edition of the MR was carried 
out taking into account the changed conditions2. On the 
initiative of the contracting authority of the work in this 
revision, the values of the normative reserve of capacity were 
substantially inflated from 17 to 20.5% for the UES Russia 
and from 12 to 22% for the UPS of Siberia. The increase was 
primarily in the component of the capacity reserve for 
providing the routine equipment repairs. For example, in 
relation to the 2003 edition of the MR, there has been a two-
fold increase in the repair component in the European part of 
the UES (from 4-5% to 9-10%), in the UPS of Siberia even 
to the three-fold component (from 4% to 12%). The rationale 
for this increase is known and is dealing with the need to 
attract investors to meet the obligations of the generating 
companies to bring in new capacity under condition of the 
guaranteed payment. The increase in the statutory reserve of 
capacity and therefore in the demand for capacity certainly 
contributes to this. 

The explanation of this fact is quite simple. With the 
launch of the market in 2006, the capacity of the normative 
length and periodicity of repairs, as well as the prospective 
five-year plans for the repair of the major plant equipment at 
                                                 
2 Methodological recommendations on the project development of 

power systems / OJSC «Institute « Energoset’proekt», 2012 
(approved by NP «NTS UES», section «Technical regulation in 
electric power industry» in July 2012.  

3 Regulation on the procedure for determining the demand for 
capacity for long-term competitive power selection in the 

the power electric stations have lost their regulatory role. The 
regime-and-balance situation (the sharp decline of electricity 
consumption), financial possibilities and rules for the 
wholesale market for electric energy (capacity) allowed 
energy companies to carry out repairs also in the autumn-
winter period. Statistical information on their conduct has 
changed. While planning of the sectoral development, the 
December day component of scheduled repairs was included 
in the value of the standard capacity reserve. Ministry of 
Energy of the Russian Federation did not approve the MR 
2012 in that version.  

Early in the year of 2018, Ministry of Energy of the 
Russian Federation again initiated the work on the procedure 
for determining the normative reserve of the power capacity. 
Melentiev Energy Systems Institute SB of the RAS and 
ISE&EPS FRC Komi SC UB of the  RAS participated in the 
implementation of this work initiated by JSC « NP Market 
Council ». In the beginning of 2019 the ISE&EPS FRC Komi 
SC UB of the  RAS was suspended for the unknown reasons. 
Although the completion of the work was foreseen at the end 
of 2018, the work carried out by Melentiev Energy Systems 
Institute SB of the RAS has not been completed until the 
present day. 

2 Analysis of the legislation and 
regulations to justificate the capacity 
demand 

The challenge of justifying the generating sources 
contributing in covering the power demand (Fig. 1) should 
now be studied in a completely different way, more in relation 
to the dismantling than to the introduction of the new 
generating equipment. In the context of the market relations, 
justification for introduction of the new generating equipment 
in the UES Russia is carried out in order to solve the tasks of 
the power contracts, justification of capacity participating in 
the demand cover, the status of the forced generation and 
dismantling of obsolete and obsolete equipment as a result of 
the competitive bidding in a closed competitive auction. 

Implementation of the changed conditions required 
development in 2010 «Regulations on the procedure for 
determining the amount of demand for power…» approved 
by the Ministry of Energy of Russia3 (thereinafter Order 
№ 431). In accordance with para. 3.1 of this Regulation, the 
planning coefficient of power reserve of capacity is 
calculated by JSC «SO UES» for the free power transfer 
zone(s) (groups of zones), as the sum of the value that equals 
1.17, coefficient of the power underutilization factor and the 
coefficient taking into account electrical energy export. The 
demand for the power capacity at that is determined by 
multiplying this coefficient by the predicted combined 
maximum consumption, taking into account the effect of the 
temperature factor. This paragraph is in the substantial 
contradiction with the MR 2003.  

wholesale market of electric energy (capacity) and the procedure 
for determining the planning coefficients for reserving capacity in 
zones (groups of zones) free flow of electrical energy (power 
capacity), approved by the Order of the Ministry of Energy of 
Russia of 07.09.2010.№ 431 (edition on 17.08.2017).  
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The coefficient 1.17 corresponds to 17% of the full 
reserve of capacity from the maximum load given in the MR 
2003 for the European part of the UES Russia. For UPS of 
Siberia this percentage in the regulation is only 12%. In the 
Order №431, the coefficient of 1.17 has been extended to the 
UES of Russia as a whole for unexplained reasons. The power 
capacity underutilization coefficient, which is a part of the 
planned reserve factor, in accordance with the Order №431, 
para.3.2, takes into account the actual power reduction 
resulting from the unscheduled repairs of the generating 
equipment. It is determined by the ratio of the average 
monthly power capacity reduction from the values specified 
in the notifications submitted under the Rules of the 
Wholesale Market for the selection of the equipment 
composition in the winter months of two years prior to the 
date of the long-term CPS, to the projected maximum 
consumption volume. The occasional underutilization of 
capacity caused by the same causes, and precisely for the 
month of December, is taken into account and is, moreover, 
the main reason for the operational reserve component of the 
standard (full) capacity reserve (coefficient 1.17) received in 
the MR 2003. There is a double counting of the same random 
parameter. 

The temperature factor is taken into account in the Order 
№431 by multiplying the projected maximum load by the 
temperature coefficient over the territorial areas of the UES 
Russia. This leads to an increase in demand by more than 4%. 
The same factor, which is generally random, is taken into 
account in the balance sheet support models by introducing a 
predictive error parameter [1-3]. Described in the MR 2003 
percentage of the full power capacity reserve (17% of the 
maximum load) are received taking in account that factor. If 
not considered, this percentage would fall to 12-14% [2]. It 
can be stated that here again there is a double counting of the 
same randomly conditioned parameter. Unfortunately, the 
specialists who prepared the Order №431 did not involve in 
its preparation and expertise scientists of the academic and 
university science, as well as the sectoral Institutions, who are 
in charge of ensuring the balance reliability of the EPS. 

Another important point related to the adopted values of 
the planned calculated reserve ratio is given in the Paragraph 
107 of the Rules of the Wholesale Market4 (hereinafter GD 
RF №1172). It increased its value for the second price zone 
of the wholesale market by 8.55%. The rationale for this 
increase remains a mystery for many energy professionals. It 
is understood that under the conditions of available excess 
capacity, the most efficient of existing plant assemblies 
should be selected when justifying generating sources. In the 
economic aspect of hydropower stations, if there is excess 
capacity in the power system are more attractive than the 
thermal stations due to the lower operating costs (no fuel 
component). At the same time, their modes of operation 
depend on weather conditions (low-water years) and these 
aspects (economy and energy supply) should be taken into 
account when justifying reserve funds under the present 
conditions of excess capacity. 

                                                 
4 The Government Decree of the RF № 1172 dated on 27.12.2010 

(edit. on 19.01.2018) «On the Approval of the Rules of the 
Wholesale Market of Electric Energy and Power capacity and on 
the Amendment of some acts of the Government of the Russian 

3 Methodological principles for taking into 
account restrictions on the production of 
electricity at hydroelectric power station 
when justifying power capacity reserves  
and their practical applications 

It should be noted that the method of justifying the normative 
reserve of capacity to compensate for the withdrawal of the 
generating equipment to the unplanned (emergency) repairs 
(operational reserve as revised by the MR 2003) remains 
unchanged. In the present circumstances, unfortunately, there 
are no scientifically based provisions for the application of 
the criteria for decision-making on the level of reliability. 
This could be based either on the western European standards 
(LOLH = 3-8 hours/day), or North American 
(LOLE = 0.1 time a year), on the national standards for the 
territorial zones [1, 4] (Jд = 0,004).  

For all of the listed balance reliability indicators, the 
methodological basis for obtaining them is roughly the same 
and the information component is quite different, especially 
with regard to the treatment of the electrical consumption 
patterns [1]. The European standard for the balance reliability 
estimates hourly power consumption schedules for all 8,760 
hours of the year, while the North American standard only 
takes into account the maximum hour of the day a year (365 
values). The domestic national standard for the balance 
reliability targets only one average hourly daily schedule in 
December, assuming that it is valid for all working days of 
the year. The comparison of these indicators, in terms of their 
impact on the justification of funds, is a rather complex 
undertaking. In the research work [1] for the certain 
conditions, studies have been carried out which have shown 
an acceptable convergence of results in justifying the value of 
the operational component of the normative reserve of 
capacity.  

Regardless of the management principles of the power 
industry (centralized, market), the task of the estimation BRI 
by using combinatorics or statistical modelling methods is 
based on two interrelated steps:  

– formation of the load levels and random generation 
capacity conditions caused by the unplanned findings in 
emergency repair of the power plant equipment;  

– assessment of the formed states of provision of the load in 
the territorial zones.  

It should be understood that the task of the BRI estimation 
is an integral part of solving the problem of justifying the 
operational component of the normative capacity reserve. So 
far, in the BRI EPS assessment models the types of the 
generating equipment involved in meeting the consumer 
demand have not been specified. Moreover, this was justified 
because in estimating the BRI out of the multitude of 
randomly formed states of generating capacity and load is less 
than a percent. It should be noted that only in these deficit 
states the generating capacity is fully used. In the states 
without a deficit, which are more than 99%, the generating 
power exceeds the load. These states do not affect the PBN, 

Federation on the Organization of the Wholesale Market of 
Electrical Energy and Power capacity». 
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so from the point of view of providing a power balance, the 
generation can be redistributed as much as possible between 
different types of stations (HPP, TPP, NPP, RES).  
The contribution of a hydroelectric power station in covering 
the load in the absence of a deficit state can be taken into 
account only when the power reduction functions caused by 
the output of the equipment in the unscheduled (emergency) 
repair can be formed separately for thermal, including nuclear 
power plants and for hydro units of seasonal (annual) flow 
control. The methodological approaches for estimating each 
generation state of a HPP and TPP must also be changed. 
Considering that the power capacity redistribution between 
the HPP and the TPP with the NPP can only be carried out in 
the absence of a deficit state and does not in any way affect 
the BRI, it is possible to apply the maximum load rule on 
these states at thermal and nuclear power stations. In this case, 
the BRI estimation algorithm is designed so that the load at 
the HPP from one randomly formed absence of the deficit 
state to another might change [6]. The process of changing is 
dynamic. The final result of simulating a large number of 
random states is to achieve, if possible, planned indicators of 
electricity generation at the HPP (from the perspective of 
non-renewable energy savings). The simulation is done for all 
time intervals (day, season, year) for which information is 
available on the planned indicators of power generation at a 
hydroelectric power plants. 

The application of a separate random state simulations in 
the estimation of balance reliability indicators for HPP, TPP 
with NPP makes it possible to determine the generating 
capacities required to provide the load separately for these 
types of stations. This opens up the possibility of determining 
the required additions to the value of the normative reserve of 
capacity caused by the insufficient energy supply of the 
hydroelectric power stations in the low-water years. This 
requires two calculations to determine the operational reserve 
of capacity, which is an integral part of the statutory reserve 
of capacity, for the projected hydroelectric power generation 
and for a low-water year. In both calculations, the operational 
reserve of capacity remains unchanged, but due to the change 
in the power supply of the hydroelectric power station, the 
power generating capacity of the participating payers will be 
redistributed between the HPP and TPP with NPP. The 
difference in redeployment will be a premium to the 
operational and therefore normative capacity reserve due to 
the reduction in the energy supply of the hydroelectric power 
station in the low-water years. The most difficult in this  
approach is the uncertainty of information on the energy 
supply at a HPP. 

Obtaining practical results on energy accounting of a HPP 
involves modernizing the existing software («Orion-M» [1]), 
including additional content [6]. The research studies 
conducted are based on actual information obtained in the 
course of the research work5. Information on the energy 
supply of  HPP  Siberia UPS is taken from the work made by  
SPD. Application of the developed methodology showed the 
existence of a strict correlation between the percentage of the 
reduction in electricity production at the UPS Siberia 
hydroelectric power plants in the low-water years 
                                                 
5 Report on the scientific research work “Justification of the 
normative values of the components of the full reserve capacity in 
the UPS and UES  Russia in the planning of their development. / 

(95673/107377 100=10.9%), the share of the projected value 
of their electricity production in relation to its total volume 
(107377/209729=0.512) and per cent additions to operational 
reserve capacity. The product of the first and second 
components is almost always the same as the third one. Then 
the addition to the normative reserve of capacity of a value of 
8.55% of the combined maximum load can be obtained when 
the difference of electricity production at the Siberia UPS 
hydroelectric power plants for the calculated and low water 
years is 16.7%. 

A natural question arises - what is the significance of the 
production of electricity at the hydroelectric power station of 
UES Siberia when justifying the normative reserve of power 
to be taken as calculated? This is a sufficiently important and 
unexplored issue in the justification of the normative reserve 
capacity. The study was not required under the centralized 
management of the industry. At that time, it was not the task 
of identifying the most efficient capacities due to their 
obvious lack of capacity (the frequency in the system was 
almost always below the regulatory value). In the present 
situation of excess capacity, the issue of taking into account 
the energy supply of hydroelectric power is becoming 
sufficiently topical. 

Two options are possible to accept the calculated value of 
electricity production at the Siberia hydroelectric power 
plants. The first one is acceptance of the projected with a 
high-probability to be implemented (formulation from the 
Electricity Balance in the work of SPD) electricity production 
volumes. The second option is the acceptance of an average 
value based on the analysis of retrospective information on 
the actual electricity production. In order to shed some light 
on the situation, an analysis of the retrospective information 
on the actual and projected electricity production at the 
hydroelectric power plants of Siberia is provided below. 

4 Analysis of the forecast of power 
consumption and electric power 
production at hydroelectric power stations 

The report of SPD 2019-2025, made in 2019, is the 10th since 
their formation in 2010. This allows based on the 
retrospective information to make some conclusions and to 
compare the planned maximum loads and the generation of 
electricity on a hydroelectric power plants with their actual 
values. The comparison is made for the period of 2016-2019, 
for which all the required information is available. 

Forecasting of the maximum loads. The value of the 
planned maximum load is the basis of the capacity demand of 
the power consumption part of the power balance (Fig. 1). 
This implies that errors in the forecast have a significant 
impact on the justification of the generation capacity of the 
contributing capacity to the power budget. Taking into 
account these circumstances in JSC «SO UES» the unified 
system of forecast of production and consumption of 
electricity and power capacity up to 7 years has been created. 
The power consumption forecast is prepared for the hour of 
maximum in December for the average daily temperature of 

Syktyvkar, 2016 – 66 p. (Contract ISE&EPS FRC Komi SC UB of 
the  RAS with JSC «SO UES», № 926 dated on 22 September 2016). 
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the maximum power consumption averaged over the 10 years 
preceding the autumn-winter period. It takes into account the 
actual capacity balances of previous periods, plans for 
technological accessions of facilities, and macroeconomic 
indicators in accordance with socio-economic development 
scenarios. 

It is obvious that the amount of the planned maximum 
load is influenced by the period of anticipation (from 1 to 7 
years). The analysis shows that this period is steadily 
increasing when conducting the procedure for justifying the 
generating capacity of participating in meeting the demand 
for capacity (CPS procedure). So until 2016, the following 
procedure was based on the two-year forecasts, for 2016 and 
2017 with three-year forecasts. For 2024 and 2025 
forecasting has reached the limit of 7 years for the SPD.  

Let us provide a brief analysis of the comparison of the 
planned maximum load with their actual parameters for 2016-
2019 for a period of one to seven years. Consideration of the 
time before 2016 is not possible due to lack of information in 
works of SPD, the first of which gives a forecast for 7 years 
only for 2016. It is not possible to review later than 2019 due 
to lack of information on actual parameters of the capacity 
consumption.  

Figure 2. provides information for the period of  2016 - 
2019 on the percentage deviations of the projected maximum 
load parameters (from the work of the SPD) from the actual 
values for the price zones of the European part of the UES of 
Russia and Siberia. In Fig. 2 two dotted lines: 2 – average 
deviations from the actual parameters for the four-year period 
under review, thinner lines 3 – their max and min bypassing 
lines. It should be noted, however, that for both price zones 
from 2013 to 2019 there is a little increase in the actual load 
maximums by their average value (in Fig. 2 dependence 1 – 
the line in bold). 

It can be seen that when the forecast period for both price 
zones increases the deviations also increase significantly. For 
the one-year forecast, the average deviations for both price 
zones are about 3 %, for the seven-year period more than 
15,5 % for the first price zone and 25 % for the second price 
zone. Why such large deviations in forecasting of the 
maximum consumption for one year cannot be explained. The 

significant increase in the forecasted parameters of the 
maximum load over the actual values for the 4-year period 
under analysis can be explained by the first works of the SPD 
2010-2016 – 2012-2018 trends in the increase of 
consumption from year to year, which does no credit to the 
power balance developers. It should be noted that in 
subsequent works of the SPD this trend is reduced to the 
reasonable limits. However, a systematic error in forecasting 
for the first year (from 2 to 3 %, fig. 2) remains. Based on the 
presented above analysis, when carrying out the justification 
procedure of the generating capacity, or CPS, the deviations 
of the 7-year period of anticipation of the maximum load 
parameters from their actual values should be: 

– for the first price zone from 6 to 8 %, and taking into 
account the systematic deviation for a one-year – 5 %; 

– for the second price zone from 11 to 13 %, taking into 
account the systematic deviation for a one-year – 10 %.  

Forecast of the electric power production at the 
hydroelectric power stations at UPS Siberia. While planning 
power balances in the SPD operations, the amount of 
electricity produced at the HPP for the territorial zones in the 
form of UPS is given for the most water-friendly scenarios. 
For the Siberia and the Far East, where the share of electricity 
production at the hydroelectric power plants is significant 
(from 35% and above), since 2012 the electricity balance is 
given for a low-water year. Fig. 3 by analogy with fig. 2 
shows the percentage variation of the forecasted electricity 
production parameters from the actual values for the 7-year 
period for the Siberia hydropower plants and the change in 
actual electricity production for the period of 2013-2018 from 
the average values over the years (the solid line in bold –1). 

Significant average (10% in Fig. 3, dependency 2) and 
maximum (15%, dependency 4) deviations of the projected 
actual values of production at the hydro energy power plants 

from the actual values for all forecast periods. For a low-
water year, these forecasts are, as expected, slightly lower 
than the actual electricity production (4-year averages of 
about 7 %, maximum possible between 11 and 15 %, 
dependencies 3 and 4 respectively). At the same time, the 
planned for the coming year electricity generation for the 
most likely and the low-water year coincide. Explanations for 

Fig. 2. Deviation of the forecast loads (with a high probability of implementation) from the actual meanings for the UES Russia 
without UPS Far East and Siberia (from 10 issues of the SPD from 2010 -– 2016 until 2019 – 2025). 
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this phenomenon, as well as the sharp increase in the period 
under review from 2016 to 2019 of the average values of the 
generation of electricity on a hydroelectric power plants for 
the most likely scenario and the sharp decrease for a low-
water year for a forecast period of 2 years or more is not 
available (dotted lines 2 and 3). 

Given in fig. 3 dependence of deviations of the actual 
values of the electricity production on average for the period 
of 2013-2019 (line 1) for HPP in Siberia has a sufficiently 
strong fluctuation. The maximum reduction in electricity 
production was 9.2 % (2015). If we consider deviations of the 
average projected electricity production parameters for a low-
water year from their actual values for the warning period 
from 2 to 7 years, they range from 7 % (dependency 3). 
However, the maximum deviations considered in one out of 
four studied retrospective period range from 12 % to 15 % 
(thin dotted line 4 in Figure 3).  

Analysis of the retrospective information shows that 
16,7 % of the difference in the electricity production at the 
hydroelectric power plants at the Siberia UPS can only be 
achieved by considering the maximum deviations of the 
projected electricity production parameters for the probable 

                                                 
6 Website of the JSC “SO UES” “Competitive capacity selection”, 

monitor.so-ups.ru 

scenario and for the low-water year (dotted lines 4 in 
figure 3). Considering the mean values (dependencies 2 and 
3) can only be achieved by 14 %. When considering the 
projected generation of electricity for the most likely and the 
low-water years, an interesting picture emerges. The greater 
the gap in the forecast of the electricity production at the 
hydroelectric power plants, the greater the additions to the 
value of the regulatory reserve. At that, the retrospective 
information on the ratio of the actual electricity production at 
a hydroelectric power plants with its projected values is not 
at all taken into account. Thus, the most important parameter 
of the actual electricity production at the Siberia hydroelectric 
power plants falls out of consideration. In our view, when 
justifying a reserve of capacity, it is necessary to consider the 
risks of  underproduction of the electric power at 
hydroelectric power plants during the low-water years, taking 
into account the average values of its actual production, 
taking into account its evolution for the projection period, 
based on, inter alia, on the analysis of the retrospective 
information on those parameters. In such case, according to 
the characteristics given in Fig. 3, the reduction of the electric 
power production at the Siberia hydroelectric power plants 
during the low-water years should not exceed 7.0% on 
average (in Fig. 3, dependence 3), and on the basis of the 
actual deviations 9.2% (dependence 1, made for 2015). This 
corresponds to the addition to the normative capacity reserve 
not 8.55 per cent, adopted in the GD RF №1172, but from 
3.58 to 4,72 per cent.  

5. Conclusion 

The perceived contradictions in defining the projected 
amount of capacity demand effect on the generating capacity 
justification that participates in its covering during the 
competitive power selection procedure. In the beginning of 
2020, the CPS procedure was conducted for 20256. Table 1 
shows the parameters used for the survey and adjusted to take 
account of the contradictions in the article on capacity 
demand in the price zones of the UES Russia. The table shows 
that the amount of demand for power to justify the generating 
sources of its covering in the adjusted variant is significantly 
decreasing – by more than 8,5 % in the first and slightly less 
than 15 % in the second price zones. 

According to the paragraph 107 of the Rules of the 
Wholesale Market (RF GD № 1172), the price for the power 

Fig. 3. Deviations of the projected parameters of the electricity 
production at the hydroelectric power stations Siberia from the 

actual values for the period of seven years. 
 

3 

1 

4 

2 

 
 
forecast 

1 2 

-5 

-10 

10 

15 

3 

2016 

0 

5 

4 5 6 7 

2017 2018 2019 2015 2014 

-15 

2013 

deviation, % 

Table 1. The initial and adjusted information for the competitive power capacity selection procedure for 2025. 

Price 
zone 

number 

Projected maximum capacity consumption, MWt Planned coefficient of reservation, % Development of 
objects of the 

retail generation 

Demand on the 
power capacity 

MWt / % 
From the work SPD 
UES for 2019-2025. 

With 
combination 

Taking into account 
the temperature factor estimated applied  

Initial information 
1 132441 127547 133011 18.4 18.4 7143 150342/100 
2 34704 33845 35283 18.0 26.55 1311 43339/100 

Total 167145 161392 168294 – – 8454 193681/100 
Corrected information 

1 126135 121474 121474 19.05 19.05 7143 137472/91.44 
2 31548 30767 30767 13.41 24.41 1311 36966/85.29 

Total 154243 148925 148925 – – 8454 174438/90.06 
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capacity is determined based on a two-point linear demand 
function. The important thing is that according to the 
Government Decree of the Russian Federation № 1172, the 
prices for the points of demand for the power capacity are 
strictly determined by the price set by the Government of the 
Russian Federation in 2017. Taking into account the 
indexation in the first and second price zones made for 2025, 
they were 209051.27 and 292415.27 rub. respectively/MWt 
for the first point of demand. Analysis of the procedures 
conducted by CPS shows that the final price is no more than 
10% different from the initial price of the first demand point. 
For example, for 2025 the price for the power capacity after 
the conducted procedure of CPS was 193157,87 for the first 
price zone, for the second – 303191,67 rubles/MWt. This 
allows to determine the economic component of the reduction 
in the cost of the purchasing power by consumers, taking into 
account the contradictions identified above. For the first price 
zone it makes the amount of (150342–137472)×193157.87 = 
2485930.6 thousand rub/month, for the second one – 
(43339 – 36966) × 303191.67 =  1932240.50 thousand 
rub./month. The annual reduction of power charges by large 
consumers of both price zones will be quite large – more than 
53 billion rubles. 
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Abstract. The paper focuses on a forecasting express-model of the financial state of an enterprise. This 
model includes forecasting the Profit&Loss statement and the Balance Sheet of the organization. The 
combination of these documents allows forecasting cash flow in an indirect form. We use open data on the 
financial statements of individual organizations. Estimates of the cash flow deficit have been carried out 
both for the power generation sub-sector as a whole and for the largest power generating organizations in 
Russia. 

1 Introduction  

A large-scale economic crisis has broken out due to the 
coronavirus COVID 19. Normal activities have been 
disrupted; many enterprises have stopped working or 
abruptly reduced business activity; the population is in 
self-isolation and does not consume goods and services 
in the same volume. Some researchers compared this 
crisis to the Great Depression in the late 1920s. 

As a result, there was a decrease in energy 
consumption, and anyone can expect a deterioration in 
the financial and economic situation of energy 
companies. “The uncertainty of the future conditions for 
the development of the energy sector has considerably 
increased, and there have been significant changes in 
financial policy and pricing in the energy sector” [4]. 

The paper presents an express model for forecasting 
the financial and economic state of enterprises, which 
allows: 
- predicting the financial forms of the enterprise due to a 
coronary crisis; 
- assessing the lack of cash flow; 
- evaluating the consequences of anti-crisis measures and 
enterprise support for normalizing financial condition 
and preventing bankruptcy. 
 

2 Mathematical Model 

 
An express model for a forecast of the financial and 
economic condition of the enterprise is used [1, 2]. This 
model provides links to the projection of the Balance 
Sheet and the Profit&Loss report. 

Let us describe the enterprise balance model as a set 
of Balance Sheet items BS 

 BS = {FAj, CAl, CLk, Dm, Eqn}, (1) 

where FA is fixed assets, CA current assets, CL current 
liabilities, D debt, Eq equity, and j, l, k, m, n are indices 
of articles of balance sheet sections. 

Similarly, we could describe the model of the 
Profit&Loss statement as a set of income and expense 
items PL 

 PL = {Sp, Cr}, (2) 

where S is revenue, C expenses, and p, r item indices. 
Note that there is a key link between the two main 

financial documents: the balance sheet and the profit& 
loss statement. It consists of increasing equity by the 
amount of retained earnings (net profit without 
dividends) according to the formula 

 ΔEq = π = (S – VC – FC – Am – kD D)(1–τ)(1–u), (3) 

where VC stands for variable costs, FC fixed costs 
(without depreciation), Am depreciation, kD the debt rate, 
τ the income tax rate, and u the share of profit on 
dividends. 

The forecast of the financial state (reflected in the 
forecast and planning documents - the balance sheet and 
the Profit&Loss statement) is carried out using the 
forecasting model 

 (B, P)F = M(B, P, U, СU), (4) 

where F is the forecast index, U is the control of 
income/expense items, CU is the cost of controlling 
income/expense items. 

With independent (directly unrelated) forecasting of 
various items, the rule that assets are equal to liabilities 
may be violated. That is, a “financing deficit” (negative 
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cash flow) arises, index 0 denotes a lack of control 
(initial forecast option). 

 CF0 = – FAF – CAF + CLF + DF + EqF, (5) 

where CF is cash flow. 
Cash balance at the end of period t must be non-

negative 

 Casht = Casht-1 + CF0 ≥ 0, (6) 

 

3 Initial data 

As initial data, we used open data on energy companies: 
- open data of the Federal State Statistics Service of 
Russia on the financial statements of legal entities [5]. In 
this paper, we consider the sub-sector of electricity 
generation, according to OKVED-2a codes “35.11. 
Power Generation”. The list of large and medium-sized 
companies included 116 legal entities more than 800 
million rubles revenue. We will call the summary 
reporting of the aggregate of these organizations the 
“Consolidated Energy Company”. The technological 
basis that made it possible to carry out these calculations 
is the construction of a hypercube or OLAP (On-Line 
Analytical Processing), implemented in Excel; 
- short-term economic indicators for providing electric 
energy [6]; 
- financial statements of separate public joint-stock 
companies for the year 2019.  

Unfortunately, the Russian Agency for Statistics 
provides open data with a long delay (about ten months). 
The inertial forecast of reports for 2019 was formed 
using a linear method for three years based on the 
reporting for the previous year. For the 26 largest 
companies, actual reports for 2019 were examined, and 
an adjustment factor of 0.97 is used. 

The accumulated retained earnings in the balance 
sheet were increased by retained earnings of the last 
year. The proportion of dividend payments of the 
previous year was used to estimate dividends of the 
current year.  

The difference in forecast assets and liabilities has 
been adjusted in short-term loans. 
 

4 Analysis of past growth 

Russia’s largest energy companies successfully 
developed until 2019. Revenue of large and medium-
sized energy companies grew with a compound annual 
growth rate (CAGR) of 10.2% per year, which is higher 
than consumer inflation and GDP growth.  
 
                                                 
a All-Russian classifier of economic activities. 
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Fig. 2. Variable & Fixed Costs vs. Revenue of power 
generating organizations in Russia 
 
The dependence of total costs on revenue is 
characterized by a regression relationship with a 
variability coefficient of 0.8138, that is, on the increase 
in revenue per 1000 rubles, full costs increase by 814 
rubles. The “Consolidated Energy Company” had the 
profitability of about 11% in 2018, estimation 12% in 
2019, which is noticeably higher than the average 
Russian figure. 

5 Calculation results 

The revenue change scenario is an external factor for the 
express model for forecasting the financial and economic 
situation. There will be a decrease in energy 
consumption during the crisis due to COVID-19 and a 
decrease in economic activity. 

According to short-term economic indicators for the 
supply of electricity [6, sheet 1.2], in May 2020, there 
was a drop in the supply of electricity, gas, and steam by 
4.1% compared to May of the previous year. 

According to the UES System Operator [7], for May 
2020, electric energy consumption fell by 5.4% 
compared to the previous year, in June – by 5.9% (see 
Table 1). Let us estimate the change in the average 
annual electricity consumption -3%. 
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Table 1. Power generation and consumption according to UES 
System Operator data. 

Period Consumption 
2020, GWt*h 

Consumption 
2019, GWt*h 

Deviation 
Generation, 
% 

Total  564 563  580 639  -2,77% 
Jan 98 419  101 739  -3,26% 
Feb 92 655  91 376  1,40%b 
Mar 93 095  94 599  -1,59% 
Apr 82 474  84 949  -2,91% 

May 75 879  80 230  -5,42% 
Jun 72 590  77 140  -5,90% 
Julc 49 452  50 605  -2,28% 

 
Let us estimate the increase in tariffs by +3% 

according to inflation. So let us consider the case of the 
average annual decline in the consolidated energy 
company’s revenue by -0.1%. But we will consider this 
value as an input parameter for calculations. 

The calculation is shown in the table (Fig. 2). While 
maintaining the same proportions, profit will remain at 
almost the same level of 271 billion rubles. 

In the industry as a whole, the main requirement for 
financing is to grow fixed assets. For the “Consolidated 
Energy Company,” the estimate is 192 billion rubles. 
This value is close to the forecast of retained earnings of 
187 billion rubles. Considering a slight optimization of 
expenses and current assets/liabilities by 0.1%, the 
impact of changes in current assets is insignificant, about 
1 billion rubles. 

For the authors who have studied many forecasts for 
the development of companies, this situation looks 
unusual and rare: retained earnings almost wholly cover 
the investment program. 

The parametric calculation of the estimates of the 
final cash flow showed a weak dependence on the 
change in revenue. When the revenue changes from -5% 
to + 5%, the cash flow changes from +4.3 to -12.6 
billion rubles. We hope that operational management can 
replenish this cash flow. 

Express assessments for separate organizations show 
some differentiation in cash flow (see Table 2). But we 
note that almost all estimates of the cash flow for the 
largest organizations are above 0. That is, there should 
be no difficulties in financing this year. 

Note. We carried out the express assessments 
according to the reports of the head legal entities. For 
consolidated reporting of groups of companies, estimates 
may be different. 

 
                                                 
b 29 days in 2020 versus 28 days in 2019. 
c 20 days of July were available at the moment of this paper 
preparation. 

 
Fig. 3. The state forecast of the Consolidated Energy Company 

 

Table 2. Express assessment of cash flow for individual 
organizations. 

Organization Cash flow, 
billion rubles 

PJSC “T Plus” 5 756  
PJSC “Mosenergo” 22 546  
JSC INTER RAO-Electrogeneration 30 776  
PJSC “Federal Hydrogenerating 
Company – Rushydro” 

-13 315  

PJSC “Second Generating Company of 
the Wholesale Electricity Market” 

10 893  

PJSC “Territorial Generating Company 
No. 1” 

6 856  

 

6 Measures to improve the financial and 
economic situation 

Negative cash flow is a sign of the unworkability of 
plans. Management should offer a project for the non-
negativity of funds. 

Management measures divided into the following 
categories: 
- external: attraction of external financing (taking loans), 
tariffs increase; 
- internal: increasing efficiency by reducing costs, 
introducing technologies with higher efficiency, 
optimizing assets and liabilities. The impact of new 
technologies has significant potential for reducing costs, 
but projects with long payback periods are virtually 
unrealizable in a crisis. 

The authors’ consulting experience with power 
generation organizations shows that internal 
management measures have little potential than external 
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actions. In many other industries - interior projects play a 
much more significant role in improving overall 
performance and development. 

An assessment of financing a cash shortage using 
external loans shows no substantial change in the 
structure of liabilities. It is a good scenario in the 
assumptions and initial data of the current model. 

Optimization of investment programs in fixed assets 
and long-term financial investments will significantly 
reduce the dependence on external financing in case of a 
“hard” scenario of the crisis, which is considered as one 
of the strategic threats to the development of the energy 
sector [3]. 
 

7 Conclusion 

An express assessment shows that an abrupt 
deterioration in the financial and economic condition of 
energy generating companies in Russia in this economic 
crisis is unlikely to happen. 

On the one hand, this ensures the stability of the 
industry. On the other hand, a large-scale economic 
crisis will most likely not be used as an incentive to 
change and increase domestic efficiency. 

The low energy efficiency of Russian energy 
companies is an obstacle to their capitalization, but this 
is a topic for separate work. 
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Abstract. This article presents a package for analyzing the energy system vulnerability developed with 
new technology for continuous integration, delivery, and deployment of applied software. It implements a 
framework that allows combining and optimally using various methods for modelling energy systems and 
provides the comprehensive assessment of their vulnerability with regard to various uncertainties. The 
essential principles to identify and rank critical elements of an energy system are considered in the article. 
The investigations made with the package shown that the principles seem to be logical for the subsequent 
construction of the invariant set of measures for improving the energy system resilience. 

1 Introduction 

Currently, there is an increasing interest in the study of 
the ability of an energy system to survive when faced 
with the large disturbances. Their probability is small or 
unknown, but their impact leads to that the energy 
system cannot perform its functions without additional 
supporting measures. In addition, reaction of the energy 
system to such disturbances, the consequences for 
consumers, compensation for negative consequences and 
the system restoration process are studied [1]. 

One of the major problems in studying energy system 
resilience is a number of uncertainties arising from 
incomplete knowledge about the conditions and time of a 
disturbance, the system's response to a disturbance, a 
disturbance magnitude and scale, etc. 

The resilience is considered as an ability of a system 
to resist disturbances, preventing their cascading 
development with the mass violation of consumers 
supply and recovering after their impact [2]. These steps 
are schematically shown in Fig. 1.  

Fig. 1. System performance under a high impact disturbance. 

The function F(t) reflects the overall system 
performance at a time t.  

At the time t0, its value is F0.  
From time t0 to t1, the system is in a stable state and 

is prepared for the predicted perturbation.  
At the moment t1, a disturbance occurs, the system 

performance drops to the value F(t2), and until the 
moment t3, the system tries to adapt to the disturbance 
impact and its consequences.  

So, in the time period from t1 to t2, a system tries to 
absorb the disturbance, and from t2 to t3 it actively 
resists the disturbance and mitigates its consequences be 
means of an efficient resource allocation.  

Finally, starting from the moment of t3 the system 
tries in various ways to restore its performance to a 
certain acceptable level F(t4) [3].  

Starting from the moment t4, the system continues to 
increase its performance, improves its resilience 
according to the plans made on the basis of the received 
experience, and prepares for new disturbances [4]. 

The stages of planning, preparation, absorption and 
resistance represents that the system adapts to the 
requirements of the new situation, and the recovery stage 
returns the system to normal operation. In other words, 
the resilience is the system’s ability to adapt to various 
large disturbances and recover to the state in that the 
system was before their impact [5]. 

2 Studying energy system resilience 

The resilience research is based on the study and 
analysis of system adaptation and recovery capabilities 
[6]. The modern scheme of studying energy system 
resilience is discussed in detail in [7].  
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2.1. Vulnerability concept 

The vulnerability (Fig. 1) represents the size and scale of 
negative consequences for a system which are result of 
the impact of a particular disturbance [7]. The 
vulnerability analysis plays central role in the resilience 
research [8]. The main purpose of the vulnerability 
analysis is to identify drawbacks in the system design 
and control mechanisms, which could contribute to the 
spread of a large disturbance over the system itself and, 
also, over interconnected systems [8]. 

The vulnerability analysis involves the following 
types: global and spatial, as well as the search for critical 
elements [7]. 

The global vulnerability analysis is aimed at 
obtaining general information about the impact of 
disturbances on the system performance and is carried 
out by modeling a series of disturbances with gradually 
increasing degree of impact. Such computational 
experiments allow determining the threshold values of 
the impact for certain disturbance classes [7]. 

The search for critical elements is focused on 
determining a component or combination of components 
which failure causes the biggest decrease of the system 
performance [7]. The key point here is to detect all, even 
unexpected, combinations of critical elements [9]. 

The spatial vulnerability analysis focuses on finding 
critical geographical areas where the system components 
are located in some proximity to each other and are 
affected by spatially distributed large disturbances, such 
as natural disasters [6]. Several different areas may be 
affected at once [10]. 

2.2 Modelling energy systems 

Modelling energy systems for the resilience research is 
different for separate and interdependent ones [11]. In 
the first case, an energy system is usually modelled at 
more detailed level. In the second case, more aggregated 
representation of energy systems can be used and the 
relationships between their components must be taken 
into account [12]. According to one of the widely used 
classifications proposed in [13], there are the following 
categories of interdependencies: 
• Physical, representing the flow of a resource from one 
system element to another, 
• Communication for transmitting status and control 
data, 
• Spatial (geographical) connections [10], 
• Logical relationships that are not included in any of the 
above categories. 

In addition, there is fifth type of relationships called 
social. It describes the impact of human behaviour on the 
system components [14]. 

Taking into account the structural and dynamic 
complexity of the systems, the relationships between 
systems and existing uncertainties, it is emphasized in 
[8] that the integration of various methods and 
approaches to modelling systems allows to assess their 
vulnerability from different points of view (topological 
and functional, static and dynamic). 

2.3 Current challenges in studying energy 
system resilience 

The current state in studying energy system resilience is 
characterized by the following difficulties: 
• Focus on the consideration of separate energy systems 
and insufficient attention to the study of the relationships 
between them [15], 
• Lack of frameworks that allow combining and 
optimally using various modelling methods for complex 
systems such as energy systems for a comprehensive 
assessment of their vulnerability with regard to existing 
uncertainties [8], 
• Processing and analysis of large data sets that arise due 
to the combinatorial nature of most problems of energy 
system resilience studies, 
• Need to manage multiple computational experiments 
and conduct them in an acceptable time. 

The last two problems can be solved using high-
performance computing. 

3 High-performance computing in 
studying energy system resilience 

Using high-performance computing in the study of the 
functioning and development of energy systems is 
considered in [16, 17]. 

The search for critical elements is used to assess an 
ability of power systems to withstand various 
combinations of element failures based on the system 
state assessment. High-performance computing allows 
evaluating the failures consequences not only of 
particular elements, but also of their various 
combinations in acceptable time [18]. 

Major disturbances in the power systems usually start 
with a primary disturbance (short circuit in transmission 
lines due to uncut trees, incorrect operation of protection 
devices, bad weather), followed by a chain of cascading 
events. Chains of events that lead to large disturbances 
are usually long and complicated, so the work on their 
detection because of their complexity can take months. 
Here, high-performance computing also makes it 
possible to speed up the consideration of a significant 
number of combinations of possible events and 
perturbation scenarios [19]. 

If the number of components combinations under 
consideration is large for the use of combinatorial 
methods, then simulation modelling is used [8], 
including Monte Carlo methods focused on high-
performance computing [20]. 

Graph theory is widely used in the vulnerability 
analysis [8]. There are many software libraries for 
working on large graphs [21]. Some of them are 
implemented on the basis of parallel and distributed 
computations [22]. 

The study and analysis of the energy system 
adaptation and recovery capabilities is usually 
implemented on the basis of mathematical optimization 
packages [23], which have built-in tools for organizing 
high-performance computing. 
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In studying energy system resilience, parallel 
computations are mainly used for calculating large 
optimization tasks, such as an energy distribution over 
real energy system networks [16, 21] or resource 
allocation when planning an energy system recovery. 
Distributed computing is used in vulnerability analysis, 
where problems are mostly combinatorial in nature, and 
their solution is quite easily scaled. 

4 Package for analyzing the energy 
system vulnerability 

We developed applied software for analyzing the energy 
system vulnerability using special tools for creating 
subject-oriented heterogeneous distributed computing 
environments. Applying these tools, we implemented the 
means for analyzing the energy system vulnerability as a 
distributed applied software package. 

4.1 Environment 

Subject-oriented heterogeneous distributed computing 
environments can integrate cloud and grid platforms, 
including resources from public access supercomputing 
centers. The main components of environments are PC-
clusters or HPC-clusters. In addition, each environment 
can include various computational servers, PCs and data 
storage systems. 

Dedicated cluster nodes are used within cloud and 
grid platforms. At the same time, non-dedicated cluster 
nodes are used as shared computational resources. When 
users of environments solving problems, they are given 
the capabilities to use both the dedicated and non-
dedicated nodes. 

The aforementioned tools support specialized 
technology for automating the process of solving large-
scale scientific problems. This technology supports the 
following main operations: 
• Extracting subject information from weakly structured 
sources and converting them into target data structures of 
packages [24], 
• Development, modification, and joint applying of 
applied software for solving different classes 
of problems, 
• Continuous integration, delivery, and deployment of 
applied software in both the dedicated and non-dedicated 
nodes [25], 
• Automation of the construction and execution of 
problem-solving plans, 
• Visualization of the obtained computation results on 
electronic maps, 
• Multi-agent dispatching of computations in a 
heterogeneous environment [26]. 

We create subject-oriented environments using the 
Orlando Tools framework [27]. The Orlando Tools 
framework implements an advanced modular approach 
to the development and use of a specialized class of 
scalable scientific applications (distributed applied 
software packages [28]). 

During environment creation and package 
development, Orlando Tools provides users with ample 

capabilities for describing the subject domain model, 
including both the text and graphical languages for its 
specification and problem formulations on this model.  

Problem formulations can be implemented in 
procedural and non-procedural forms. In the latter case, 
the synthesis of a problem-solving plan (abstract 
program) is automatically performed.  

A problem-solving plan is a kind of abstract 
workflow [29]. Resources allocation is carried out at the 
stage of dispatching computations. A plan generated 
from a procedural problem formulation can include 
control constructs for branching, looping, and recursion. 

Users form computational jobs to execute problem-
solving plans in the environment. 

A self-organizing hierarchical multi-agent system 
with several levels of agents' operation implement 
dispatching of jobs in the environment [30]. Agents 
represent resources in the environment, implement of 
resource monitoring, recognize job properties, and 
distribute jobs across resources. 

Within the multi-agent system, agents can play 
various roles and perform different functions 
corresponding to particular roles. Roles can be 
permanent or temporary. Temporary roles arise at 
discrete moments in time in the process of local 
interactions of agents. 

Agents are autonomous entities. However, they can 
unite into virtual communities of agents.  

Within the framework of virtual communities, agents 
cooperate in execution a common job. At the same time, 
they compete to distribute the computational load for 
their resources. 

A distribution of the computational load is carried 
out by means of a specialized tender of computational 
works. This tender is based on the Vickrey combinatorial 
auction [31]. The computational load is calculated using 
special models for predicting the runtime of problem-
solving plans [32]. 

A subject-oriented environment for analyzing the 
energy system vulnerability provides a set of services for 
preparing subject-oriented data, implementing 
computations, generating electronic maps, and 
visualizing the computation results on the 
generated maps. 

4.2 Package 

We developed the package for analyzing the energy 
system vulnerability. Its subject domain model includes 
22 parameters (p1-p22) and 7 modules (m1-m7). The 
modules represent applied software of the package.  

The modules was developed based on the new 
technology of the Orlando Tools framework for 
continuous integration, delivery, and deployment of 
applied software. Testing of modules in environment 
nodes within the framework of this technology ensured 
high reliability of computations. This provided a 
significant reduction in the time of the experiments. 

On this model, we constructed three problem-solving 
plans (workflows). 
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Fig. 2. Plan 1. 

 
Plan 1 creates critical element sets of a specific size, 

simulates the simultaneous element failures for all sets, 
and evaluates the consequences of these failures (Fig. 2). 

In Plan 1, the modules m1-m3 modules can be 
executed in parallel. The module m4 is designed to 
perform parameter sweep computations. Instances of this 
module are executed with different sets of inputs. 

In dispatching jobs, the Orlando Tools framework 
provides a proportion distribution of the computational 
load caused by the processing instances of the module 
m4 between the agents representing the resources of the 
environment. Thus, in comparison with well-known 
workflow management systems, Orlando Tools does not 
consider each instance separately.  
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Fig. 3. Plan 2. 
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Fig. 4. Plan 3. 

 
This significantly reduces the combinatorial 

complexity of the tender of computational works. 
Plan 2 implements carrying out Plan 1 in a loop with 

element sets of differing sizes (Fig. 3). 
Plan 3 forms electronic maps for the selected sets of 

failed elements and publishes these maps using geo-
information services (Fig. 4). 

A detailed description of all parameters and modules 
of the package is given in [27]. 

5 Search for critical elements 

The search for critical elements procedure is 
implemented as follows. First, based on the idea of 
vulnerability analysis from various points of view [8], 
several indicators are selected to assess the performance 
of the energy system under study. Next, the disturbances 
affecting the system components are modelled, and the 
system performance drop is measured by indicators. The 
components are sorted on the base of the measurements 
made, and multi-criteria analysis can be applied here. 

In the package for analysing energy system 
vulnerability, the problem of generating disturbance 
scenarios is solved by constructing failure sets [9]. Each 
of them is a combination of the energy system network 
elements where a failure might occur. For practical 
reasons, the size of a failure set should not exceed 3 or 4, 
since the number of possible failure sets increases 
rapidly. 

One of the advantages of the approach [9] is the 
identification of hidden elements. The single failure of a 
hidden element produces negligible impact on a system, 
but a combination with other elements might have 
synergistic effect and can cause significant damage to a 
system. 
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In addition to the deterministic approach [9], the 
package implements a stochastic approach to 
determining critical elements [33]. 

During 2018-2019 the package was used to identify 
critical elements of the Unified Natural Gas Supply 
System of Russia. Its network contains 382 nodes, 
including 22 underground natural gas storages, 28 
sources (in the system model they are represented by 
head compressor stations), 64 consumers, and 268 key 
compressor stations, as well as 628 arcs representing 
main natural gas pipelines, their corridors and branches 
to the distribution networks. 

The results of the calculation conducted with the 
package have shown that potential gas shortage for 
consumers exists if any of the 441 components of the 
Unified Natural Gas Supply System of Russia (242 
nodes and 199 arcs) is failed. The threshold for critical 
elements was a potential gas shortage of 5% of the total 
demand. 61 components have exceeded limit. These 
components were formed the list of the natural gas 
industry's critical elements at the federal level. Among 
these components there are 25 arcs between key 
compressor stations and 36 nodes, including 30 key 
compressor stations, 5 head compressor stations, and 1 
underground storage. 

Then, 207690 failure sets of size 2 were calculated 
by means of the package. These failure sets did not 
include critical elements found earlier. Experts have 
identified 2865 pairs of components, the failure of each 
can lead to a shortage of 5% of the total demand and 
higher. After modelling certain resilience improvement 
measures on the package, the number of the pairs has 
been reduced to 2516. As a result of ranking the pairs 20 
pairs were selected, the failure of which can lead to a 
shortage of 10% of the total demand and more. 

6 Conclusions 

The package for analyzing the energy system 
vulnerability has been developed with the new 
technology for continuous integration, delivery, and 
deployment of applied software. It implements a 
framework that allows combining and optimally using 
various methods for modelling energy systems for a 
comprehensive assessment of their vulnerability with 
regard to various uncertainties. 

The package aims to overcome the following 
challenges in the field of energy system resilience 
research: 
• Processing and analysis of large data sets that arise due 
to the combinatorial nature of most problems of energy 
system resilience studies; 
• Need to manage multiple computational experiments 
and conduct them in an acceptable time. 

The investigations made with the package shown that 
the principles to identify and rank critical elements of the 
Unified Natural Gas Supply System of Russia seem to be 
logical for the subsequent construction of the invariant 
set of the resilience improvement measures for the 
appropriate energy systems. 

 

The work was carried out within the scientific project 
no. III.17.5.1 (reg. no. AAAA17-117030310451-0) of the 
fundamental research program of SB RAS. Tools for 
automating continuous integration of applied and system 
software in environment nodes were developed with the 
support of the Russian Foundation of Basic Research, project 
no. 19-07-00097-a. 
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Abstract. The relevance of this study is due to the importance of assessing the prospective dynamics and 
structure of demand for energy carriers when developing and making strategic decisions in the field of 
energy and economic security of the country and its regions. The advance of digital technology redefines 
the properties of electric power supply systems, erases the boundary between electric power producers and 
consumers, and impacts the formation of electricity price and demand in the region. This study presents a 
method of electricity costing in the regional power system, which serves as an integral part of the approach 
to assessing the impact of intelligent systems development on the demand for electricity in the region. The 
approach is unique in that it simulates the behavior of electricity consumers and producers of various types 
as they pursue their own interests and assesses the impact of this behavior on the demand and price of 
electricity in the regional power system. Determining the cost of electricity in the system is based on the 
consistent alignment of the required amount of electricity consumption with the capabilities of producers 
seeking to achieve their best economic performance. Each producer is described as an optimization model, 
which is a standalone agent in a multi-agent power system model. 

Keywords. Digital technology, smart grids, active consumer, optimization, agent-based approach, power 
demand, price. 

 

1 Introduction  

Studying and projecting the prospective dynamics of 
volumes and changes in the structure with respect to 
demand for fuel and energy resources (FER) is one of 
the most important tasks when developing and making 
strategic-level decisions in the area of energy and 
economic security of the country and its regions and the 
policy aimed at improving the quality of life. 
Furthermore, one should have an overall idea of the 
dynamics and structure of the demand for energy carriers 
when developing directions for efficient development of 
the energy sector of the country and its regions, ensuring 
reliability of energy supply to the individual 
geographical areas, and developing long-term programs 
of activities of energy companies, etc.  

Difficulties in studying and projecting energy 
demand are due to the multiplicity and interplay of 
factors determining the levels and structure of demand 
for FER, along with their high variability and change 
over time. Attempts to overcome these difficulties have 
led to the development of quite a large number of 
approaches, methods and models for projecting estimates 
of demand for fuel and energy both in our country and 
abroad. These are heuristic methods (expert judgment, 
brainstorming, the Delphi method, etc.) based on the 
knowledge and experience of professionals active in this 

field (see, e.g., [1, 2]), extrapolation methods, methods 
based on long-term trends and patterns in changes in 
energy consumption and basic macroeconomic 
indicators of development of different countries (see, 
e.g., [3-6]), and building of a variety of models 
(simulation, optimization, and input-output models) (see, 
for example, [7-10]). Such models are used both for 
solving standalone problems of projecting demand for 
fuel and energy resources and for serving as a part of 
model systems employed to determine directions of 
energy industry development [11-14]. 

Despite the availability of a significant number of the 
methods developed, they fail to account for, or do not 
take into account to the extent feasible, the changing 
conditions governing the shaping of prospective demand 
for energy carriers, in particular, the drastic development 
and widespread adoption of digital technologies.  The 
emergence of active consumers capable of managing 
their own energy consumption as well as electricity 
storage and production increases the importance of 
projection studies that deal with demand dynamics at the 
regional level when determining the total demand at the 
country level and requires further development of 
methods of studying and projecting the prospective 
demand for FER. 
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2 Digital technologies in energy 
production and consumption 

Digital technologies contribute to the emergence of new 
properties of energy supply systems. The key ones are: 
1) smart demand management; 2) emergence of small 
distributed electricity resources, including those based 
on renewable energy sources; 3) adoption of smart 
charging for electric vehicles.  

2.1. Demand response 

This is an arrangement that allows electricity consumers 
to respond to the system parameters to ensure reliable 
power supply at minimal cost. Digital metering, control, 
and communication technologies enable the consumer to 
continuously monitor the use of energy by their 
appliances and equipment, transfer this data to the 
electricity supplier and receive information from them to 
optimize their own demand in accordance with the 
supply available in the power system. During the hours 
when the power supply is limited or the grid is 
overloaded, connected devices such as smart electric 
heaters and air conditioners, industrial boilers, and smart 
home appliances can automatically shut down or operate 
at a lower load level, and do so without compromising 
the convenience for the consumer [15-18]. 

2.2 Distributed generation  

The development of small-scale distributed generation 
helps to reduce power transmission and distribution 
losses, to respond more flexibly to changes in demand, 
and in many cases to improve the security of supply. 
Distributed (small-scale) energy sources include a set of 
technologies represented by small-scale or even micro-
scale installations that allow generating energy near the 
place of its consumption, such as home solar 
photovoltaic systems [19-22]. Digital technologies 
enable consumers to have their own production and/or 
storage technology and to sell and/or buy electricity from 
both individual sellers and the power system. 

2.3 Smart charging  

Smart charging for electric vehicles allows connected 
electric vehicles to be charged according to price and/or 
control signals in the power system. For example, they 
consume power when there is cheap electricity 
production available, or they stand by when the grid is 
overloaded. If two-way battery charging is possible, in 
addition to smart charging, electric vehicles can provide 
greater system flexibility by selling electricity to a grid 
operator or making use of it to meet the needs at their 
own home (Vehicle-to-grid). This two-way energy 
exchange provides a number of economic, 
environmental and operational advantages [23-26]. 

2.4 Blockchain 

Given a growing number of heterogeneous devices, 
owners, and operators in smart power systems, the 
distributed ledger technology (blockchain) can prove 
instrumental in solving the problem of their coordination 
as well as trade automation. A blockchain is a 
continuous chain of data blocks built in accordance with 
predefined rules so that each subsequent block is linked 
to the previous one through the set of records it contains 
and each block stores all the information in the chain 
starting from the very first block. All blocks of the 
network are in strict chronological order and are linked 
to each other by a cryptographic signature created using 
complex mathematical algorithms.  The block is stored 
as a "chain" on distributed computers. Any blockchain 
member can read it or add new data [27-31]. 

The use of digital technologies in the energy industry 
contributes to the development of intelligent systems and 
networks, digitalization of systems of control, metering, 
and management of energy supply and transforms the 
network infrastructure into a new cyber-physical 
platform for flexible and efficient energy supply to 
various types of consumers. Taking account of the above 
features in the methods of projecting energy demand will 
enable us to improve the quality of projections and 
enhance the validity of prospective options for the 
energy sector development and strategic decisions in the 
field of energy and economic security of the country and 
its regions. 

3 Proposed approach to estimate the 
cost of electricity in the region with the 
diffusion of digital technologies 
factored in 

This study continues the line of research and further 
develops the methodological approach to the assessment 
of the impact of intelligent systems development on the 
energy demand in the region, the key points of which 
were covered in [32, 33].  
A distinctive feature of the approach is that it simulates 
the behavior of electricity consumers and producers as 
they pursue their own interests and assesses the impact 
of this behavior on the demand and price of electricity in 
the regional power system. 

The key assumptions underpinning the approach are 
as follows: 1) the regional power system is made up of a 
centralized power grid with a number of consumers 
connected to it; 2) the centralized power grid consists of 
a set of major electricity producers (coal-fired, gas-fired, 
and nuclear power plants, etc.) with their technical and 
economic performance indicators (fuel consumption, 
cost price, etc.);   3) the composition of the power 
production (the share of individual power plants in the 
total volume) determines its price level in the grid.     
Three types of consumers are considered: (1) the stable 
(passive) consumer who cannot adjust their power 
consumption due to technological or other constraints,  
(2) the active consumer who is able to adjust (reduce) 
their power consumption,  (3) the prosumer, who, in 
addition to being able to manage their demand, possesses 
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their own sources of electricity production and storage as 
well as the ability to supply it to the centralized grid.   

The algorithm of assessing the influence of 
consumers' behavior on demand in the regional energy 
system is described in detail in [33] and it allows 
iteratively estimating the maximum possible reduction of 
demand for energy in the power system due to changes 
in the volumes of energy use by active consumers and 
prosumers in response to changes in its cost.  

Below is described the method of electricity cost 
formation in the regional system as based on simulation 
of behavior of the individual producer. The method is 
based on optimizing the key economic performance 
indicators of an individual power plant. Depending on 
the actual situation in the system, the following can serve 
as optimization criteria: maximum profit, minimum cost 
price, maximum production volume, etc. 

Determining the cost of electricity in the system is 
about the consistent alignment of the required amount of 
electricity consumption with the capabilities of 
producers kWh, as (1):   

         (1) 

where Ni – installed capacity of power plant i, kW; hi – 
the number of hours of utilizing installed capacity of 
power plant i, hours; Vj - demand for electricity by 
consumer j, kWh. 

Each production facility (power plant) is described as 
an optimization model, the input data for which are as 
follows: 

• installed capacity of the plant; 
• specific capital expenditures; 
• the number of hours of the utilization of the 

installed capacity; 
• depreciation rate; 
• consumption by auxiliaries of the power plant; 
• specific fuel consumption for electricity production;  
• fuel cost; 
• the ratio of the number of plant personnel per unit 

of installed capacity; 
• the average salary of the personnel. 
Each plant can operate in different modes and, 

accordingly, with different electricity production cost 
values. Unit cost of electricity production at the 
condenser-type thermal power plant (CPS), is determined 
as (2) [34]: 

 
C = Z / E (1 - αaux),   rub./kWh                   (2)    

   
where E – electricity production, kWh, αaux – the 
coefficient of electricity consumption by auxiliaries, %, Z 
– total electricity production cost, is determined as (3): 

 
Z = Pf (b /Ql

w) Nyhy + (1+km) [(nd+βr) K +naNyF], rub   
(3) 

 
where Pf  – the price of 1 ton of the natural fuel, rub/t; b –  
specific consumption of the fuel for electricity 
production, g of fuel in coal equivalent/kWh; Ql

w – 

combustion value of the natural fuel, kcal/kg; Ny – 
installed plant capacity, kW; hy – the number of hours of 
use of the installed capacity, h; km – the coefficient of 
expenses for miscellaneous needs, usually taken to be 
0,2÷0,3 (the greater value is applicable to the CPS of 
small capacity); К – capital expenditures of the CPS, rub., 
nd - weighted average depreciation deductions (in the 
case of the CPS given the straight line depreciation 
method adopted for allocating depreciation is taken to be 
0.035); βr – the coefficient that captures the share of costs 
for repairs as a share of capital expenditures, taken to be 
0.04-0.05; F – the average annual gross payroll per 
employee (with deductions factored in), rub./person; na – 
specific headcount, person/kW. 

The profit of the power plant q, is determined as (4): 
 

q = ET – Z, rub                                     (4) 
 

where Т – the weighted average price of electricity in the 
power grid. 

A two-level optimization scheme is provided, i.e. the 
operation of each power plant and the system as a whole 
is optimized. Individual power plants can optimize their 
operation with respect to the criteria they require, while 
the system is optimized with respect to minimum 
weighted average cost per 1 kWh. 

The maximum cost of electricity in the grid is 
determined first. For this purpose, all plants optimize 
their operation with respect to maximum profit. The 
weighted average cost of electric power is calculated, 
which is the initial cost for estimating the influence of 
consumers' behavior on demand (see [33] for more 
details). If this cost of electricity does not suit active 
consumers and prosumers, they reduce their electricity 
consumption and the next stage of calculations is 
performed given the new demand value. In order to 
maintain stable operation, plants may reduce profits or 
reduce costs to maintain profits, some plants may fail to 
be profitable under certain conditions. Algorithm for 
formation of electricity price in regional power system is 
shown on fig.1, and algorithm to study the impact of 
consumer behavior on electricity demand on fig.2. 

An agent-based approach is employed in the system 
to model forward and backward links of facilities. The 
model of each power plant is a separate agent that solves 
its individual problems under the conditions of the power 
system. The agent-based approach allows to provide any 
level of detail and abstraction [35, 36]. 

4 Conclusion 

The drastically decreased adoption costs and the 
diffusion of digital technologies through energy 
production (primarily driven by renewable energy 
sources), the emergence of intelligent systems in the 
management of energy facilities, the changing role and 
place of consumers in power systems all fundamentally 
alter the organizational and technological structure of the 
energy industry along with the relationships between 
producers and consumers of electricity and exert an 
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impact on demand and prices on regional energy 
markets. 

 

Fig. 1. Algorithm for formation of electricity price in regional 
power system 

 
Taking account of the above new factors and 

interrelationships in the methods of projecting energy 
demand will enable us to improve the quality of 
projections and enhance the validity of prospective 
options for the energy sector development and strategic 
decisions in the field of energy and economic security of 
the country and its regions. 

The research was carried out under State Assignment 17.5.2 
(reg. number AAAA-A17-117030310452-7) of the 
Fundamental Research of Siberian Branch of the Russian 
Academy of Sciences, some of the research findings were 
obtained being partially funded by RFBR project number 20-
010-00 
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Abstract. Projections of the demand for fuel and energy resources are an essential and fundamental 
part of the research that underpins the process of developing and making strategic-level decisions as 
applied to the national and regional energy and economic security. Identification, analysis, and 
study of the impact of factors and interrelationships in the energy and economy on the volume and 
structure of the demand for energy carriers is an integral part of the methodology for long-term 
projections of energy consumption. The use of the digital technology related to monitoring, 
acquisition, processing of large amounts of data across all sectors of the economy and everyday life 
of the population as of now already consumes more than 5% of electricity in the world and its 
further growth is expected. The study analyzes the possibilities of application of individual digital 
technologies in various sectors of the economy. Some estimates of their impact on demand for 
different types of fuel and energy resources are given. We note a great deal of uncertainty in the 
existing estimates of future energy consumption due to the government policy in this area, changes 
in the lifestyle patterns of the population, and the speed of development and adoption of technology 
innovations. 
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1 Introduction 

The development of the global economy is accompanied 
by a growing demand for primary energy. It is estimated 
[1] that global primary energy consumption in the period 
between 2015 and 2040 may increase by 17-27% while 
that of electricity - by 60-70%, despite energy saving and 
slowdown in growth rates. 

Assessment of the prospective demand for different 
types of energy carriers is an important component of the 
development of programs and strategies of energy and 
economic development of the country and its regions, as 
well as policies to improve public welfare. Long-term 
projections of the demand for energy carriers is a 
multistage and multilevel process of studying the impact 
of factors and interrelationships under the changing 
conditions of energy and economic development on the 
volumes and structure of fuel and energy resources 
dynamics. One of the new factors of scientific and 
engineering progress that radically redefines the 
interrelation between energy consumers and energy 
producers is the introduction of the digital technology in 
the economy and energy industry [2-4]. At the SEI SB 
RAS, a methodological approach to long-term 
projections of demand for fuel and energy was 
developed [5] and is continuously updated [6,7]. Its 
further improvement is in the direction of factoring in 
the peculiarities of the development of intelligent electric 
power systems, in particular, the emergence of active 
consumers and studies of their impact on the levels of 
demand for electricity [8, 9]. However, the spread of 
digital technologies also affects other sectors of the 

economy, providing them with new opportunities for 
development and control. For this reason, the analysis of 
the prospects for the application of the digital technology 
in certain sectors of the economy and its impact on the 
level of demand for energy carriers becomes essential 
and relevant.  

In recent decades, the world is experiencing global 
processes of digitalization of the economy, new 
infrastructure is being formed, new services are 
emerging to meet the growing needs of the population. 
The most important place in this process is occupied by 
digital technologies such as robotization, Internet of 
things, Big Data, artificial intelligence, blockchain, etc. 

The rapid growth in the application of information 
and communication technologies in the economy was 
made possible by technological progress and the rapid 
cheapening of three components: data, analytics, and 
communication. The reduction in the cost of sensors (by 
more than 95% since 2008) [10] led to their widespread 
adoption, explosive growth in the volume of available 
data, and the dissemination of digital information.  
Reducing the cost of computing power, the development 
of cloud technologies and Big Data, progress in deep 
analysis, including machine learning and artificial 
intelligence, opens up new opportunities for monitoring, 
analysis, and study of processes to obtain useful 
information, forming new knowledge and ideas. 
Reduced cost of data transfer through digital 
communication networks while increasing its speed, the 
development of technical capabilities to install data 
transmission and processing modules on transducers, 
sensors, and small devices, as well as the analysis of the 
received information create preconditions for mobile 
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control of industrial, transportation, and domestic 
processes. 

 Nowadays, digital technologies are used in the 
industrial sector (to control processes and increase labor 
productivity and safety); in the transportation sector (to 
control traffic lights, collect passenger fare, identify the 
position on the road); and in residential and public 
buildings (to meter the use of energy resources and 
automatically control the operation of utilities and 
electrical appliances). The emergence and spread of 
technologies such as Internet of Things (IoT) and 
Internet of Services (IoS), smart home and smart city 
systems are transforming the requirements for running 
businesses, providing services, and housekeeping and are 
capable of drastically changing the model of the 
economy and prevailing lifestyle patterns.  

2 Prospects for the use of the digital 
technology across key sectors of the 
economy and its impact on energy 
demand  

2.1 Industrial sector 

It is projected [11] that the share of the industrial sector 
in global energy consumption will decline from 40% in 
2018 to 35% in 2050. This decrease will be greatly 
facilitated by the spread of digital technologies at all 
stages of production, from direct process monitoring and 
control to business planning and document flow.  

Creating a "digital twin" of real industrial enterprises 
allows accurately modeling the impact of innovation on 
changes in the existing production process, speeding up 
new product introduction to the market, saving time and 
resources during the design, development and 
optimization of new production processes.  

The use of cloud platforms for the exchange of 
information of a particular industrial facility with its 
related enterprises, suppliers, and consumers allows 
utilizing assets as efficiently as possible and minimizing 

energy consumption for the transportation of materials 
and finished products [12]. 

The use of industrial robots and additive technologies 
(3D printing) can lead to significant energy savings and 
reduced resource consumption. Industrial robots improve 
the precision of manufacturing operations, reducing 
downtime and overheads. 3D printing enables both 
plastic and metal parts to be produced directly from 
digital files, which is instrumental in reducing lead times 
and scrap. 

The potential for energy saving through the use of 
digital technologies in production process control varies 
significantly across individual industries depending on 
the type of activity, complexity of the production 
process, control systems, production culture, and the 
degree of integration of the enterprise in value chains 
(Figure 1).  

Improved energy efficiency through the use of 
advanced digital process controls leads to significant 
energy savings. For example, in the USA, small 
industrial enterprises saved energy by more than USD 
330 million over the period from 1987 to 2015 due to 
improved process control (Figure 2). 

 

 
 
Source: [14]  
Fig. 2. Energy savings in digitally enabled optimization of 
process controls in the United States. 

 

Source: [13] 
Fig. 1. Potential energy savings from improvements in process control enabled by digitalization by subsector in Australia, 2010-11. 
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2.2 Transportation sector  

In 2018, energy consumption by all modes of transport 
was about 40% of the final energy consumption in the 
world. The adoption of digital technologies helps to 
increase energy efficiency, reduce maintenance and 
operation costs of transport. Digitalization of all modes 
of transport will allow forming a new model of transport 
activity management, making the movement of 
passengers and cargo much smarter, more efficient, and 
more environmentally friendly [15].  

The most revolutionary transformations can take 
place in road transport. Even now the global positioning 
system (GPS) helps in real-time to choose the right 
direction, speed and facilitates in rationalizing energy 
consumption by cars. The widespread dissemination of 
automation, communication technologies, car sharing 
services, along with further electrification can 
completely change the system of its organization. The 
experts hold [16] that in the long run, these 
transformations are capable of both reducing energy use 
in road transport by about half and increasing it by the 
same amount.  The analysis of the scenarios developed 
by the U.S. Department of Energy for the long term [17], 
according to which the use of fuel and energy in 
automated vehicles can both be reduced by more than 
90% and tripled, also shows considerable uncertainty in 
the estimates. Such a wide spread in prospective energy 
consumption estimates is associated with a high 
dependence on the scale of technology adoption, their 
interaction, the behavior patterns of the population, and 
the priorities of the government policy.  

In railway transport, continuous control of the rolling 
stock operation conditions contributes to the reduction of 
fuel and electricity consumption. Automated driving 
technologies are already applied on high-speed and city 
lines, there are also fully automated trains. Automatic 
control that makes use of technologies of Big data and 
artificial intelligence will improve the operation of more 
trains based on the same infrastructure, optimize speed, 
increase volume, even out the traffic flow, improve 
performance, and reduce energy consumption.  

In maritime transport, improved communication 
between ships and ports provides the opportunity to 
choose the optimal speed of the vessel in accordance 

with the requirements of the time of arrival at the port, 
which provides significant fuel savings. 

In air transport, large data analysis helps optimize 
route planning, aids pilots in make decisions during the 
flight, and reduces fuel consumption. The use of 
unmanned aerial vehicles for civil and commercial 
purposes is still at an early stage of development, but 
with the widespread dissemination of this technology, 
cargo logistics and fuel demand may change 
significantly [18]. 

2.3 Buildings 

It is projected [19] that the share of energy 
consumption by all types of buildings in global energy 
consumption will change from 20% in 2018 to 22% in 
2050. Among other things, the use of active monitoring 
and control systems for energy supply to residential and 
commercial buildings helps contain energy consumption 
growth. The digital technology provide new 
opportunities for improving energy supply, increasing 
comfort and reducing overall energy consumption in 
buildings. Active control systems collect, process, and 
analyze data in real-time and allow controlling power 
consumption from a single interface panel (such as a 
smartphone or tablet). According to the IEA projection 
[16], increasing the operational efficiency of buildings 
using real-time data may reduce the total energy 
consumption by 10% in the period from 2017 to 2040. 
This applies primarily to heating and air conditioning 
processes, where, thanks to the use of sensors and 
intelligent thermostats [20], potential energy savings can 
range from 15% to 50% (depending on the type of the 
building and control system).  

Intelligent lighting [21], which consists of high-
performance LEDs connected to building control 
systems, allows analyzing user preferences, illumination, 
building operation mode and provides a higher quality of 
lighting with significant energy savings. According to 
IEA estimates [16], in the period between 2017 and 
2040, intelligent lighting can save almost 20% of the 
total final energy consumption for lighting, in addition to 
the savings already brought by the widespread use of 
LEDs themselves. Moreover, commercial buildings 
account for most of the additional savings due to 
intelligent lighting (Figure 3). 
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Source: [16] 
Fig. 3. Potential electricity savings from smart lighting in buildings to 2040. 
 

2.4 Transformation of the electric power 
industry 

The use of digital technologies blurs the line between 
traditional energy suppliers and consumers and creates 
opportunities for consumers from all sectors of demand 
to participate directly in the energy system, balancing 
supply and demand in real-time [3]. This is ensured by 
the following: (1) the emergence of the consumer's 
ability to change their energy consumption depending on 
the situation in the energy system (demand response), (2) 
an increase in the share of prosumers who have their 
own sources of energy production or storage and 
contribute to the development of distributed energy 
resources, (3) the introduction of "smart charging" of 
electric vehicles, which switches the demand in off-peak 
periods (saving investment in new electricity 
infrastructure), (4) the use of new tools such as 
blockchain to facilitate the operation of the local system 
of energy trading [4]. 

The application of digital technology in the electric 
power industry is changing the entire business model of 
the industry, so that the concept of the Internet of Energy 
(IoE) has already taken off. Its characteristic features 
are:  
• electricity production becomes distributed, 
• electricity flows become bidirectional, 
• "things" become participants in the new electricity 

market, 
•  energy is mobile and available anywhere, like 

mobile Internet. 

3 Energy consumption by information 
and communication technologies (ICT) 

The downside of the process of wide dissemination 
of digital technologies and the associated reduction of 
energy consumption across the sectors of the economy is 
the growth of energy consumption by ICT devices 
themselves. Even today, information and communication  

technologies, including data processing centers, data 
transfer networks and connected devices, have become 
important consumers of energy. In 2007-2012, the 
average annual growth rate of ICT energy consumption 
in the world was approximately 7%, while the total 
growth rate was only 3% [16]. In 2012, global electricity 
consumption by the ICT sector was estimated at 
approximately 900 million MWh, or 4.6% of total 
electricity consumption [22]. According to estimates 
presented in [23], currently ICT in the world accounts 
for 5-9% of total electricity consumption, and by 2030 it 
may increase to 20%, though without factoring in the 
potential for efficiency improvements. 

3.1 Data processing centers 

Data processing centers (DPC) use energy to power both 
information technology equipment (servers, storage, 
network devices) and auxiliary infrastructure (e.g. 
cooling equipment). Energy consumption of data 
processing centers in the world doubles every 5 years 
and even now, according to different estimates, makes 3-
5% of the total energy consumption in the world (Figure 
4). At present, the issue of energy efficiency and energy 
saving opportunities in data processing centers is very 
urgent [24, 25].  

The main directions of energy saving in data 
processing centers are [27]:  

• optimization of the number of units of equipment: 
this reduces electricity consumption and decreases the 
amount of heat released; 

• application of the free cooling system: this leads to 
reduction of energy costs; 

• increase in acceptable temperature inside the data 
processing center: increase in temperature by one degree 
reduces the level of power consumption by 4-5%; 

• use of virtualization technology: (when a 
significant number of services are transferred to a small 
number of physical machines) this can save 10-40% of 
energy.  
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Source: [26]  
Fig. 4. Dynamics of annual electricity consumption by data 
processing centers in the world. 

 
Moreover, models are developed (see, for example, 

[28-30]) that describe the power consumption processes 
in cloud data centers by looking at static and dynamic 
parts of cloud components and showing how up to 20% 
of power consumption can be saved by following 
appropriate optimization directions. 

3.2 Data transmission networks 

Data transmission networks: they transfer information 
via fixed and mobile networks between two or more 
connected devices. In 2015, according to some estimates, 
they consumed 185 TWh (1% of total demand) of 
electricity. There is great uncertainty about the power 
consumption by data transmission networks. It is 
estimated that by 2021 electricity consumption in data 
transmission networks may increase by 70% or decrease 
by 15% depending on future trends in the efficiency 
improvement policy [16]. 

3.3 Connected devices 

Connected devices and intelligent controls, including 
simple occupancy sensors and photo sensors, consume 
power to maintain communication even in standby mode 
[31] (Figure 5). For intelligent lighting, for example, the 
consumption varies from 0.15 W to 2.71 W per lighting 
fixture. Consequently, some connected lamps may 
consume more energy per year in standby mode than 
when actually used, reducing their net energy efficiency 
by more than half. Active control devices in the world in 
2010 consumed about 2 kWh/sq.m. on average. It is 
expected that their continuous improvement and 
increased use will reduce the power intensity of active 
control devices by half in the next 25 years [16]. 

4 Conclusion 

The digital technology is already used today across all 
sectors of the economy and everyday life of the 
population.  Expansion of their use in the future changes 
the organizational and economic business model of 
production and provision of services and influences the 
demand for different types of energy carriers. ICTs are 

becoming an important energy consumer, whose 
prospective energy demand levels will be determined by 
the growth of data processing volumes and an increase in 
the efficiency of equipment used. 

At present, there is a great deal of uncertainty in the 
estimates of the impact of digital technologies on energy 
demand in various industries and sectors of the 
economy, which is due to their great dependence on the 
priority directions of the government policy, lifestyle 
patterns, scale and speed of dissemination of 
technological progress. Further research in this area is a 
prerequisite for the modernization and development of 
available approaches to assessing the long-term 
dynamics of the demand for energy carriers. 
 
The research was carried out under State Assignment 17.5.2 
(reg. number AAAA-A17-117030310452-7) of the 
Fundamental Research of Siberian Branch of the Russian 
Academy of Sciences, some of the research findings were 
obtained being partially funded by RFBR project number 20-
010-00204 and project number 18-010-00176. 
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systems  
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Abstract. Analysis of domestic and foreign software systems for assessing the resource adequacy showed a 
variety of models and methods used in them. Many software systems use both linear and nonlinear models, 
these models are optimized according to various criteria to simulate the operation of the system. As tools for 
solving, software usually use commercial high-level modelling systems for mathematical optimization. 
However, in addition to the existing ready-made commercial solutions, the authors consider the effectiveness 
of optimization methods, as well as their parallelized versions, which can be independently implemented and 
applied as a solver for a specific problem. As a result, it was confirmed that these methods can be used to 
solve the problem, but they are less effective relative to a commercial solver. From the point of view of 
accuracy and resources spent on calculations, the most effective of the independently implemented methods 
turned out to be the parallelized method of differential evolution, which was confirmed by numerical 
experiments on small systems. 

1 Introduction 

The need to ensure a high level of reliability of electric 
power systems (EES) has always been relevant, however, 
modern consumers of electricity impose even higher 
requirements for ensuring the reliability of power supply. 
This is also associated with a high level of economic costs 
in the event of an interruption in the production and 
supply of electricity to consumers, and directly depends 
on the equipment and its failures. In view of constant 
changes towards the enlargement and complication of 
EPS, early planning, timely correction of changes and 
redundancy of its elements is one of the main directions 
of ensuring reliability. Thus, to minimize the number of 
cases of limiting the supply of electricity to consumers, it 
is necessary to implement in advance a set of technical 
and organizational measures aimed at increasing the 
reliability of the EPS. However, due to the fact that such 
activities are costly, an objective justification for their 
implementation requires a qualified assessment. For this, 
an assessment of the resource adequacy of prospective 
EPS schemes is carried out. The result of the assessment 
is reliability indicators that have an economic 
interpretation.  

One of the stages of assessing the resource adequacy 
when applying the Monte Carlo method [1] is to 
determine the power deficits of the possible states of the 
EPS. The basis for calculating power deficits is the 
simulation of EPS, which includes a mathematical model 
of the EPS, as well as optimization methods that allow 
obtaining the value of the power deficit for each of the 
considered states of the system. The quality of the results, 

including the speed and accuracy of the calculation, the 
ability to solve problems with a growing number of 
optimized parameters, depends on the optimization 
method used and the correctness of the mathematical 
model. The statement of the problem of minimizing the 
power deficit can be presented both in linear and 
nonlinear form [2]. The most adequate formulation is in a 
non-linear form, where the losses in power lines have a 
quadratic dependence on the transmitted power [3]. 

In the well-known domestic and foreign practice, 
various optimization methods are used to search for power 
shortages, for example, in the YANTAR software and 
computing complex [4-5], the method of internal points is 
used in conjunction with a linear and nonlinear model, in 
the ORION-M "[6] a dual simplex method and a linear 
model are used. In the software " Reliability "a high-level 
modeling system for mathematical optimization" GAMS 
"(CONOPT nonlinear optimization solver) is used, as 
well as various gradient and heuristic methods are 
investigated, linear and nonlinear models are considered 
[7 -8]. In turn, foreign software use both ready-made 
commercial solvers and their own implementations. For 
example, the GRARE complex uses the implemented 
methods of linear and quadratic programming to solve a 
linear problem [9], ROM uses the GAMS system and 
considers only nonlinear models [10], the ANTARES 
complex uses independently implemented linear models 
and optimization methods [11], in several in the PLEXOS 
complexes - UCo2, CCo1, EU 2030 [12], linear and 
nonlinear models are implemented, the Gurobi, CPLEX, 
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XPRESS solvers are used, all of the above complexes are 
commercially available, closed projects. 

Based on the proposed for consideration software 
computing complexes for assessing the resource 
adequacy, it can be concluded that the developers of the 
complexes use both independently implemented 
optimization methods and off-the-shelf products in the 
form of linear and nonlinear optimization problem 
solvers. The presented work analyzes the effectiveness of 
various independently developed optimization methods 
and their versions with embedded parallel technologies, 
as well as available commercial solutions. 

2 Brief description of the analysed 
optimization methods 

2.1 Interior point method 

Interior point (IP) methods (also called barrier 
methods) are a specific class of algorithms for solving 
linear and nonlinear convex optimization problems [13]. 
The key idea of the interior point algorithms is to 
eliminate constraints - inequalities from the problem - by 
introducing a quadratic or logarithmic penalty in the 
objective function for approaching the boundaries of the 
admissible region. According to the methods, the starting 
point for the search can only be selected within the valid 
area. The choice of the starting point of the search is 
carried out depending on the formulation of the problem. 
In the absence of constraints or converting them to penalty 
functions with an outer point, the starting point is chosen 
arbitrarily. When constrained or converted to penalty 
functions with an interior point, the starting point is 
selected within the valid range. In this case, the set of 
points is divided into acceptable and unacceptable, 
depending on the restrictions. In turn, the set of admissible 
points, depending on the constraints, is also divided into 
boundary and internal. A function 𝐹𝐹 ∶  𝐼𝐼𝐼𝐼𝐼𝐼Κ → ℝ  is 
called a barrier function for a set Κ if 𝐹𝐹(𝑥𝑥) → +∞ with 
𝑥𝑥 → 𝜕𝜕Κ, where 𝐼𝐼𝐼𝐼𝐼𝐼Κ is the interior space of Κ and 𝜕𝜕Κ is 
the boundary of Κ. Instead of the original problem, it is 
proposed to solve the problem: 

min
𝑥𝑥
𝜑𝜑(𝑥𝑥, 𝐼𝐼) = 𝐼𝐼𝑡𝑡(𝑥𝑥) + 𝐹𝐹(𝑥𝑥). (2.1) 

𝐹𝐹 and 𝜑𝜑 are given only in 𝐼𝐼𝐼𝐼𝐼𝐼Κ, the barrier property 
guarantees that 𝜑𝜑 by minimum of 𝑥𝑥 is exist, at the same 
time, the larger 𝐼𝐼 provide the greater influence of 𝑡𝑡. Under 
reasonable conditions, it can be achieved that if 𝐼𝐼 would 
tends to infinity, then the minimum of 𝜑𝜑 converges to the 
solution of the original problem. 

If the set is given as a set of inequalities 𝑔𝑔𝑖𝑖(𝑥𝑥) ≤
0, 1 ≤ 𝑖𝑖 ≤ 𝑚𝑚, then the standard choice of the barrier 
function is the logarithmic barrier: 

𝐹𝐹(𝑥𝑥) = −� ln�−𝑔𝑔𝑖𝑖(𝑥𝑥)�
𝑚𝑚

𝑖𝑖=1

. (2.2) 

The minimum points 𝑥𝑥∗(𝐼𝐼) of the function 𝜑𝜑(𝑥𝑥, 𝐼𝐼) for 
different 𝐼𝐼 forms a curve, which is usually called the 
central path, and the interior point method tries to follow 
this path. 

2.2 Conjugate gradient method 

The conjugate gradient method (CG) is an iterative 
numerical method of unconstrained optimization in a 
multidimensional space [14-16]. The main idea of the CG 
method, like other gradient methods, is to descend in the 
direction of decreasing the gradient, but the search for the 
desired step and trajectory is carried out using conjugate 
directions. 

The definition of conjugacy is formulated as follows: 
two vectors x and y are called A-conjugate (or conjugate 
with respect to the matrix A) or A-orthogonal if the scalar 
product of x and Ay is equal to zero, that is: 

𝑥𝑥𝑇𝑇𝐴𝐴𝑦𝑦 = 0. (2.3) 

Conjugacy can be considered a generalization of the 
concept of orthogonality. Indeed, when the matrix A is the 
identity matrix, in accordance with equality (3), the 
vectors x and y are orthogonal. One possible way to 
calculate conjugate directions is to use the iterative 
method to calculate conjugate directions, Fletcher-
Reeves: 

𝑑𝑑(𝑖𝑖+1) = 𝑑𝑑(𝑖𝑖+1) + 𝛽𝛽(𝑖𝑖+1)𝑑𝑑𝑖𝑖 , (2.4) 

𝛽𝛽(𝑖𝑖+1) =
𝑟𝑟𝑇𝑇(𝑖𝑖+1)

𝑟𝑟𝑖𝑖𝑇𝑇
𝑟𝑟(𝑖𝑖+1)

𝑟𝑟(𝑖𝑖)
. (2.5) 

Expression (4) means that the new conjugate direction 
is obtained by adding the antigradient at the turning point 
and the previous direction of motion, multiplied by the 
coefficient calculated by (5). The directions calculated by 
(4) turn out to be conjugate if the function to be minimized 
is given in the form: 

𝑡𝑡(𝑥𝑥) = �
1
2
� 𝑥𝑥𝑇𝑇𝐴𝐴𝑥𝑥 − 𝑏𝑏𝑇𝑇𝑥𝑥 + 𝑐𝑐. (2.6) 

That is, for quadratic functions, the conjugate gradient 
method finds the minimum in n steps (n is the dimension 
of the search space). For general functions, the algorithm 
ceases to be finite and becomes iterative. At the same 
time, Fletcher and Reeves propose to restart the 
algorithmic procedure every n + 1 steps. A restart is 
necessary in order to forget the last direction of the search 
and start the algorithm again in the direction of the fastest 
descent. 

In this paper, in addition to the work of the original 
algorithm, a version with the use of parallelization 
technology is also considered. As mentioned above, for 
the algorithm to work, it is necessary to zero the last 
search direction every n + 1 steps, i.e. restart of the 
procedure. However, this parameter is often selected 
manually and the rate of convergence of the method, as 
well as obtaining the result, can vary greatly depending on 
the chosen restart moment. Thus, not always, a once 
selected iteration number for zeroing makes it possible to 
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find the optimal solution efficiently in terms of resource 
and time use. As an experiment, 5 different times of 
direction zeroing were chosen, and indeed the 
convergence rate of the method varied greatly, including 
if the numbers of zeroing iterations changed during the 
execution of the algorithm. Proceeding from the fact that 
the rate of convergence of the method depends on the 
moment of zeroing the direction, it is proposed to 
investigate the operation of the conjugate gradient method 
with the condition of parallel launching of two or more 
calculations with different times of zeroing, as well as 
synchronized stopping, evaluating the obtained solution 
and choosing the solution as the starting point, with the 
smallest value of the gradient norm. 

2.3 Differential evolution method 
Differential evolution method (DE) - is a 

metaheuristic method of multidimensional mathematical 
optimization, belongs to the class of stochastic 
optimization algorithms and uses some ideas of genetic 
algorithms, but does not require working with variables in 
a binary code [17-19]. The method (DE) uses the 
generation of a certain set of chromosomes or vectors of 
parameters 𝑋𝑋 = {𝑥𝑥1, … , 𝑥𝑥𝑛𝑛}, called a generation, the size 
of which does not change during the execution of all 
operations. At each iteration, these vectors are updated by 
generating a new generation obtained from the previous 
one using a special procedure that combines the 
operations of mutation and crossover. 

During the existence of the method, many of its 
modifications were invented, in particular, they concerned 
the procedure for the formation of new generations. In the 
implementation under consideration, the essence of this 
procedure is as follows: in the previous generation, the 
target vector R1 is determined, as well as 3 different, 
random vectors (R2, R3, R4), then the mutation coefficient 
F is set (a real number in the interval [0,1]), after that the 
vector "mutant" is formed according to the following 
expression: 

𝑀𝑀𝑀𝑀 = 𝑅𝑅2 + 𝐹𝐹(𝑅𝑅3 − 𝑅𝑅4). (2.7) 

Then the target vector and the mutant vector are 
crossed, depending on the probability of mutation. 

This method only requires the ability to calculate the 
values of the objective functions, without taking into 
account the upper and lower constraints on the variables, 
i.e. these restrictions are already use in the method. DE is 
designed to find the global minimum (or maximum) of 
non-differentiable, nonlinear, multimodal (a large number 
of local extrema) functions of many variables. The 
method is simple to implement and use (it contains few 
control parameters that require selection) and in reality is 
an iterative process of creating new, improved generations 
with mutations, where the end is finding the best set of 
chromosomes. Despite this, the differential evolution 
method can be considered one of the most susceptible to 
parallelization. The implementation of this mechanism 
consists in the parallel formation of new descendants, 
since here they are not directly dependent on each other; 
the mechanism can have the character of data 
parallelization. Thus, the process of forming each new 

vector in a generation can be taken out into a separate 
problem and solved independently of the others, at each 
iteration. At the end of the procedure for forming the 
entire population, a process of stream synchronization is 
required to start the next iteration or stop calculations. 

2.4 A set of optimization methods for the 
CONOPT package 

Many foreign and some domestic computational 
systems are based on commercial solvers, it is allowed to 
move away from the direct implementation of 
optimization methods, but such complexes are no less 
interesting than their own developments. This paper 
discusses the use of a high-level modeling system for 
mathematical optimization "GAMS" [20], this complex is 
aimed at solving various mathematical problems, 
including optimization ones. GAMS automatically 
connects the CONOPT4 solver as a nonlinear 
optimization problem solver. This solver has a hided code 
and a complex system for transforming the problem into 
a simplified form, and also divides the solution of the 
problem into several stages where several optimization 
methods interact. 

The first step begins with a “starting point setting” 
procedure, changing individual variables one at a time. 
The procedure is based on Newton's method with some 
heuristic modifications. Next, there is a transition to the 
next stages, where the model is solved by the method of 
sequential linear programming (SLP), after which, the 
descent by the method of conjugate gradients occurs, then 
the solution is started by the method of sequential 
quadratic programming (SQP). 

Successive Linear Programming (SLP), also known as 
Sequential Linear Programming, is an optimization 
technique for approximately solving nonlinear 
optimization problems.  

Starting at some estimate of the optimal solution, the 
method is based on solving a sequence of first-order 
approximations (i.e. linearizations) of the model. The 
linearizations are linear programming problems, which 
can be solved efficiently. As the linearizations need not be 
bounded, trust regions or similar techniques are needed to 
ensure convergence in theory. 

Sequential quadratic programming (SQP) is one of the 
most common and effective general-purpose optimization 
algorithms, the main idea of which is the sequential 
solution of quadratic programming problems that 
approximate a given optimization problem. For 
optimization problems without constraints, the SQP 
algorithm is transformed into Newton's method of finding 
a point at which the gradient of the objective function 
vanishes. To solve the original problem with equality 
constraints, the SQP method is transformed into a special 
implementation of Newtonian methods for solving the 
Lagrange system. 

3 Mathematical formulation of the 
problem of minimizing power deficit 

The problem of minimizing the power deficit is 
formulated as follows: for known values of operable 
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generating capacities, required levels of consumer loads, 
transmission capacities of EPS links and power loss 
coefficients in EPS links, it is necessary to determine the 
optimal flow distribution in the EPS [1], [4-5]. There are 
several types of models for minimizing power shortages; 
in this article, the applied models will be considered. The 
following is a linear formulation of the problem: 

Mathematically, the problem is formulated as follows: 

�(𝑦𝑦�𝑖𝑖 − 𝑦𝑦𝑖𝑖)→ min
𝑦𝑦

𝑛𝑛

𝑖𝑖=1

, (3.1) 

when the balance constraints are respected: 

𝑥𝑥𝑖𝑖 − 𝑦𝑦𝑖𝑖 + ��1 − 𝑎𝑎𝑗𝑗𝑖𝑖𝑧𝑧𝑗𝑗𝑖𝑖�𝑧𝑧𝑗𝑗𝑖𝑖 −
𝑛𝑛

𝑗𝑗=1

�𝑧𝑧𝑖𝑖𝑗𝑗 ≥ 0
𝑛𝑛

𝑗𝑗=1

,

𝑖𝑖 = 1, … ,𝐼𝐼 . 

(3.2) 

As well as constraints on optimized variables: 
0 ≤ 𝑦𝑦𝑖𝑖 ≤ 𝑦𝑦�𝑖𝑖 , 𝑖𝑖 = 1, … ,𝐼𝐼 , (3.3) 

0 ≤ 𝑥𝑥𝑖𝑖 ≤ �̅�𝑥𝑖𝑖 , 𝑖𝑖 = 1, … ,𝐼𝐼 , (3.4) 

0 ≤ 𝑧𝑧𝑖𝑖𝑗𝑗 ≤ 𝑧𝑧�̅�𝑖𝑗𝑗 , 𝑖𝑖 = 1, … ,𝐼𝐼, 𝑗𝑗 = 1, … ,𝐼𝐼, 𝑖𝑖 ≠ 𝑗𝑗 , (3.5) 

𝑧𝑧𝑗𝑗𝑖𝑖 ∗ 𝑧𝑧𝑖𝑖𝑗𝑗 = 0, 𝑖𝑖 = 1, … ,𝐼𝐼, 𝑗𝑗 = 1, … ,𝐼𝐼, (3.6) 
 

where: 𝑥𝑥𝑖𝑖  - power used in zone i (MW),  𝑥𝑥�𝑖𝑖  - available 
power in zone i (MW), 𝑦𝑦𝑖𝑖  - the load served in zone i 
(MW), 𝑦𝑦�𝑖𝑖   - the amount of load in zone i (MW), 𝑧𝑧𝑖𝑖𝑗𝑗  - 
power flow from zone i to zone j (MW), 𝑧𝑧𝑖𝑖𝑗𝑗  - bandwidth 
of the power transmission line between nodes i and j 
(MW), 𝑎𝑎𝑗𝑗𝑖𝑖  - specified positive coefficients of specific 
power losses during its transfer from zone j to zone i, j≠i, 
𝑖𝑖 = 1, … ,𝐼𝐼, 𝑗𝑗 = 1, … ,𝐼𝐼. 

The considered model (3.1-3.6) is a common flow 
distribution model in the field of assessing balance 
reliability, the solution of which is carried out by 
minimizing the power deficit. Model (3.1-3.6) is a 
transport problem. To solve the presented optimization 
problem, in view of its relative simplicity, the simplex 
method and the dual simplex method in their various 
variations are mainly used. 

Based on the linear model (3.1-3.6), which is a flow 
distribution model, it is possible to apply a modification 
of the balance constraint, so in [4-5] there is a reasonable 
conclusion that a model where power losses depend on the 
square of the transmitted power is a more adequate model, 
close in physical sense to a real model. For this, the model 
(3.1-3.6) uses modified balance constraints, where 
constraints of the form (3.2) are replaced by the 
constraints presented below: 

𝑥𝑥𝑖𝑖 − 𝑦𝑦𝑖𝑖 + ��1 − 𝑎𝑎𝑗𝑗𝑖𝑖𝑧𝑧𝑗𝑗𝑖𝑖�𝑧𝑧𝑗𝑗𝑖𝑖 −
𝑛𝑛

𝑗𝑗=1

�𝑧𝑧𝑖𝑖𝑗𝑗 = 0
𝑛𝑛

𝑗𝑗=1

, 

 𝑖𝑖 = 1, … ,𝐼𝐼 . 

(3.7) 

Thus, the set task can be presented in two forms - 
linear and nonlinear programming problems. The type of 
the problem strictly depends on the used balance 

constraints of formulas (3.1), (3.3-3.7). These models are 
actively used in the "Reliability" computer complex, and 
were also previously used in the "YANTAR" software. 

4 Analysis of optimization methods used 
in software systems 

Experimental calculations were carried out for 
systems of various configurations, however, in this work, 
a comparative analysis of optimization methods and the 
GAMS complex used in different software, applied to a 
computational test system with the same initial 
information, is considered, then a test system (TS). 

 
Fig. 1. Schematic diagram of a calculated test system. 

Previously, this test system has already been 
considered for calculating and checking the correctness of 
models and applied optimization methods in the 
YANTAR software [4-5], as well as for their research [5], 
this in turn will add to the comparison methods of internal 
points implemented by the authors of this complex. Also, 
for calculations, manually and automatically, a model was 
implemented, formed from this scheme (Fig. 1) within the 
framework of the GAMS complex. To test independently 
implemented optimization methods of the "Reliability" 
software, this system was created automatically from the 
descriptive part of this scheme. 
Table 1. Characteristics of the reliability zones of the test 
system. 
Reliability 
zones of 

the design 
scheme 

Generating 
power xi 

Load 
power yi 

Difference 
in balance 

MW 

1 2458 2734 -276 
2 1600 1760 -160 
3 383 528 -145 
4 1350 170 1180 
5 409 1647 -1238 
6 921 514 407 
7 0 200 -200 

System 7121 7553 -432 
 
The main characteristics of the reliability zones of the 

test system are shown in Table 1. It is worth noting that 
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some reliability zones have excess generating capacity (4, 
6), and some are in short supply (1,2,3,5,7). 

 
Table 2. Characteristics of interconnections of the test system. 

Interconn
ection 

caracter 

Begin and 
end node 

number by 
interconne

ction 

Capacity of 
interconnection 

in direction 

Coefficie
nt of 

losses on 
interconn

ection forward 
back
ward 

a 1 – 2 360 360 0,000078 
b 2 – 3 150 150 0,000050 
c 2 – 4 200 200 0,000046 
d 2 – 5 800 800 0,000017 
e 4 – 5 1200 1200 0,000009 
f 5 – 6 300 300 0,000008 
g 5 – 7 150 150 0,000009 

 
In total, the system has 7 links, the throughput of each 

link in the directions was the same, in the forward and 
backward directions. Also, each link had an individual 
loss rate. 

For an indicative comparison of the effectiveness of 
certain methods, a computational test system was used 
(Fig. 1), with the characteristics described in Tables 1 and 
2. Information about the system and its characteristics, 
about the work of the method of interior points using 
quadratic approximations (IPQA) and based on 
linearization (IPBL) with different calculation accuracy 
was taken from the source [5]. The calculations obtained 
using the high-level modeling system for mathematical 
optimization "GAMS", namely using the CONOPT solver 
(GAMS_C), as well as the methods of conjugate gradients 
(CG), differential evolution (DE) and their parallelized 
versions (PCG, PDE) were carried out independently the 
authors of the article. Despite the fact that the calculations 
were carried out on the presented scheme with identical 
characteristics, the most relevant are the calculations 
carried out by the authors themselves. A PC with the 
following set of characteristics was used as the testing 
equipment: CPU Intel (R) Core i7-8700K @ 3.70GHz, 
boost 4.50GHz, RAM DDR4 48.0 GB, 15/15/15/36, 2133 
MHz. 
 
Table 3. Characteristics of interconnections of the test system. 

Method Accura 
cy 

Count of iterations Time of 
calculation 

min max avg Sec 
GAMS_C 3e-13 7 8 7.5 0.00256 

CG 3e-13 461 2569 1076 0.12268 
DE 3e-13 515 2100 593 0,11989 

PCG 3e-13 440 1758 874 0,12016 
PDE 3e-13 515 2100 593 0,03591 

IPQA ε1 5e-2 
ε2 5e-2 14 49 19.62 - 

IPQA ε1 1e-2 
ε2 1e-2 16 74 23.20 - 

IPBL ε1 5e-2 
ε2 5e-2 14 83 24.22 - 

IPBL ε1 1e-2 
ε2 1e-2 16 147 40.22 - 

In this case, the only objective and available parameter 
for comparing these methods is the time to solve the 
problem. The obtained calculation results show the high 
efficiency of the methods used in the CONOPT solver. 
The high speed of the solution is achieved by using 
various approaches and technologies, including 
simplifying the resulting model, reducing the number of 
required parameters by expressing them through other 
variables. The speed of work of independently 
implemented methods is inferior to a commercial solver. 
However, due to the fact that the mechanisms used in a 
commercial solver are not available for open study, it is 
difficult to estimate the total amount of work done during 
the period of solving the problem, including taking into 
account the accuracy of the solution. Unfortunately, the 
comparison of these methods by the criterion of the 
number of iterations is incorrect, due to the fact that 
iterations of different methods can have a different 
amount of computation. For example, the SG method in 
one iteration calculates the value of the function, 
additionally calculates the value of the gradient and 
several times the value of the function during one-
dimensional optimization, while the DE method 
calculates in one iteration only the value of the function 
for each element of the population. 

Despite the fact that the calculations by the DE method 
last about the same as the calculations by the SG method, 
the parallelized version of the PDE using 6 streams 
received an almost 6-fold reduction in the calculation 
time. This speaks of the efficiency of using parallelization 
technologies, and in turn allows using more efficient 
systems, with a large number of threads, and performing 
calculations faster. 

5 Conclusions 

The speed and accuracy of solving the problem of 
minimizing the power deficit affect the obtaining of 
adequate values of the EPS reliability indicators and are a 
necessary condition for solving the problem of 
substantiating the value of the power reserve. This paper 
considers various methods and systems used in modern 
complexes for assessing the resource adequacy of EPS, as 
well as the application of parallelization technologies to 
the methods of conjugate gradients and differential 
evolution. As an experiment, the calculation of a test 7-
node system was carried out using the method of internal 
points, methods of conjugate gradients and differential 
evolution, as well as using the CONOPT solver from the 
GAMS package, which is popular in foreign complexes 
for assessing reliability. Experimental studies have shown 
that the CONOPT solver from the GAMS package turned 
out to be the most efficient in terms of the speed of solving 
the problem, however, when using powerful 
multiprocessor systems, the differential evolution method 
in its classical design can be no less effective. Thus, it 
should be noted that the parallelization mechanisms have 
shown their efficiency in this situation can significantly 
reduce computation time and equipment downtime. 
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Abstract. The paper analyzes the causes of disruptions in electricity delivery to critical users in power 
areas that operate distributed generation facilities (DG), hereinafter referred to as DG areas. Statistics is 
shown to be affected by the types of the excitation systems (ES) chosen for the DG generators, as well as by 
the relay protection (RP) settings as configured when designing the facilities. The paper dwells upon the 
specifications of the ES’s used in low-power generators, their effective applications, as well as the 
consequences of disturbances in the power area or in an external grid. It is proven herein that RP settings as 
configured by generator manufacturers are often suboptimal, which jeopardizes their further operation, 
prevents the operator from aligning these settings to those of the grid RPs, and results in unnecessary 
disconnections. The paper also details upon calculating the parameters of DG-enabled grids in the common 
software suits, as well as on how to make a list of effective contingencies. It further gives recommendations 
on grouping the calculation problems by initial disturbance to optimize the number of projected scenarios. 
The authors prove that ES selection and generator RP configurations must be appropriate if DG facilities are 
to deliver electricity reliably.  

1 Introduction 

Statistics of enterprise-level disruptions in electricity 
delivery in DG areas is analyzed herein, and the finding 
is that appropriate design for ES parameters and RP 
settings is important for reliable electricity delivery.   

Cases of industrial DG areas being disconnected 
from the grid due to a short SC-induced voltage sag are 
reported on a regular basis. The gravest situations occur 
when a power area is only powered by a single power 
transmission line, and the external grid is switched to 
maintenance mode. In that case, DG facilities either end 
up being unable to reliably cover the load in the area, 
which results in disconnecting it; or are disconnected by 
the RP devices triggered by undervoltage [1-3].  

Reason #1 is that ES’s were selected inappropriately 
when designing the area’s electricity system. Reason #2 
is that a voltage sag might be longer or deeper than what 
the generator RPs are designed for. The consequences 
can be grave if that results in disconnecting life support 
systems or continuous production processes [4, 5]. 

There are several ES types that have some 
fundamental differences that must be borne in mind 
when integrating DG facilities in local grids, as well as 
some small differences that have little to no effect on 
generator operations. Depending on the operating 
situation and which electric devices are connected to the 
areal grid, some ES properties will be decisive while 
others will be insignificant. 

Generators by foreign manufacturers use ES’s 
designed in compliance with their respective national or 
common European standards. At the same time, it is the 
ES algorithms and settings that determine voltage quality 
in the area, the stability of generators exposed to external 
disturbances, the parameters of transients, abnormal, and 
emergency operations.  

The paper describes generator ES’s widely used at 
DG facilities and details their operating principles as 
well as how to approach RP configuration from the 
standpoint of consumers’ quality and reliability 
requirements. 

2 Specifics of generator excitation 
systems 

Let us discuss the commonly used DG generator ES 
types listed here by reliability for consumers in 
ascending order, and analyze their features: 

− SHUNT is used at generators up to 150 kVA or 
even up to 500 kVA in certain cases; it is designed to 
control generators only in steady state, and it does not 
support continuous voltage control. 

Since SHUNT is powered by the generator busbars, it 
can maintain present excitation current or generator 
voltage (reactive power; power factor) in steady states 
when the voltage, the power, and the current are within 
the acceptable limits. This is effective when one needs to 
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optimize the local parameters, e.g. to minimize the 
losses, and the area has other parameter control tools.       

SHUNT shows its vulnerability when the generator 
busbars have a voltage sag, i.e. when the external or 
internal grid short-circuits, the automated reclosing is 
unsynchronized, etc. In case of lack of voltage control, 
the generator excitation current decreases proportionally 
to the busbar undervoltage, which prevents the operating 
parameters from stabilizing. Whether SHUNT-equipped 
generators are suitable must be checked by calculating 
the parameters for specific operating situations. 

− PMG, or permanent magnet generator, differs 
from SHUNT in the sense that the ES has a power 
source of its own; it is a rotary exciter that is 
independently subexcited by permanent magnets, so the 
excitation current does not depend on the generator 
busbar voltage; this reduces the risks of busbar voltage 
sags having negative impact. 

Figure 1 shows the calculated transients for a 3-phase 
SC (tsc = 0.18 s) in an area that has a DG facility weakly 
connected to the external grid; the calculations are done 
for SHUNT- and PMG-equipped generators. The SC 
reduces the voltage below the generator RP setting (U ≤ 
0.8Unom) for > 1.2 s in case of SHUNT and > 0.8 s in 
case of PMG, see Figures 1a and 1b, respectively; the 
reason is the motors self-starting. 

 

           
a) 

 
b) 

Fig. 1. 3-phase SC transient: (a) SHUNT-equipped generators; 
(b) PMG-equipped generators. 
 

If the generator RPs are configured to be voltage-
triggered after ~1 s, SHUNT will disconnect them while 
PMG will not. 

− AREP (patented by Leroy-Somer) performs 
similarly to PMG as shown by transient calculations; it 
somewhat stabilizes the load by increasing the excitation 
current as the stator current rises (it implements 

compounding by stator current), 
− Analog or digital automatic voltage regulator 

provided upon the Customer’s request.  
These regulators are used with low-power generators 

and differ in terms of response latency as well as in what 
parameters can be used in the control law. Important 
factors include the maximum excitation current and the 
rate at which it builds up, which determines how fast the 
operating parameters are stabilized after the disturbance 
has been addressed.  

− A specialized automatic voltage regulator with 
additional functionality to improve the parameters of 
transients in load surging and shedding. 

Possible regulation options include:  
− U/f ratio to enable nearly instant generator voltage 

rise after a busbar voltage sag;  
− Load Agreement Module to provide a more 

complex control law that could be adaptively configured 
for load surges exceeding 60 % of Pnom. 

These types of regulation are most important for 
generators operating in insular energy systems (herein 
referred to as ‘power areas’, ‘areas’, and such) or when a 
power area is islanded by the grid. Analysis of such 
controls shows that: 

− Reducing the voltage of a generator driven by an 
internal combustion engine (ICE) by means of a Load 
Agreement Module is an effective method for reducing 
dynamic frequency drops when the generator is facing a 
load surge provided that the active load magnitude is 
essentially dependent on the voltage, 

− Voltage reduction might not have a positive effect 
if the load does not (significantly) depend on the voltage, 
which is typical of load sites where most active power is 
used by motors, 

− If the load power is switching without a dead time 
as is the case for triggering automatic load transfers 
(ALT), this jeopardizes further self-starting and starting 
of asynchronous motors as the voltage sags, 

− When the Load Agreement Module undervolts the 
generator, this undervoltage can be unacceptable if it 
disconnects the electricity users and triggers a voltage 
collapse in the area [6, 7]. 

Thus, before commissioning generators that have a 
Load Agreement Module in their ES’s, one must analyze 
the transient parameters to confirm that the function is 
suitable for their specific operating conditions.  

Leroy-Somer lists the following key applications for 
ES types: SHUNT is for basic power backup and 
telecommunications; PMG and AREP is for maritime 
industries, construction, hospitals, banks, and electricity 
generation. Note that delivery electricity to industrial 
facilities that carry multiple motors is not listed as a 
suitable application for these ES’s. 

Besides, PMG and AREP also allow the stator 
current to reach the triple value of Inom for 10 seconds, 
which is due to free currents in the SC current rather 
than due to forcing an excitation. 

Thus, SHUNT, PMG, and AREP all have the same 
effective application: steady state, no overload, stable 
busbar voltage. Short-term undervoltage due to external 
disturbances will have the highest chance of disabling a 
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SHUNT generator and the lowest chance to disable an 
AREP generator.  

Transient calculations show that reliable electricity 
delivery to industrial users from SHUNT, PMG, or 
AREP-equipped generators is impossible in most 
operating situations where a disturbance occurs, whether 
it is within a standard tolerance range or (and especially) 
exceeds it. 

Regulation algorithms for steady states and transients 
alike can be implemented in excitation systems equipped 
with an analog or digital automatic voltage regulator or a 
specialized automatic voltage regulator with additional 
functionality. 

3 Configuring the generator RPs 

To protect generators from drastic fluctuations in 
operating parameters, manufacturers tend to configure 
RPs in such ways as to significantly narrow the 
acceptable operating range, which prevents these 
protections from running normally.  

Generator disconnection reasons are associated with 
their tendency to be ever more efficient and cost-
effective given that emergencies are being handled ever 
quicker, and the post-emergency parameters stabilize at 
ever greater rates. However, operators fail to bring the 
generator RP settings in line with those of the grid 
elements, resulting in unnecessary disconnections [8, 9].  

Non-selective generator disconnections at DG 
facilities disrupt electricity delivery to consumers and 
cause load surges in the adjacent grid, overloading it. 
One important consideration here is that generator RPs 
cannot be reconfigured without the manufacturer’s 
permit until the warranty expires, and unauthorized 
reconfiguration renders the warranty null and void. 

Consider a gas-piston power plant (GPPP) that 
comprises 4*2.4 MW generators configured to 
disconnect if in all the three phases, the voltage stays 
above 110 % or below 90 % Unom for 0.2 seconds. How 
specifically a transient goes depends to a great extent on 
what comprises the load and on the resulting stability of 
AC motors. As a GPPP that carries an industrial-grade 
load becomes islanded with a 15% active power deficit, 
it causes all the generators to disconnect, and the 
electricity delivery is disrupted, see Figure 2.  

 

 

Fig. 2. Transient: GPPP loaded, islanded. 
 

Figure 2 shows RP settings, namely U sag and f 
deviation thresholds; the RPs are off. As can be seen 
there,  the transient would be satisfactory if the RPs did 
not disconnect the generators. 

Configuring the generator RPs to be triggered by 
undervoltage without monitoring the currents is not 
advisable, as GS windings can only be damaged by 
overheating if the stator/rotor current overloads are 
longer or stronger than permissible [10, 11]. 

The permissible magnitudes of currents are tailored 
by the manufacturers specifically to the design of the 
generators, primarily to the thermal endurance class 
(temperature index) of its windings in correlation with 
the temperatures, cooling system type, and coolant used 
with the stator and rotor windings. 

In case the stator current exceeds the permissible 
duration or magnitude, RP disconnects the generator 
from the external grid; if the rotor current does the same, 
RP lowers the excitation current (de-excites) to a 
threshold, below which the rotor windings cannot 
dangerously overheat. 

Besides, when configuring generator RPs, it should 
be borne in mind that the actual sag duration U ~ is twice 
as long, especially in case of a three-phase SC, as SC-
shut motors demand greater current to return back to 
their normal rotation speeds. Figure 3 shows a transient 
where the post-SC voltage sag is longer due to the 
motors self-starting at the load nodes. 

 

 

Fig. 3. Three-phase SC transient with motor self-starts. 
 

Importantly, generators can be disconnected by RPs 
triggered by frequency deviations (f < fmin and f > fmax), 
which are designed with the following in mind:  

− Mechanical speed constraints (mechanical 
strength), 

− Avoiding getting too close to resonant 
frequencies, as those greatly amplify the vibrations, 

− Avoiding rotation speed drops to prevent failures 
or inappropriate functioning of the auxiliary equipment 
designed to enable the generator drive to function 
properly, e.g. when the air-and-fuel mixture fails to 
ignite properly in the ICS cylinders. 

Significant load surge or shedding not associated 
with an SC may also result in disconnecting the 
generators in islanded operation, which can happen when 
connecting or disconnecting high-power users or their 
groups. Generator manufacturers specify maximum 
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acceptable voltage surges that depend on the initial 
generator load and will not cause the RPs to initiate 
disconnection routines. 

In this case, it is advisable to use process automations 
that will sequentially start small motor groups while 
controlling their voltage; the whole procedure must be 
adjusted to the processes of the facility or to the soft-
starter (variable frequency drive) of the most powerful 
motors.  

If the generator voltage busbars are connected 
directly or through the power transformer to an extensive 
6-35 kV grid, where time-selective overcurrent 
protections are used primarily or as backups, the 
generators have a far higher probability of disconnecting 
unnecessarily. 

Thus, when designing DG areas, it is important to 
rigorously analyze the transient calculations to find out 
whether specific generator types (ES parameters and RP 
settings) are suitable for reliable electricity delivery from 
DG facilities to the users.  

4 DG-equipped grids: specifics of 
parameter calculation 

This analysis must be carried out for normal and 
abnormal operation. If a generator disruption will 
damage the consumers, the effective contingency list 
must be made by calculating the parameters of all 
possible and hazardous operating situations [12-14]. 

For such calculations, one should bear in mind two 
specific features of software suites in use: 

− Some of the suites have simplified descriptions of 
the systems that regulate the current power reachable by 
the steam turbine engines, which is not suitable for 
simulating gas-turbine engines and ICEs unless adjusted, 

− Suites are mainly intended for designing 
backbone grid infrastructure where transients depend 
little on whether the load models are correct; however, 
this is crucial for power areas with DG facilities.   

When making the calculation model and running the 
calculations, focus should be made on: 

− Accuracy of the parameters of the grid and power 
plant (DG facility) equivalent circuits for the power area 
under consideration as well as for the adjacent sections 
of the grid, 

− RP configurations in the adjacent grid: one needs 
accurate data on how long an SC the power area and the 
adjacent grid may have, 

− Parameters of the AC motors, the list of which 
will depend on which software is used, which processes 
are in place, the motor voltage and installed capacity, as 
primary motors should be added to the model one by one 
while others can be generalized by equivalence, 

− Statistics on single-phase and multiphase SCs of 
varying duration, which serves as auxiliary data to help 
get an idea of disturbance probabilities and their 
consequences, 

− Settings of the process automations that control 
the core processes. These details are needed to check the 
settings for consistency with the generator RP settings to 
prevent unnecessary generator disconnections and 

minimize the damage associated with disruptions in 
electricity delivery. 

The key factor that makes it difficult to calculate the 
transients in DG areas consists in the variety of 
calculation scenarios to be covered, namely:  

− The original circuitry of the area and its repair 
varieties, as the key factor is whether there are any repair 
varieties and how many of them are there, or the lack of 
connections to the grid,  

− The disposable generation capacity for the current 
circuitry of the area,  

− Features of the DG facility generators: ES 
parameters, RP settings and time offsets; generator drive 
power control laws, the regulation principles and the 
delays of power gain, 

− Load magnitudes and variations of what 
comprises them if such variations are significant 
(maximum to minimum in case the placement within the 
area differs), 

− Standard and above-standard disturbance 
application spots, taking into account statistics,   

− Peculiarities of RP triggers in the local grid, most 
importantly the maximum durations of multiphase SCs, 

− Other specific features of the power area, which, 
among other things, may appear in future circuits. 

If the calculated transients end in a failure, i.e. some 
of the electrical equipment is and remains disconnected, 
some of the motors trip and are disconnected by the RPs, 
cost-effective contingencies must be in place, such as: 

− Automated emergency response systems, the 
algorithms and configurations of which must be in line 
with those of the process protections, 

− Increasing the installed capacity of the DG 
facilities, 

− Installing an energy storage unit, etc. 
When selecting contingencies, it should be borne in 

mind that normally, the calculation covers not the entire 
transient (from the initial disturbance to getting back to 
normal operation) but only its onset that detects the 
equipment that could be affected by the transient, which 
is what determines the characteristics of abnormal 
operation.  

In case of a large power area, the circuit used for 
calculations includes only that equipment, the 
parameters of which may significantly affect the 
calculation results. This means that any calculation 
attempt must strive to: 

− Simplify the calculations by excluding the basic 
cases, handling which only requires understanding the 
nature of the transients, e.g. when generator RPs are 
triggered by undervoltage in case of a close SC, 

− Reduce the number of logical and calculated 
scenarios by pregrouping the calculation by class (e.g. 
types of standard and above-standard disturbances) so as 
to be able to analyze the results and conclude on the 
effectiveness of the contingencies.  

Consider an example of grouping the calculation 
problems by initial disturbance for a DG area.  

1. Normal start of a major motor (it is most 
important to analyze direct starts to make a list of 
contingencies, since such starts have a significant impact 
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on the grid parameters). 
2. Motor groups switching with a dead time for 

process or electricity-related reasons other than SCs in 
the local grid, if such switching may occur. 

3. SCs in a grid where ALT, automatic reclosers 
(ARC), etc. have a deadtime. In that case, the calculation 
needs to find whether motor self-start or automatic 
voltage-controlled restart is possible and permissible.  

The calculations require adjustments for SCs in the 
local grid as well as in any connected grids, especially 
low-voltage ones that use time-selective (for long SCs) 
overcurrent protections as primary protections or 
backups.  

In most cases, two initial disturbance parameters 
must be set: the voltage sag depth as measured at the 
generator busbars at the SC onset (U0), and the SC 
duration. U0 is an easy-to-calculate parameter 
convenient for comparing the severity of SCs in different 
operating situations. However, it alone is not enough for 
any substantiated conclusion on whether generator RPs 
will be triggered by voltage or not, as until an SC is over, 
voltage will continue going down because the braking 
motors will draw increasing current. It is therefore 
necessary to monitor the entire transient U(t). 

Figure 4 shows the calculated parameters of an 
islanded DG area. This calculation was made to find the 
conditions, under which all the motors would be able to 
self-start while the RPs would not disconnect the 
generators by frequency drop (the frequency threshold = 
47.5 Hz, the time offset = 2 seconds).  

 

 

Fig. 4. Permissible SC-induced voltage sag and duration. 
 
Additional calculations should find whether 

disconnecting non-critical motors that help the more 
important ones to self-start is permissible, e.g. when 
reducing the voltage. 

5 Conclusions 

Industrial DG areas regularly report short-term SC-
induced voltage sags disrupting electricity delivery to 
critical users, resulting in an emergency shutdown of the 
processes, which entails associated damage. 

DG facilities commonly use generators that employ 
excitation systems designed to control only steady states 

at stable busbar voltage and no overload; they are not 
designed for continuous voltage control.  

It is proven herein that RP settings as configured by 
generator manufacturers are often suboptimal, which 
jeopardizes their further operation, prevents the operator 
from aligning these settings to those of the grid RPs, and 
results in unnecessary disconnections.  

Calculating the transients for DG areas has its own 
specifics that distinguishes it from similar calculations 
for backbone grids; this must be borne in mind when 
designing the system.   

If the calculations show that disrupting the generators 
would jeopardize critical electricity users, then effective 
contingencies must be placed when designing the area. 

For more reliably electricity delivery from DG 
facilities to users, especially when the area is islanded, 
the design must provide appropriately selected excitation 
systems and generator RP settings.   
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Abstract. The adoption of any technical solutions at the design stage of the distribution network 
significantly affects the change in the indicators of uninterrupted power supply to consumers: SAIDI and 
SAIFI. However, methodological support for their determination for the future is not enough. The 
development of an appropriate methodology and its implementation into design practice is necessary, this is 
especially important in connection with the appearance of distributed generation, which has a significant 
impact on the circuit-mode conditions of power supply systems. The developed methodology makes it 
possible to determine the most effective from the many possible ways of integrating distributed generation 
and local power supply systems, considering the of the technical condition indices, the structural and 
functional reliability of the distribution network and the existing mode restrictions, which is a necessary 
element of development management during design. 

1 Introduction 

Electric networks diagrams shall ensure the necessary 
reliability of power supply, transfer of the required 
amount of electricity of the required quality to the 
consumers, possibility of the further network 
development and connection of new consumers, 
convenience and safety of operation [1]. Therefore, 
requirements to indicators demonstrating reliable power 
supply to the consumers are of primary importance for 
the distribution electric networks.  

Indicative reliability indexes have been used at the 
operational stage since 2012. These include SAIDI 
(System Average Interruption Duration Index) and 
SAIFI (System Average Interruption Frequency Index) 
indexes demonstrating the average duration and 
frequency of interruptions in power supply to consumers 
in the area of electric networks, values of which affect 
the electricity transmission service tariffs [2]. 

Currently, when designing distribution networks, a 
technical and economic comparison of power supply 
options is used, which is based on the of the consumer 
reliability category concept. However, to a great extent 
this situation does not correspond to the current state of 
the distributed generation, electric network digitalization 
and changes in the control system. It is required to 
introduce additional criteria to increase technical 
solutions validity at the stage of managing the 
distribution networks development. It is proposed to 
introduce SAIDI and SAIFI forecasted reliability 
indexes, which values, as noted above, affect economic 
efficiency of the company. 

The need to combine centralized and decentralized 
control presupposes creation of automation that 

influences the circuit and regime operating conditions of 
the distribution network in addition to conventional 
regime and emergency control devices. This requires to 
improve the distribution network design process in order 
to form certain properties - reliability, recoverability, 
controllability, durability and others. Consequently, tasks 
of developing the appropriate methodological support, 
regulatory framework, new means and ways to achieve 
the set goal are relevant tasks, which determines 
relevance of the research carried out by the authors, as 
well as scientific and practical significance of the 
obtained results. 

The purpose of the work is to develop a methodology 
for calculating the forecasted values of uninterrupted 
power supply indexes (SAIDI and SAIFI) taking into 
account the circuit and regime changes in 10 kV 
distribution network section (DSS) when designing: 

• new network equipment;  
• connection to the distributed generation 

network.  
DSS is an element of the power supply system for 

consumers powered from one power supply center. 
Obviously, selection of the circuit and power lines 
composition, number of distribution point stations, 
number and capacity of 10/0.4 kV transformer points 
and switching equipment depends on two factors: 

• capacity of power transformers of the district 
110/10 kV substation and 35/10 kV substation; 

• number and capacities of consumers, their 
distribution over the territory; 

• distribution of consumers by the power supply 
reliability category. 

Scientific novelty consists in taking into account 
technical condition of network equipment when 
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calculating uninterrupted power supply indexes, as well 
as in developing a method for determining "critical" 
hubs and requirements to justify network redundancy or 
connection to the distributed generation network. 

 Practical significance consists in supplementing the 
methodological base for the development of consumers 
technological connection diagrams and power 
distribution schemes by power plants. It is noteworthy 
that obtained results make it possible to solve a set of 
tasks for the creation of local energy systems and their 
integration with the UES for synchronous parallel 
operation with the possibility of separating them to 
maintain uninterrupted power supply in case of 35 kV 
and higher network technological failure.  

2 Status of the challenge addressing 

To assess power equipment reliability and  service 
continuity 35 kV and higher network, which form the 
federal and regional power supply systems, the following 
methods and guidelines are currently used: 

• Methodology for assessing technical condition 
of the main technological equipment and power 
transmission lines of power plants and electric 
networks approved by Order No. 676 of the 
Ministry of Energy of Russian Federation dated 
26.07. 2017 (as amended on 17.03. 2020) [3]; 

• Methodological guidelines for calculating the 
probability of failure of a functional unit and a 
piece of the main technological equipment and 
assessing consequences of such a failure 
approved by Order No. 123 of the Ministry of 
Energy of Russian Federation dated 19.02.2019 
[4]. 

Both methodologies cover the following 
technological equipment of electricity generation 
facilities, which technical condition is being assessed: 
Steam turbines with the installed capacity of 5 MW and 
higher; Steam (power-plant) boilers providing steam to 
steam turbines with the installed capacity of 5 MW and 
higher; Hydraulic turbines with the installed capacity of 
5 MW and higher; Gas turbines with the installed 
capacity of 5 MW and higher; Hydrogenerators with the 
rated power of 5 MW and higher; Turbine generators 
with the rated power of 5 MW and higher; Power 
transformers with voltage of 110 kV and higher; Power 
transmission lines (hereinafter, transmission lines) with 
the voltage of 35 kV and higher (hereinafter, main 
technological equipment). 

The available methodology [3] determines the 
procedure for assessing technical condition of the main 
technological equipment and determining optimal type, 
composition and cost of technical impact on the 
equipment. One of the main purposes of the technical 
condition index (TCI) determining methodology is to 
address challenges of decision-making on the technical 
impact on technological equipment, i.e. the methodology 
is applied at an operating facility taking into account 
statistical data collected during the operation. The 
available Methodological guidelines [4] determine the 
procedure for calculating the probability of failure of a 

functional unit and a piece of the main technological 
equipment of power plants and electric networks, as well 
as the procedure for assessing consequences of such a 
failure. The methodology ensured accelerated 
determining of uninterrupted power supply indicative 
indexes. 

The calculation of the probability of failure of a piece 
of the main technological equipment and (or) its 
functional unit shall be based on: 

• Forecasting changes of technical condition 
index of the piece of the main technological 
equipment 

• Forecasting probability of failure of functional 
units of the piece of main technological 
equipment 

• Forecasting probability of failure of the piece of 
main technological equipment. 

The mentioned methodologies [3] and [4] are applied 
to 35 kV and higher electrical networks (power supply 
centers) characterized with high observability and 
sufficient scope of statistical documents for the main 
technological equipment. Circuit and regime 
peculiarities and structure of these networks allows 
determining technical condition indexes for each piece 
of equipment, as well as taking into account the 
forecasted reliability indexes when designing. However, 
there is a number of differences between 10 kV 
distribution networks and 35-220 kV supply networks, 
which makes it impossible to apply methods [3] and [4] 
in these networks. Let's analyse these differences. One of 
the main features of power distribution networks for 
domestic and agricultural consumers is their ramification 
and length. This is due to the variety of connected 
consumers (both in size and composition of loads), 
proximity of the connection points, mainly radial method 
of loads connection and the lack of these networks future 
development schemes. Structure of the distribution 
networks is ramified and complex due to many switching 
devices and overhead lines, which leads to frequent 
technological failures of these networks. As a result, 
failures in 6-10 kV networks cause about 70% of all 
power supply disturbances to consumers, which reduces 
technical efficiency of these networks [5]. 

As an example, we can take a part of the real power 
supply scheme of Sverdlovsk Region of Irkutsk (REN) 
of the Southern Electric Networks of JSC "IESK" (see 
Fig.1). Based on the circuit analysis results, one 35/6 kV 
power center supplies 44 transformer substations of 
6/0.4 kV, two Central Distribution Point Stations of 6 kV 
and more than 60 km of 6 kV lines. At the same time, 
maximum power of the load connected to the power 
supply points of 6/0.4 kV transformer substation is 9 
MW, although 2x10 MW transformers are installed in 
the power supply centers. According to the current rules, 
size of the connected load is limited in terms of 
reliability requirements, i.e. based on n-1 criterion. A 
large number of main electrical equipment with different 
technical characteristics makes it impossible to apply the 
available methods for calculating the TCI and the 
probability of the equipment failure. Calculation of 
distribution networks reliability indexes is also 
complicated by the lack of periodical examination of the 
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main equipment necessary parameters, and as a result, 
impossibility of annually calculation of changing TCI for 
each piece of the equipment. 

 
 

 
Fig. 1. Part of REN power supply diagram

Uninterrupted power supply depends mainly on 
distribution networks, and taking into account the 
forecasted reliability indexes of these networks can 
increase validity of decision-making at the design stage. 
However, methods applied today prevent from the task 
fulfilling in distribution networks, i.e. to determine the 
forecasted SAIDI and SAIFI indicative reliability 
indexes at the stage of distribution network development 
management. Consequently, it is required to develop 
additions that will allow using the methodologies for 
calculating technical condition indexes and probability 
of failure-free operation of electrical equipment in the 
distribution network, as well as determining promising 
indicative indexes of uninterrupted power supply. 

3 Main provisions of the proposed 
methodology  

First of all, when designing electric distribution 
networks, conditions of reliable and high-quality power 
supply to consumers must be observed, in contrast to the 
main system-forming networks, where compliance with 
technical conditions ensuring safety and reliability of 
electrical power systems and maintaining stable 
synchronous operation in normal and post-emergency 
regimes is of primary importance. 

In addition to the existing methods for determining 
forecasted indicative power supply reliability indexes in 
distribution networks, it is proposed to calculate 

generalized TCI for groups of equipment (elements) of 
the distribution network rather than for each piece of 
equipment individually. 

3.1. Generalized index of the distribution 
network technical condition 

Main elements of 10 kV distribution network are a 
power transformer, cable line, an oil circuit breaker. 
Table 1 shows main functional units of the elements 
identified in the frame of this work. 

Table 1. Functional units of distribution network elements. 

Facility Functional units 

Power 
transformer 

Insulation system; transformer windings; 
magnetic circuit; high-voltage bushing; 

voltage regulation system 

Cable line Auxiliary equipment; terminal and connecting 
couplings, power cable 

Circuit 
breaker 

Drive, arc-suppression chamber, contact 
system 

 
The adopted methodology for assessing technical 

condition of the main technological equipment [3] does 
not indicate how certain weighing factors were assigned 
for the functional units taken into account for the 
functional units technical condition index calculation. 

The proposed method envisaged weighting 
coefficients of the network element functional units to be 
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determined based on the expert assessments and 
statistical data of technological disturbances caused by 
the failure of functional units corresponding to this 
element.  

The final score was determined by the method of 
expert assessments and the Saati method [6] with the 
introduction of coefficients demonstrating the experts 
competence. Expert assessments shall be drawn up for 
each distribution network section taking into account its 
peculiarities. Authors of the study assumed that the 
boundary values of the scoring scale characterizing 
functional units technical condition and level of 
performance of the required functions. functional units 
scoring multiplied by the functional units weight allows 
obtaining the generalized TCI. Value of the generalized 
TCI will be applied in determining the prospective 
values of the indicative power supply reliability indexes. 

3.2. Generalized index of the distribution 
network technical condition 

When calculating forecasted probability of failure of 
the main technological equipment functional unit or a 
PTL segment for a forecasted period of 5 years, 
methodology [4] uses a correction factor that takes into 
account the ratio of the value of the main technological 
equipment functional unit technical condition index or 
the PTL segment before and after the last technical 
impact or during the previous and current calendar year. 

However, system of collecting information on the 
parameters characterizing technical condition of the 
equipment currently used in distribution networks does 
not allow obtaining reliable data. It has been established 
that data collection process is not conducted 
systematically, in a timely manner, and does not provide 
formal data analysis. Causes of numerous network 
elements failures (up to 50%) have not been identified. 
This indicates an unsatisfactory condition of the system 
for collecting repair and operational information at the 
power grid complex facilities, as well as insufficient 
number of technical diagnostics and automated 
monitoring systems [7]. All of the above indicates 
impossibility of obtaining a reliable correction factor 
value that demonstrates impossibility to determine 
network functional unit failure probability.  

In this regard, the proposed methodology provides 
for the correction of λi distribution network element 
failure rate determination, which is proposed to be used 
taking into account the required and actual values of the 
technical condition generalized index:      

                     𝜆𝜆 = 𝜆𝜆𝑠𝑠 �
𝑇𝑇𝑇𝑇𝑇𝑇𝑔𝑔𝑟𝑟

𝑇𝑇𝑇𝑇𝑇𝑇𝑔𝑔𝑐𝑐
�     (1) 

where λs  is the statistical value of the power supply 
system element failure rate;  𝑇𝑇𝑇𝑇𝑇𝑇𝑔𝑔𝑟𝑟 - the required value 
of the technical condition generalized index, 𝑇𝑇𝑇𝑇𝑇𝑇𝑔𝑔𝑟𝑟 is 
taken equal to 85 points for the distribution network 
elements since it corresponds to the running-in period; 
𝑇𝑇𝑇𝑇𝑇𝑇𝑔𝑔𝑐𝑐 - distribution network element technical condition 
generalized index under actual operating conditions.  

Therefore, to calculate idle time of the power supply 
system element (T), the well-known expression shall be 
taken:  

   𝑇𝑇 = 𝜆𝜆𝑡𝑡𝑟𝑟     (2) 
where 𝑡𝑡𝑟𝑟 - is the recovery time of the i-th element of the 
power supply system. 

Forecasted System Average Interruption Duration 
Index (𝑆𝑆𝑆𝑆𝑇𝑇𝑆𝑆𝑇𝑇𝐹𝐹) for the local grid company supplying 
energy to the point of delivery, taking into account the 
distribution network, shall be determined by the formula: 

𝑆𝑆𝑆𝑆𝑇𝑇𝑆𝑆𝑇𝑇𝐹𝐹 = 𝑆𝑆𝑆𝑆𝑇𝑇𝑆𝑆𝑇𝑇𝑇𝑇 − ��∑𝑇𝑇𝑖𝑖∙𝑁𝑁𝑖𝑖
𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚

�
𝑇𝑇
− �∑𝑇𝑇𝑖𝑖∙𝑁𝑁𝑖𝑖

𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚
�
𝐹𝐹
�  (3) 

Forecasted System Average Interruption Frequency 
Index (𝑆𝑆𝑆𝑆𝑇𝑇𝑆𝑆𝑇𝑇𝐹𝐹) for the local grid company supplying 
energy to the point of delivery, taking into account the 
distribution network, shall be determined by the formula:  

𝑆𝑆𝑆𝑆𝑇𝑇𝑆𝑆𝑇𝑇𝐹𝐹 = 𝑆𝑆𝑆𝑆𝑇𝑇𝑆𝑆𝑇𝑇𝑇𝑇 − ��∑𝜆𝜆𝑖𝑖∙𝑁𝑁𝑖𝑖
𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚

�
𝑇𝑇
− �∑𝜆𝜆𝑖𝑖∙𝑁𝑁𝑖𝑖

𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚
�
𝐹𝐹
� (4) 

where C - is the indexation of the current power supply 
system condition; F - indexation of the forecasted 
predicted supply system condition; 𝜆𝜆𝑖𝑖- failure rate of the 
i-th critical element of the power supply system, h; 𝑁𝑁𝑖𝑖 - 
the number of delivery points that disconnected as a 
result of a technological upset due to the failure of the i-
th critical element of the power supply system, pcs; 
𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚  - number of delivery points in the power supply 
system, pcs; 𝑇𝑇𝑖𝑖  - idle time of the i-th critical element of 
the power supply system;  

Power supply system critical elements according to 
the methodology is the element, which failure causes the 
largest number of disconnected points of connection. To 
determine power supply system critical elements, it is 
necessary to determine the number of units switched off 
in case of the network i-th element (𝑁𝑁𝑖𝑖 in (3), (4)) 
failure. It is proposed to simulate the element failure 
with control of the steady-state electrical regime and 
registration of the disconnected units with RastrWin3, 
ANARES, Eurostag, ETAP or others.  

 𝑁𝑁𝑖𝑖 = max (𝑁𝑁𝑖𝑖𝑔𝑔)    (5) 
where 𝑁𝑁𝑖𝑖𝑔𝑔 is the number of disconnected consumer 
connection points in case of the g-th element of the j-th 
type failure; j = 1… J is the sequential number of the 
network element type (transformers, cable power lines, 
switches and other key type elements of the power 
supply system); g = 1… G is the sequential number of 
the same type element, G is the number of the same type 
elements. In this case, it shall be assumed that there are 
no interrelated failures, only single equipment failures 
shall be taken into account.  

It can be noted that there are quite ambitious plans to 
reduce uninterrupted power supply indexes in Russia. 
The average SAIDI in Siberia as a whole by the end of 
2019 amounted to 2.53 hours, as a result of Digital 
Transformation 2030 program implementation, this 
figure will decrease in 2024 to 2.39 hours, and in 2030 it 
will reach 2.22 hours, which is 1.1% per year. The 
average SAIFI in Siberia amounts to 1.63 units, owing to 
the program implementation, in 2024 this figure should 
decrease to 1.55 and in 2030 it should reach 1.44 [8], 
which is 0.9% per year. 
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Obviously, the main influence on these indicators 
changing will be provided by technical solutions at the 
level of 0.4-10 kV distribution networks, which 
emphasizes relevance of the proposed methodology and 
expediency of its practical application. 

3.3. Application of distribution network 
development management methodology 

The proposed methodology provides for calculation 
of the forecasted uninterrupted consumer power supply 
indexes, as well as makes it possible to take specific 
technical decisions aimed at increasing of distribution 
network reliability while managing its development. 

Comparison of the forecasted continuity indexes 
allows identifying critical network elements, which 
failure causes disconnection of the greatest number of 
consumers (both in terms of power and in terms of 
power supply restoration), which allows taking 
appropriate measures to ensure redundancy of these 
network elements.  

One of redundancy provision methods and the 
current trend in the development of networks [9] is the 
construction of distributed generation (DG). DG can be 
used to ensure reliability of the power system since its 
introduction decreases main and supply networks load, 
increases reserves the network transmission capability 
and exudes problem of local energy shortage in the areas 
of closed power centers [10]. DG introduction will help 
to significantly reduce investments in the distribution 
network development and increase power supply 
continuity. 

The proposed methodology makes it possible to 
determine the most optimal generation connection points 
to improve reliability of power supply to consumers 
"under the threat" of power loss. Thus, it will increase 
reliability of the entire electric network. Also, it will 
introduce additional criteria for the DG capacity 
selection taking into account the need to ensure 

redundancy not only of the part, but of the entire 
network. The methodology can also be used to determine 
optimal points of combining several local power supply 
systems into a single low-power system [11] and to 
create universal Microgrid, energy cells with an AC 
infrastructure [12]. 

Below is an example of the proposed methodology 
approbation by the authors, which makes it possible to 
judge the obtained results reliability. 

4 Example of the methodology 
approbation 

Approbation of the proposed methodology was carried 
out on the example of the residential microdistrict DSS, 
power supply of which is carried out from SS-1 (Fig. 2). 
The load structure is mainly domestic consumption with 
a small share of non-production enterprises related to the 
service sector. The total number of supply points in the 
analysed area is 108, power of the connected load is 
9.42 MW.  

 Based on the results of the structural and functional 
network reliability analysis using ETAP programming 
and computing suite, values of the continuity indexes of 
the analysed power supply system current condition 
were determined:  

• 𝑆𝑆𝑆𝑆𝑇𝑇𝑆𝑆𝑇𝑇𝑇𝑇 = 2.6420, h;    
• 𝑆𝑆𝑆𝑆𝑇𝑇𝑆𝑆𝑇𝑇𝑇𝑇 = 0.2411, 1/year 

Further, having analysed steady-state regimes, 
critical elements, which failure causes maximum number 
of the disconnected delivery points, were determined:  

• K-10, which causes disconnection of 12 
delivery points,  

• transformers TP-3438 causing disconnection 
of 9 delivery points; 

• failures of circuit breaker do not cause 
customer interruption. 

 
Fig. 2. Design single-line diagram of 10 kV distribution network section
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Since the largest number of disconnected delivery 
points is caused by K-10 failure (the highlighted area in 
Fig. 3), a decision on the need to ensure the line 
redundancy was made. 

 

Fig. 3. Dedicated local power supply system. 
 
DG connection and creation of the balanced local 

power supply system based thereon is considered as a 
measure to ensuring the improved uninterrupted power 
supply. Fig. 3 schematically demonstrated DG 
connection point (bus of TP-3437) with the highlighted 
local power supply system. 

It is modelled that the DG performs network 
redundancy function, therefore, disconnecting K-10 does 
not lead to the load disconnection within the selected 
area, and then its power is determined based on the 
power of the load connected to the units considering 
20% of the emergency reserve: 𝑃𝑃𝐷𝐷𝐷𝐷 = 4 MW. 

Therefore, let's build a model providing for the 
connection of 4 Gas Engine Generators (GEG) of 1 MW 
each. Performance indicators of the selected GEG: tr =
14.43 h; 𝜆𝜆 = 6.17 times/year.  

According to the proposed methodology, the 
forecasted uninterrupted power supply indexes were 
calculated when connecting the DG and creating a local 
power supply system (Table 2). 

Thus, DG construction in the area of the analysed 
DSS allows improving SAIDI and SAIFI: the indicators 
decreased by 11.5% and 9%, respectively. This proves 
effectiveness of the DG construction with the purpose to 
improve the uninterrupted power supply to consumers. 

Table 2 demonstrates comparison of the results 
obtained using methodology proposed by the authors and 
results of calculations using ETAP programming and 
computing suite. 

Deviations of the forecast indicators determined by 
the methodology did not exceed 5% of the indicators 
obtained using when calculating using ETAP 
programming and computing suite. This makes it 
possible to judge the methodology reliability and 

possibility of its application to increase validity of 
technical solutions decision taken at the stage of 
distribution networks development managing without 
use of additional expensive software. 

Table 2. Comparison of the forecasted SAIFI and SAIDI 
values obtained by various methods. 

Method Methodology ETAP  Deviation, % 
SAIDI 2,3651 2,3632 0,1 
SAIFI 0,2211 0,2076 5,0 

𝞓𝞓 SAIDI, % 11,5 11,8 - 
𝞓𝞓 SAIFI, % 9,1 16,0 - 

5 Conclusions 

Dependence of the economic efficiency of network 
companies and uninterrupted power supply is determined 
by the current procedure for determination of the 
electricity transmission services tariffs in Russia. 
However, when making decisions at the stage of regional 
power supply systems and 0.4-10 kV distribution 
networks development management, these indicators are 
not taken into account.   

To increase validity of design solutions for 10 kV 
and lower distribution network, efforts were made to 
develop a methodology allowing to calculate the 
forecasted SAIDI and SAIFI indexes values when 
designing the distribution network development, which 
can complement the current methodology developed by 
the Ministry of Energy of Russia.  

It is proposed to apply generalized indexes of the 
distribution network elements technical condition and 
relationship with the perspective uninterrupted power 
supply indicative indexes. The methodology was tested 
on the example of the distribution network section. By 
comparing the results with the calculations performed 
using ETAP programming and computing suite, 
reliability of the obtained results was proved: deviations 
did not exceed 5%.  

Availability of the forecasted SAIDI and SAIFI 
indexes values in project activities will contribute to 
increasing validity of the made decisions, including 
decisions on justification circuits of distributed 
generation during technological connection to networks, 
measures for the creation of local power systems and 
their interconnection taking into account equipment 
technical condition indexes, structural and functional 
reliability of the distribution network and the existing 
operating restrictions, which is a necessary element of 
development management at the stage of design. 
 
This work was supported by the Novosibirsk State Technical 
University (Project C20-16). 
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Abstract. To estimate possible deviations in fuel consumption for heating based on meteorological 
observations of previous years, the integrated temperature difference inside and outside the building during 
the heating season is used. When the heating period is divided into two subperiods relative to the considered 
date (for example, before and after December 1), the accumulated and residual integral temperature 
differences are obtained. The assumption about the presence of a statistical relationship between the 
accumulated and residual integral temperature difference is confirmed. A model for predicting the probability 
of the expected values of the integral temperature difference for the upcoming heating period is developed. 
The model is focused on obtaining matrices of conditional probabilities of observations from intervals of 
dividing the accumulated integral temperature differences into intervals of residual integral temperature 
differences. 

1 Introduction 

Due to the long heating period and low winter 
temperatures, the study of climatic parameters of the 
heating period is of greater importance for Russia. These 
are the outdoor temperature, wind speed, air humidity, the 
intensity of solar radiation. The values of these indicators 
are used to assess the winter season of the region in 
question. 

Usually the heating period of the region in question is 
determined by its duration and ambient air temperatures. 
In coastal areas, an additional cold load can be caused by 
relative humidity. 

The article explores the possibilities of short-term 
forecasting of the integral temperature difference based 
on weather data of the first months of the heating period. 
The assumption of the presence of a statistical relationship 
between the accumulated and residual integral 
temperature differences is tested. A model is being 
developed for predicting the probability of expected 
values of the integral temperature difference for the 
upcoming heating period. 

Let τ =1,2,…,T are the numbers of the studied heating 
periods, T – the number of heating periods. Lτ denote the 
duration of the heating period τ. The values i =1,2,…, Lτ  
as the sequence numbers correspond to day heating period 
τ. 

Each heating season starts in the autumn of one 
calendar year and ends in the spring of the following 
calendar year. Therefore, each ordinal number of the 
heating period corresponds to two calendar years. So, the 
last heating period began in 2019 and ended in 2020. 

The article uses the estimated duration of the heating 
period. To determine it, the following rule is used: the 
heating period begins if, for five consecutive days, the 
average daily temperature of atmospheric air is below 8 
degrees Celsius. The heating period is considered over if 
the air temperature is above 8 degrees Celsius for five 
consecutive days. This formal rule is usually followed by 
heating systems in settlements. 

In solving many problems associated with the heat 
supply of buildings, an indicator of the integral 
temperature difference inside and outside the building for 
the heating period is used. For the considered settlement 
or district, the indicator of the integral temperature 
difference is calculated by the formula: 

Bτ = ∑ i=1(tn-tτi),  i=1,2,…, Lτ,  τ =1,2,…,T  (1) 
 

Here, the value tτi  is the average daily temperature of 
the air on the day i of the heating period τ. The indicator 
Bτ is determined on the basis of meteorological 
observations. 

The value tn is the specified normative value of the air 
temperature inside the building. Depending on the 
purpose of the building, there may be different values of 
normative temperatures. For residential premises, a 
temperature of 20 degrees Celsius сan be used for the 
standard, for children's institutions - 24 degrees Celsius, 
for office premises - 18 degrees Celsius. Whereas in 
production rooms and warehouses, the normative 
temperature can be 14 degrees Celsius. In the calculations 
presented in this article, a standard value of 18 degrees 
Celsius was used. 

The use of the indicator of the integral temperature 
difference inside and outside the building for the heating 
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period (1) is based on the law of thermal conductivity: the 
loss of thermal energy through the fencing, in the 
construction of buildings is proportional to the difference 
in temperature inside and outside the building. Therefore, 
the ratio of the integral temperature difference in different 
settlements or in different years for the same settlements 
reflect the ratio of heat energy consumption for heating 
and, as a result, fuel consumption for heat for heating. 

The integral temperature difference is in practice 
applicable for calculating the optimal building structures 
at which heat losses are minimized. 

The temperature of the air is not the only factor 
determining the requirements for the heat supply of 
buildings. In some cases, other natural factors, such as 
wind speed and direction, air humidity, the intensity of 
solar radiation, as well as technical characteristics and 
features of the operation of buildings, are essential. 

At the same time, the indicator of the integral 
temperature difference is one of the most important 
characteristics of the degree of climate severity during the 
heating period for the region under consideration. 

2 Cumulative and residual integral 
temperature differences inside and 
outside the building 

Divide the heating period into two sub-periods: before and 
after the date of consideration (for example, before and 
after December 1). Then the integral temperature 
difference Bτ can be decomposed into two indicators. 
There are cumulative integral temperature difference 
inside and outside the building: 

Bτ before  =  ∑ j=1(t-tτj ),  j=1,2,…, Lτ
’,  (2) 

 

and residual integral temperature difference inside and 
outside the building: 

Bτ after  =  Bτ - Bτ before .    (3) 
 

Is it possible to predict the indicator of the integral 
temperature difference for the heating period on the basis 
of meteorological observations of the beginning and the 
first half of the heating period? Is there a relationship 

between the accumulated and residual integral 
temperature differences inside and outside the building? 

Let's check the assumption that if the first half of the 
heating year was cold (warm), then the probability of a 
colder (warm) remaining part of the heating period 
increases. 

To test the assumption, a method is used that is based 
on counting and estimating the frequency of distribution 
of observations over the quadrants of the coordinate 
plane. 

The sets of observations (accumulated and residual 
integral temperature differences) for all considered 
heating periods are divided into two subsets according to 
two criteria. Firstly, the accumulated integral temperature 
difference of a given heating period relative to the 
arithmetic mean value for the entire long-term period is 
more or less. Secondly, more or less the residual integral 
temperature difference of the mean long-term value of this 
indicator. In the unlikely cases of coincidence in terms of 
the indicator under consideration with its average annual 
value, this heating period is half taken into account in one 
subset, and half in the other. 

The result is a partition of the set into four subsets. The 
distributions of heating periods by the accumulated and 
residual integral temperature differences in Irkutsk are 
shown in Figure 1. The index of the cumulative 
temperature difference accumulated by a given date is 
considered along the abscissa axis, and the residual 
integral temperature difference along the ordinate. 

The resulting quadrants of the division of the 
coordinate plane can be interpreted as follows: 

- I quadrant describes the distribution of heating 
periods corresponding to the "cold winter" (large values 
of accumulated and residual integral temperature 
differences); 

- III quadrant describes the distribution of heating 
periods corresponding to "warm winter" (small values of 
accumulated and residual integral differences); 

- II and IV quadrants describe situations of 
"asynchronous fuel consumption", until a certain moment 
winter is cold (warm), then it becomes warm (cold). 
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Fig. 1. Distribution of heating periods by accumulated and residual integral temperature differences, Irkutsk 
 

To assess the tightness of the relationship between the 
accumulated and residual integral temperature 
differences, an indicator of the synchronicity of the 
deviations of the integral temperature differences for the 
past and forthcoming heating periods is introduced: 

k  =  (n1 + n3) / ( n2+ n4),   (4) 
 

where ni , i = 1,2,3,4 is the frequency of distribution of 
heating periods along the quadrants of the coordinate 
plane. 

Table 1. Indicator of synchronicity of deviations of 
accumulated and residual integral temperature differences in 

cities of Russia for the period 1900-2019. 

City December 1 January 1 February 1 

Irkutsk 1,95 2,10 1,60 

Novosibirsk 1,08 1,20 1,08 

Moscow 1,17 1,41 1,95 

 
The data in Table 1, as in the following, are ranked in 

descending order of the integral temperature difference 
inside and outside the building during the heating period. 

Table 1 shows the results of calculating the 
synchronicity index (4) for the selected observation points 
and three dates of the heating period. For all observation 
points, the synchronicity index is greater than one. 

To identify the relationship between the accumulated 
and residual integral temperature differences, we will use 
the second method - the construction of a regression 
relationship between the values under consideration.  

Table 2. The values of the indicators of the tightness of the 
relationship between the accumulated and residual integral 

temperature differences for the period 1900-2019. 

City December 
1 

January 
1 

February 
1 

Paired correlation coefficients 

Irkutsk 0,4 0,4 0,4 

Novosibirsk 0,3 0,3 0,3 

Moscow 0,1 0,2 0,4 

Linear regression slope coefficients 

Irkutsk 1,0 0,5 0,3 

Novosibirsk 0,7 0,4 0,2 

Moscow 0,3 0,4 0,3 

Determination coefficients 

Irkutsk 0,2 0,2 0,1 

Novosibirsk 0,1 0,1 0,1 

Moscow 0,0 0,1 0,1 
 
Table 2 shows the values of indicators of paired 

correlation, linear regression slope, determination 
coefficients. The positive values of the slope and 
correlation coefficients indicate a stable positive 
statistical relationship between the deviations of the 
accumulated and residual integral temperature difference 
inside and outside the building. At the same time, the 
coefficient of determination shows that this linear 
relationship cannot be considered significant. 

3 Model for predicting the probability of 
the expected integral temperature 
difference for the upcoming heating 
period 

The set of values of the accumulated integral temperature 
difference for the heating period Bτ before  is divided into n 
intervals with the same discrete step:  

δ = (max Bτ before  - min Bτ before )/n.   (5) 
 

Similarly, the residual integral temperature difference 
is divided into m intervals with the same discrete step. 

The vectors of numbers of the partition intervals are 
introduced for the accumulated integral temperature 
difference: 

Nbefore = {1, 2, ..., i,..., n},   (6) 
 

for the residual integral temperature difference: 
Nafter = {1, 2, ..., j,..., m},   (7) 

 

Next, a matrix of distribution of the accumulated and 
residual integral temperature differences over the 
intervals is formed (to simplify the calculations, n = m= 3 
is taken). 
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Table 3. Distribution matrix of accumulated and residual 
integral temperature differences over intervals  i , j= 1,2,3. 

 
Intervals of accumulated integral 

temperature difference Nbefore 
№ 1 2 3 

Intervals of 
residual 
integral 

temperature 
difference 

Nafter 

1 γ11
 γ12

 γ13
 

2 γ21
 γ22

 γ23
 

3 γ31
 γ32

 γ33
 

 ∑ j=1 γ ij γ1
 γ2

 γ3
 

 
Нere γ ij , i, j = 1,2,3 is the number of observations from the 
i interval of accumulated integral differences in the j 
interval of the residual integral temperature differences; γ i 
, i = 1,2,3   is the total number of observations in the i 
interval of accumulated integral differences: 

γ i= ∑ j=1 γ ij , i,j= 1,2,3.    (8) 
 

To obtain the matrix of conditional probabilities of the 
"transition" of observation from the i interval of 
accumulated integral differences to the j interval of 
residual integral temperature differences, use the formula 

pij= γ ij/ γ i , i,j= 1,2,3.    (9) 

Table 4. Matrix of conditional probabilities of "transition" of 
observation from the i interval of accumulated integral 

differences to the j interval of residual integral temperature 
differences 

p11
 p12

 p13
 

p21
 p22

 p23
 

p31
 p32

 p33
 

 
Where pij , i, j = 1,2,3  is the conditional probability of the 
observation "transition" from the i interval of 
accumulated integral differences to the j interval of 
residual integral temperature differences. 

The sum of the conditional probabilities of the matrix 
over the columns is equal to one. This effect is achieved 
due to the previously adopted method of obtaining 
conditional probabilities: 

∑ i=1 pij =1, i,j= 1,2,3.    (10) 
 
For the matrix of conditional probabilities, the 

following relation is fulfilled (shown in Table 4). 

Table 5. Matrix of conditional probabilities and distribution 
frequencies of cumulative and residual integral temperature 

differences 

p11
 p12

 p13
 

× 
pbefore 1

 

= 
pafter 1

 

p21
 p22

 p23
 pbefore 2

 pafter 2
 

p31
 p32

 p33
 pbefore 3

 pafter 3
 

 
Here pbefore i , i= 1,2,3 is the distribution frequency of the 
accumulated integral difference over the partition 
intervals Nbefore; pafter j , j= 1,2,3 is the distribution 
frequency of the residual integral difference over the 
partition intervals Nafter. 

The splitting intervals of the accumulated integral 
temperature difference can be interpreted as follows. 
Interval 1 characterizes the past part of the heating period 

as a relatively “warm winter”. Interval 2 is like "average 
winter", the realized part of the heating year is within the 
range of average annual indicators. Interval 3 is "cold 
winter". 

The partitioning intervals of the residual integral 
temperature difference can be interpreted as follows. 
Interval 1 characterizes the coming part of the heating 
season as a relatively “warm winter”. Interval 2 is like 
"average winter". And interval 3 is "cold winter". 

Consider the matrices of conditional probabilities for 
the three cities of Irkutsk, Novosibirsk, Moscow by states 
for December 1, January 1, February 1. 

Table 6. Conditional probability matrices for selected cities on 
December 1, January 1, and February 1 

on December 1 on January 1 on February 1 

Irkutsk 

0,3 0,0 0,0 0,3 0,0 0,0 0,2 0,1 0,0 

0,6 0,6 0,6 0,5 0,6 0,5 0,7 0,5 0,5 

0,1 0,4 0,4 0,2 0,4 0,5 0,1 0,4 0,5 

Novosibirsk 

0,4 0,3 0,2 0,4 0,2 0,0 0,3 0,2 0,0 

0,6 0,7 0,5 0,6 0,8 0,9 0,6 0,7 0,3 

0,0 0,0 0,3 0,0 0,1 0,1 0,1 0,1 0,7 

Moscow 

0,5 0,3 0,3 0,4 0,2 0,0 0,4 0,2 0,0 

0,3 0,5 0,6 0,5 0,3 1,0 0,6 0,5 0,6 

0,2 0,2 0,1 0,2 0,4 0,0 0,0 0,3 0,4 
 
The conditional probabilities shown in Table 6 can be 

commented on as follows. Suppose for Irkutsk, based on 
the temperature data for December 1, we observe a "warm 
winter", then with a probability of 0.3 the upcoming part 
of the heating period will be warm, with a probability of 
0.6 the rest of the winter is expected within the mean 
annual values, the winter will be cold with a probability 
of 0.1. 

From Table 6, we see that as the heating period ends, 
the distribution of observations in the conditional 
probability matrices tends to the main diagonal. The 
distributions of observations over Novosibirsk and 
Moscow are indicative, while “medium winters” and 
“cold winters” are typical for Irkutsk. 

4 Conditional entropy as an estimate of 
the model forecasting efficiency 

Entropy is used to assess the efficiency of predicting the 
integral temperature difference inside and outside the 
building for the heating period using conditional 
probability matrices. 

Entropy can be viewed as a “measure of uncertainty” 
when an event occurs.  
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Fig. 2. Hierarchical graph future scenarios 

 
Indeed, choosing a certain scenario for the 

implementation of the remaining part of the heating 
period using the matrices of conditional probabilities of 
the development scenario, we reduce the uncertainty of 
the future, thereby reducing the value of entropy (Figure 
2). 

Let's introduce the indicators: 
1) the general entropy H(J) is the entropy of the 

frequencies of the distribution of the residual integral 
temperature difference over the partition intervals Nafter: 

H(J)=-∑ j=1pafter j·log pafter j ,  (10) 
 

where  pafter j  is the distribution frequency of the residual 
integral difference over the partition intervals Nafter. 

The general entropy H(J) shows the uncertainty of the 
future in case of refusal to choose the scenario for the 
implementation of the current winter. 

2) The partial entropy H(Ji) is the entropy of the 
column vector of the matrix of conditional probabilities: 

H(Ji )=-∑ i=1pij·log pij ,   (11) 
 

where pij  is the conditional probability of the observation 
"transition" from the i interval of accumulated integral 
differences Nbefore  to the j interval of residual integral 
temperature differences Nafter. 

The partial entropy H(Ji) shows the uncertainty 
associated with the choice of the i-th scenario of future 
development. 

In most cases, the partial entropy is less than the 
general one, since when choosing a scenario, we have less 
uncertainty of the future than when refusing to choose 
(Figure 2). 

However, exceptions are possible, when the private 
entropy is greater than the general one: the future 
uncertainty arising when choosing a certain development 
option is greater than uncertainty - without choosing a 
scenario. 

3) The weighted average entropy: 
 weighed H(J)=∑ i=1pbefore i H(Ji ),  (12) 

 

where pbefore i is the distribution frequency of the 
accumulated integral difference over the partition 
intervals Nbefore; H(Ji ) is the private entropy of the i-th 
scenario of future development. 

The weighted average entropy reflects the weighted 
average future uncertainty with the probabilities of the 
current winter. 

The percentage of uncertainty of the future eliminated 
by choosing the i-scenario is calculated. 

δHi=[H(Ji)-H(J)] / H(J)·100%, i=1,2,3,  (13) 
 

where H(J) is the general entropy, H(Ji) is the partial 
entropy. 

Uncertainties of the future, eliminated by predicting 
the integral temperature difference using conditional 
probability matrices, are calculated: 

weighed δHi =∑ i=1pbefore i δHi ,   (14) 
 

Numerical calculations of the partial entropy, the 
general entropy and the weighted average entropy for the 
city of Irkutsk on December 1 are presented in Table 7. 

 

Table 7. Partial entropy, general entropy and weighted 
average entropy of Irkutsk on December 1 

Сonditional probability 
matrix 

The distribution 
frequency 

of the 
accumulat
ed integral 
difference 

of the 
residual 
integral 

difference 
0,3 0,0 0,0 0,3 0,1 

0,6 0,6 0,6 0,7 0,6 

0,1 0,4 0,4 0,1 0,3 

     

Partial entropy for each 
scenario i 

Weighted 
average 
entropy 

General 
entropy 

0,8 0,8 0,7 0,8 0,9 
     

δHi  for each scenario i   

-9% -10% -29%   

 
From Table 7 we see that the partial entropy does not 

exceed the general entropy, i.e. the choice of any scenario 
for the implementation of the current winter for Irkutsk on 
December 1 reduces the uncertainty than in the case of 
refusal to choose the scenario. As expected, the weighted 
average is also less than the total entropy. 

From Table 7 it follows that the choice of the future 
scenario allows reducing the uncertainty to an average of 
16%, in some cases, this effect can be achieved by 30%. 
Knowledge of possible scenarios for the implementation 
of the current winter can significantly reduce future 
uncertainty. 
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Conclusions 

The possibility of predicting the integral temperature 
difference inside and outside the building for the heating 
period on the basis of meteorological data for the first 
months of the heating year has been investigated.  

An assumption is proved about the statistical 
relationship between the accumulated and residual 
integral temperature differences. 

A model has been developed for predicting the 
probability of expected consumption of heat energy and 
fuel for heating for the entire heating period according to 
meteorological data of the beginning of the heating 
period. The model is focused on the construction of 
matrices of conditional probabilities of "transition" of 
observation from the interval of partitioning the 
accumulated integral temperature differences into the 
interval of residual integral temperature differences. 

The conditional probability matrices allow to estimate 
the probabilities of the scenarios for the rest of the heating 
period. Matrices can be used when adjusting fuel supply 
programs. 

Entropy is used to assess the efficiency of predicting 
the integral temperature difference inside and outside the 
building for the heating period using conditional 
probability matrices. On average, the choice of future 
scenarios can reduce entropy by up to 16%. 

The research was carried out with financial support 
from the Russian Foundation for Basic Research (Grant 
№ 19-07-00322). 
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MATRIX OF VULNERABILITY OF DECENTRALIZED AREAS TOLOCAL ENERGY SECURITY RISKS IN THE NORTHERN ANDARCTIC ZONES IN THE STRUCTURAL SET OF SOLUTIONS
Violetta Kiushkina1, Boris Lukutin2
1Chukotsk branch of the North-Eastern Federal University Scientific, Anadyr, Russia1Technical Institute (branch) of North-Eastern Federal University Scientific named after M.K. Ammosov, Neryungri, Russia2National Research Tomsk Polytechnic University Energy Engineering School, Tomsk, Russia

Abstract. The tension of the state of decentralized power supply systems in thenorthern regions, including the Arctic zones, has always been determined by the specificfeatures of their geographical location and the functioning of the economy, which in themselvesgenerate a number of local energy security risks. Nevertheless, both modern and retrospectiveanalysis of energy zones in isolated hard-to-reach territories retains an assessment of the crisisof the situation without the dynamic type of its improvement in ensuring energy security. Theaggregate analysis of the formed risk matrix with the heterogeneous nature of their sources, thecategorization of the depth of consequences and the probability of implementation, made itpossible to obtain a map of local risks of energy security in decentralized regions. On the basisof this, an approach and structure of a set of recommendations for improving energy security ispresented in the model of combining the rank of the indicator's importance, the priority of risksand the expected social, environmental and economic effects in a reasonable option forchoosing solutions and recommended measures to ensure a stable state and development ofdecentralized zones of power supply and energy facilities of territories Northern regions andArctic zones.
1 Introduction
The combination of territorial factors (specificfeatures of the geographical location of the decentralizedzones of the northern regions) and situational factors ofautonomous energy forms the structural basis for themodel of the local hazard measure - the risks of reducingthe acceptable level of energy security (EnS) of thestudied territories.Accept that the "oppressed" state of the decentralizedenergy zone in relation to energy security - a decrease inindicators and abilities that characterize the provision ofcomfortable living conditions for the population and thefunctioning of energy facilities, with a certain degree ofvulnerability of the EnS level protection associated withnegative events (risk intensity, duration of exposure to

risks, severity consequences, dynamics of changes inrisks and threats).Based on the analysis of factors, conditions andstatistical data for hard-to-reach territories of the regionsof the North and the Arctic zones with the features ofdecentralized power supply and the composition of theirinherent threats, a list of examples of local risks wasformed (table 1) [1]. The analysis of groups of factorsshowed that the state of energy security of decentralizedpower supply complexes is influenced by many factors,among which the most significant are shown in Figure 1.These factors are interconnected with other factors of adifferent nature that enhance or mitigate the impact of acertain threat, and at the same time, they themselvesaffect stabilizing others.
Fig 1. Influencing factors on the state of EnS of decentralized energy complexes
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2. Local risks of energy security of decentralized areas
Table 1. Possible local risks of EnS of the decentralized power supply zone

The list should vary based on the individuallyanalyzed territories where the decentralized energycomplex of power supply operates, and the clearlyestablished composition of the EnS threats for thecurrent period of time. It is advisable to single out agroup of risks for EnS associated with an internal threatspecific to decentralized energy zones.

№ Risk name Threat status, probability of transformation
𝑅1 The risk of undersupply of electrical energy dueto a disruption in the supply (natural conditions,financial instability) or the supply of incompletefuel resources (aggravated by the dominance ofone fuel resource)

Strategic character, weakening with diversification ofresources, formation of logistics of guaranteed andreliable fuel supplies, taking into account the climaticcharacteristics of the northern regions, transportationroutes, pricing policy
𝑅2 The risk of periods of forced downtime andemergency situations due to low / lack ofqualifications of personnel

Current character, zeroed when the educational clusteris strengthened

𝑅3 The risk of a decrease in the rate of optimizationof the structure of autonomous power supplysystems (APSS) in case of insufficient / lack ofinvestment

Strategic character, weakening with the strengtheningof trends in the introduction of new availabletechnologies, the fulfillment of establishedrequirements, an orientation towards social investment
𝑅4 Risk of disruption of uninterrupted power supplyto consumers
𝑅5 The risk of high losses (energy, consumption offuel resources) due to an ineffective process ofelectricity production and reduced technical andeconomic indicators of the APSS
𝑅6 The risk of long-term elimination of a failure dueto an unacceptable reaction to an accident(climatic conditions, personnel situation,transport-territorial factors)
𝑅7 The risk of undersupply of electrical energy dueto the lack of strategic supply of fuel in therequired volume of decentralized energycomplexes (DECPS)

Strategic character, weakened by resourcediversification and targeted regional policy action

𝑅8 Risk of high equipment failure rate due todegradation state Strategic character , weakening with the strengtheningof trends in the introduction of new availabletechnologies, the fulfillment of establishedrequirements, an orientation towards social investment
𝑅9 The risk of long-term restoration of equipmentdue to the complexity of the service (lack of spareparts for a wide range of types of units, limitedcompetence of working personnel)

Current character, zeroing in case of compleximplementation of organizational and managerialdevelopment measures
𝑅10 The risk of increasing the cost of electricityproduction Strategic character, weakening with resourcediversification
𝑅11 The risk of an increase in the number of insolventpopulation - an increase in restrictions onexpenditure items
𝑅12 The risk of inappropriate priority of the use offunds Current character, weakening when adjusting regionalpolicy, the formation of internal sources ofdevelopment of the territory
𝑅13 The risk of an unacceptable decrease in theenergy efficiency of DECPS Current nature, weakening with strengthening trends inthe introduction of new available technologies
𝑅14 The risk of unacceptable losses of electricity dueto inefficient transmission

The risk of undersupply of electrical energyassociated with fuel supply for such energy zonescharacterizes the failure to meet the requirements for fueland energy saving to consumers, based on the definitionof EnS, which can bring a natural threat (sharp and long-term adverse natural phenomena, climatic changes in theoverlap of the navigation terms sea-river-winter road),financial and economic threat (insolvency of the
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population, spending of funds in case of unplanneddeposit and additional equipment to release deliveryroutes, ineffective use of energy resources withinefficient DECPS, one-sidedness of energy savingmeasures, insufficient reliability of the tank farm of fuelresources, absence and limitation of permanent transportlinks in during the year between the zones, lack ofdiversification of power supply, insufficient fuelreserves), which led to interruptions and untimelysupplies of fuel resources and a shortage of electricenergy in winter time.The risk of downtime of DECPS and unacceptabledecrease in the efficiency of DECPS associated withstaffing characterizes the violation of the reliabilitycomponent of EnS, which can bring a pronounced social,personnel, and labor resource threat (low qualification ofpersonnel, lack of qualified personnel, low qualificationsof engineering and technical workers, weak socialresponsibility), which led to an increase in equipmentfailures, erroneous decisions, power outages.For decentralized energy zones, in contrast to otherterritorial entities and centralized systems, due to thespecifics of the existence and autonomy of powersupply, there are no risks that are insignificant for thestate of EnS. This is due to the high degree ofsusceptibility to the impact of real and potential threats,primarily generated by the properties of territories, as theinternal potential of a source of risk. Acceptable(permissible) risk (ALARA principle - "as low aspossible within reasonable") combines technical, socialand economic aspects that require joint consideration.For decentralized zones, the ALARA principle isimplemented to the level of conditional probability forthe current period of time.
3.Matrix of vulnerability of decentralizedenergy zones

The elements of risk are the probability and sourcesof origin of the risk, which is described as a combinationwith the element of the potential consequences of itsexposure. In the absence of relevant statisticalinformation, the task of constructing a risk matrixsimplifies the use of a point assessment of theprobability of risk occurrence and the severity ofconsequences. In accordance with this, for the studiedterritories, a classification of the point assessment of theprobability of occurrence (table 2) and the severity of theconsequences of risks (table 3) for EnS was formed,using the main provisions of the theory of risks [2],deeply studied and adapted in works and developmentsto assess individual regions [3].The risk probability classes are determined using agradation of points with a large step and descriptions,taking into account the specifics for autonomous powersupply systems, which recognizes only the rigidboundaries of their state in the current conditions.Risk analysis uses the levels of consequencescharacteristic of decentralization conditions and thedescriptions associated with them. The class of thecategory of consequences according to the degree of"destruction" and the attainability of the level of

susceptibility and vulnerability of EnS for a specificterritory in conditions of autonomy, isolation, andseverity of the climate.
Table 2. Classification of the probability of risks

Р𝑗 Weightcoefficient Description Justification ofriskmanifestation
𝑃1 𝑅𝑖 5 points Absolutelyaccuratewith highprobability

Expressedterritorial-geographical,natural,technological,socio-economicfactors
𝑃2 𝑅𝑖 3 points Really withtheexpectationof a randomnegativeevent

Expressedterritorial-geographical,natural andsituationalfactors ofautonomy
𝑃3 𝑅𝑖 1 points Unlikely, butacceptableunderexistingconditions

Expressedterritorial-geographical,natural factors

Table 3. Classification of the severity of the consequences ofrisks
Classweightcoefficient

Consequencesto the level of"oppression"
Compliance with thelevel of risk

П1 5points High /emergencystate
Unacceptable withthe transition to anemergency state,leading to a seriousthreat to EnS / itscomponents or acomplete disruptionof activities (requiresa decrease in thedegree of impact forthe further existenceand functioning ofthe decentralizedzoneП2 3points Borderline /depressive state Unacceptable inconditions ofautonomy, with theloss of somefunctions, caused bysignificant changes(requires anassessment ofmeasures to reducethe degree of impact)П3 1points Weak /conditionallysafe current
Acceptable /tolerable withoutconsequences, as a
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state prerequisite for thepossibility ofmanifestation(requires continuousmonitoring of thesituation and in theabsence and withweak symptoms ofthe appearance ofdanger)

THEnS = (5,3,3,3,3,5,3,5,3,5,3) (2)

Pre-decentralized territories, on the example of theRepublic of Sakha (Yakutia), as a leader in terms of thescale of operation of small-scale energy facilities inconditions of discomfort, were subjected to clusteringaccording to the manifestation of the intensity of factorsprerequisites for risks (territorial-geographical,situational for autonomy). For the example underconsideration, an analysis of the local risks of the EnSwas carried out and a matrix of vulnerability of thedecentralized territories of the North and the Arcticzones to them was compiled. As a result of the aggregateanalysis of the general matrix of local risks (1), and thecategorization of the depth of damage and the probabilityof risk realization (2), a map of EnS local risks (3) wasobtained for the whole decentralized energy supply zone

П3 П2 П11 3 5 𝑅1, Group А1 3 3 𝑅2, Group А, В, С1 3 3 𝑅3, Group B, С1 3 3 𝑅4, Group А, В1 5 5 𝑅5, Group СDTр = 1 5 5 𝑅6, Group А (1)1 3 3 𝑅7, Group А1 5 5 𝑅8, Group B, С3 3 1 𝑅9, Group С1 5 1 𝑅13, Group В, С5 1 1 𝑅14, Group В, С

П3 П2 П15 15 25 𝑅13 9 9 𝑅23 9 9 𝑅33 9 9 𝑅43 15 15 𝑅5RISK RATIO = 5 25 25 𝑅6 (3)3 9 9 𝑅75 25 25 𝑅89 9 1 𝑅95 25 5 𝑅1315 3 3 𝑅14

of the study area, excluding risks with index 10-12 thisresearch view.Thirty five experts took part in the procedure forjudging the formation of a vulnerability matrix and avector of threats for decentralized energy zones, twentyfive of whom belong to a group of scientists (professors,associate professors), ten - to specialists, managers ofproduction facilities (chief engineers, chief powerengineers, chiefs of power supply regions, chiefengineers electrical networks of the East, etc.). Theinvolvement of a wide range of specialists as experts,most of whom are related to the autonomous powerindustry of the Far East, which is the leader in the scaleof operation of small-scale energy facilities andterritorial affiliation to the decentralized sector, allows usto assume a priori a sufficiently high reliability andrepresentativeness of the initial expert assessments. Theconclusions of the expert practitioners are based on theirown professional experience in decentralized powersupply systems. The risk analysis also includes theresults of many years of research into the features ofdecentralized power supply in the North: retrospectivecollection of data on situations; statistical data ofperiodic observation of the relevant industry services atthe facilities of decentralized power supply systems inthe North and the Arctic.Group A indicates the dominant dependence on thefactors of autonomy and potential of territories togenerate risks in the conditions of existence. Group B -the predominance of dependence on sources associatedwith economic factors in conjunction with thespecialization of economic activities. Group C representsthe key impact of a group of threats with the essence ofan ineffective level, incomplete focus, imperfection andlow dynamism in the formation and implementation ofthe economic policy of the region, regional energysecurity policy.The local risk map is a visual diagram of theinterpretation of the most vulnerable point in the EnSthrough the characteristic of a certain risk that mayappear for a cluster of decentralized territories with themost unfavorable consequences. The highest risk priority(criticality coefficient) in the map reflects the mostpotentially dangerous risk, taking into account thedamaging factors for the territory in comparison withothers, represents the rank of risks, which will allowtaking measures in advance to prevent and neutralizethem. The cells of the map, in which the "Risk ratio" hasthe maximum index, show the realization of the threatwith the most severe consequences for the decentralizedzone in the conditions of its existence. Namely, for aseparate example of decentralized territories [4], in caseof manifestations of factors of failure in the supply offuel resources caused by climatic and other situations,and manifestations of technical and technological factorsof energy complexes, aggravated by isolation, limitedavailability, low competence and the level of operatingpersonnel. What entails a probable shortage of electricityand heat energy to the consumer with the possiblemanifestation of severe consequences during longperiods of a sharp cold snap. A more individualconsideration of the degree of vulnerability of each
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decentralized zone shows the likelihood of themanifestation of a set of sources and situations that giverise to the realization of risks of a certain group, whichwill reveal either the duration of the aggravation of theconsequences, or its short duration with rapidlyeliminating violations and failures.Also, when carrying out the analysis, the sphere ofvital activity of each municipal formation of theinvestigated decentralized energy zones was taken intoaccount. As a result, three spheres of varying degrees ofseverity of economic specialization of economic activitywere formed: agricultural, industrial spheres, and amixed group of regions in which agriculture and industryare developed approximately equally. The conductedclustering within each group made it possible to identifythe most vulnerable spots. This analysis for the periodunder review is a good basis for developing top-priorityrecommendations for neutralizing threats to energysecurity in groups of the same type.
4. Structured diagram of the focus ofmeasures to improve the energysecurity of decentralized energy zones

The performed analysis is incorporated into ageneralized model (figure 2) of the combination of therank of the importance of the indicator, the manifestedgroup of aggravating factors of specificity, the priority ofthe risks of the map of local risks of the developed list,the expected effects of the direction of the proposedmeasures for decentralized power supply zones and thechoice of solutions for the energy sector of the territoriesof the Northern regions and the Arctic zones.The structured scheme allows you to form anindividual trajectory of each territory in successfulpositions for increasing the EnB, using a matrix and amap of local risks to plan a reasonable focus of activitiesas a composite tool for analyzing and managing theenergy security of decentralized energy zones of suchcomplex territories.The structural model is subject to systematic revisiondue to a possible change in reality and a change in theform of actions (strengthening / weakening) of variousfactors for threats. This makes it possible to formmeasures of a permanent nature, to define a tough areaof   monitoring, to reduce the risks of formingincorrect decisions in energy policy and the choice of thesequence of investment and other measures.As a whole, the tool for analyzing and managingenergy security through assessing the impact of localrisks of the EnS and understanding changes in its indexshould create conditions for building a competent,appropriate and effective regional energy security policy.Drawing up individual maps of the situation ofdecentralized power supply as part of regional energysecurity should include the context of adequacy andusefulness for conceptualizing threats and challenges,forming an advanced policy for the stableimplementation of preventive measures to neutralize

risks in a complex relationship with the dynamics ofchanging factors, conditions, situations, objectives andgoals of sustainable, strategic and socio-economicdevelopment. Energy security risk management ofterritories and electrification facilities in a decentralizedenvironment limited by various factors and conditionsshould be a fixed level in the regional segment of thestate assessment.As a consequence of the impact of local risks of EnSfor a decentralized area, there is a potential combinationof a decrease in energy supply levels and acomprehensive provision of comfortable livingconditions for the population, the disappearance of theculture of the indigenous peoples of the North (IPN), aviolation of the eco-heritage of the North and fishingzones, a disturbance of the environment for thetraditional form of nature management (reindeerhusbandry and etc.). in general, the "damage" to thesocial component of the EnS is characterized as theessence of the EnS of a decentralized zone, which canbring a socio-political threat (unaddressed actions ofregional authorities, which led to an energy imbalance ofthe territory, stagnation of economic efficiency,deterioration of the availability of electricity to theconsumer), management and legal threat (ineffectivenessof regional and social policy, which led to the sameconsequences).The observed stagnation of the socio-economicdevelopment of the decentralized zone, the growth ofdifferentiation of the level and quality of life of thepopulation of the decentralized zone, persist due to theconditions in which the DECPS functions and are of astrategic nature of an immediate decision. Adjustment ofregional policy - development by identifying the meritsand advantages of each decentralized zone,strengthening the effective focus of measures for thedevelopment of the territory in the changes in the energystructure of modern energy.Thus, the analysis has identified the most critical setof identified vulnerabilities in the decentralized regionsof the North and the Arctic zones. The proposedvulnerability matrix makes it possible to assess andpredict the impact of local risks associated withindividual threats, reflecting to a greater extent thespecificity of the territories in combination with theautonomy of power supply and creating the greatestpossibility of causing damage to decentralized energy.The resulting map of local risks of decentralized areas,taking into account these factors, gives an idea of   therisks with a high criticality coefficient, and the need forconstant monitoring of changes in their dynamics,measuring significant indicators and the general level ofenergy security of the area. The proposed structure forthe choice of measures allows plan targeted criteria forchoosing the direction of measures, to correctly assesstheir rationality and appropriate sequence for the energyzone or their groups with the same type of impact ofthreats.

Belonging to the level of importanceof the indicator in the block
542



Fig. 2. A fragment of the structural diagram of the substantiation of the choice of the direction of measures to maintain the conditionsfor the implementation of the ENB of the infrastructural isolated DECPS territories of the North and the Arctic zone of the RussianFederation

Reference1. V. Kiushkina. Risks of reduced local energy securityof isolated territories of the Northern regions and theArctic zones. Regional energy and energy saving. 1, 48(2019)2. Yachia L., Nikonov V. Risk Management (based onthe results of the work of the Working Group of theEuropean Economic Commission of the UnitedNations). 1, 4-22 (2014)3. Saveliev V.A., Bataeva V.V. Assessment of the riskof reducing the energy security of the region. Bulletinof the Ivanovo State Power Engineering University. 3(2013)

4. Kiushkina V. R., Reev S.N. Regional assessmentindicators and energy security risks of decentralizedenergy zones in the Arctic. Сollection of materials ofthe V International Arctic Conference 2020. 32-33(2020)
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An attempt at assessing the economic component of strategic 
threats to energy security  
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Abstract. The paper studies the main economic threats to energy security and the indicators descriptive 
of them. Available models to estimate the numerical values of these threats are presented. The results of 
modeled calculations are provided. 
Keywords: energy security, strategic threats, indicators, risks. 

 
The International Energy Agency defines energy secu-
rity as "the uninterrupted availability of energy sources 
at an affordable price" [1].  This interpretation attests to 
the important role of the economic component of ener-
gy security and the consideration of such strategic 
threats as the shortage of production capacity in the 
energy sector and the dynamics of energy prices that 
are unacceptable for the country's economy. The quan-
titative assessment of the significance of these threats, 
the probability of their occurrence, and possible dam-
ages is an essential and challenging problem, and there 
are no satisfactory and generally accepted methods for 
solving it [2-6].  

The threat of possible long-term capacity shortage 
may be caused by lack of investment and other re-
sources for timely implementation of large-scale pro-
jects, issues with the required development in linked 
industries and infrastructure, and time constraints (iner-
tia). 

Investment risks of projects and options for the de-
velopment of the electric power industry and the share 
of power plants with unacceptable risk in the mix of 
new capacity additions can be used as indicators of 
energy security. For their numerical evaluation, in stud-
ies conducted at the SEI SB RAS the MISS-EL sto-
chastic model (computer program) that integrates op-
timization with the well-established Monte Carlo 
method is employed [7]. It allows identifying rational 
options for the development of regional electric power 
supply systems based on the criterion of minimum dis-
counted cost required to meet the predefined demand 
for the electric power.  

An important feature of the MISS-EL model is that 
all key input data and constraints are specified not as 
point estimates but as ranges of possible values, with 
the ability to factor in the different probability laws that 
govern the distribution of values within such intervals. 
The model makes it possible to obtain hundreds of bal-
anced and optimal options under different input data, to 
select the most stable of them, and to estimate the 
probability of newly built and reconstructed power 
plants of various capacity that are getting included into 
this main option. The lower the probability, the higher 

the risk to the investor. Accordingly, the investment 
risk is defined as an inverse value of the  probability. 

The presented results of calculations performed 
with the MISS-EL model refer to the option of electric 
power supply of 6 federal districts of the European part 
of Russia, including the Ural federal district. The con-
ditions defining this option are similar to those of the 
minimum capacity option in the General Scheme (Mas-
ter plan) of new power plant capacity additions until 
2035, adopted by the Government of the Russian Fed-
eration in June 2017 [8]. 

The investment risks, as well as the cost of elec-
tricity generation, are significantly affected by the pro-
jected demand for electricity (Figure 1). This effect 
manifests itself differently for different plants and de-
pends on the magnitude and nature of uncertainty of 
the input data (Table 1).  

 
Table 1. Investment risks of new power plants and their de-
pendence on changes in projected electricity demand, % 

Power plants Deviation from the reference 
case 

-5% 0% 5% 
Steam-electric pow-
er plant, gas-fired  

14-21 13-20 11-18 

Central heating and 
power plants, gas-
fired 

2-4 1,5-4 1-2 

Central heating and 
power plants, coal-
fired 

17-31 4-23 2-18 

Nuclear power 
plants 

25-35 19-26 9-17 

Hydropower plants 16-20 14-17 11-14 
Renewables 20-40 12-32 11-22 
Average risk value 12-20 8-17 6-13 

Note. The lower bound was arrived at when assuming the 
normal probability distribution of the input data, the upper 
one corresponds to the interval uncertainty. 

 
The modeled calculations demonstrated noticeable 

regional differences in probability (risks) of the power 
plant capacity shortage (Table 2).  

The table shows that under minimum uncertainty of 
input data (normal distribution of their probability) the 
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weighted average risk of total new capacity additions 
for power plants in some regions ranges from 4 to 15%, 
while in the case of interval uncertainty it is 10 to 20%. 

In this case, the risk of investing in the construction of 
individual plants may exceed 50%. 

 

    
Figure 1. Effect of changes in electricity demand on the average generation cost (a) and risk for investors (b) 

Note. The lower bound was arrived at when assuming the normal probability distribution of the input data, the upper one cor-
responds to the interval uncertainty. 
 

 
Table 2. Effect of the nature of uncertainty of the input data on investment risks and electricity cost in some of the regions (Federal 
districts) 

Indicator Unit of 
measurement 

Nature  
of uncertainty 

Regions 
1 2 3 4 5 6 

Investment risks of power 
supply options 

% Normal distribution 9 15 15 2.5 4 7 
Interval uncertainty 19.5 20 19.5 10 12 17 

Percentage of capacity of 
plants with the risk of more 
than 50% 

% Normal distribution 2.5 2.2 3 1.2 0 7.3 
Interval uncertainty 6.5 9.3 5.5 0 0 6 

Electricity cost Cents per 
kWh 

Normal distribution 7.3 7.7 7.8 8.1 7.7 7 
Interval uncertainty 7.3 8 8 8.6 8.3 7.3 

 
The mix of new power plant capacity additions also 

depends on the uncertainty of specified conditions. 
This is evidenced, for example, by the share of HPPs 
and renewables in the mix of new power plants (Table 
3). It changes markedly not only if compared to the 
deterministic option, but also when comparing options 
with different types of uncertainty. At the same time, 
due to the specified constraints on new capacity addi-
tions in some regions, the change in the uncertainty of 
the input data leads to an increase in the role of these 
power plants, while in others - to its decrease. 

Modeled calculations provide evidence for a no-
ticeable effect of the discount rate assumed during op-

timization on the mix of new capacity additions and, 
accordingly, on investment risks (Figure 2). 

For a comprehensive assessment of the capacity 
shortage threat in the implementation of an electric 
power sector development option, it is required to 
know not only the probability (risk) and magnitude of 
the shortage, but also the possible macroeconomic 
damage it does. The cross-sector optimization model 
MIDL is used to determine it [9]. It follows from the 
modeled calculations that with an annual one-percent 
capacity shortage of power plants, the GDP decrease 
may exceed 0.15 percent. 

 
 
Table 3. The share of hydroelectric and renewable-energy power plants in the overall makeup of newly built power plants as a func-
tion of the way the conditions of the development of regional energy supply systems are handled, %  

Input data specification Regions Aggregated re-
gion as a whole 1 2 3 4 5 6 

Deterministic 1.7 11.3 0.7 11 16.9 7.3 6.9 
Normal probability distribution 1.2 11.1 2.1 12.9 16.5 7.4 7.1 
Interval uncertainty 1.2 10.7 3 10.5 15.8 11.5 7.5 
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Fig. 2. The effect of the discount rate on the mix of new power plant additions 
 

 
The reasons for the threat of unacceptable dynamics 

of an electricity price increase may be any of the fol-
lowing: contradictions between the interests of produc-
ers and consumers, uncertainty of the market state, 
slower improvement in living standards, low adaptabil-
ity of consumers to price changes, or high energy in-
tensity of the economy. Among the most important 
energy security indicators characterizing this threat one 
can highlight the following ones:  

1. Price elasticity of demand for electricity.  
The higher the price elasticity of demand for elec-

tricity, the higher the level of consumers' adaptation to 
the threat of its rise in price. 

2. Share of electricity costs in the GDP 
This share in Russia is now about 11%, which is 2-

3 percentage points higher than the world average. 
However, it could increase significantly with the im-
plementation of the Paris Agreement to reduce CO2 
emissions. 

3. Decrease in the GDP growth rates given in-
creased electricity price  

The latter indicator, which characterizes the nega-
tive response of macroeconomic indicators to increased 
electricity price can serve as an overall characteristic of 

the price threat to energy security. For the purposes of 
its approximate numerical estimation, it is possible to 
use the system of models developed at the SEI SB RAS 
(Figure 3), the main role in which is played by the 
cross-sector optimization MIDL model, as well as 
models that assess the impact of increased prices of 
energy carriers on prices in the production sector and 
on reducing final consumption of goods and services in 
the tertiary sector. An example of such assessment is 
given in Table 4. 

The results of modeled calculations show that de-
pending on the structure and pace of economic devel-
opment and other factors, the price elasticity of the 
GDP with respect to the price of electricity may vary in 
the medium term from -0.12 to -0.16%. In the long run, 
the impact of electricity cost changes on economic 
growth should diminish. 

Among the unsolved problems of numerical evalua-
tion of strategic threats to energy security, one can 
highlight the problem of constructing a composite 
(overall) index of these threats that would take into 
account their interrelationships and relative signifi-
cance of these threats as it changes over time. 

 
 

Table 4. Changes in macroeconomic performance indicators given an increase in the electricity price, % 
  

Performance indicators 
Growth in electricity tariffs 

by 20% by 50% by 100% 
Year 2010 Year 2030 Year 2010 Year 2030 Year 2010 Year 2030 

Inflation rate 0.7 0.3 2.2 0.95 4.8 2.3 
Cost of living 0.8 0.7 2.4 1.9 5.2 4.2 
GDP -2.0 -1.6 -3.6 -3.1 -6.3 -5.5 
Final consumption of goods and 
services 

 
-2.4 

 
-1.6 

 
-4.5 

 
-3.2 

 
-8.1 

 
-5.9 

 
 

Gas-fired power 
l  

Coal-fired power 
 

Nuclear power plants 

Discount rate, % 

HPPs+Renewable
 

% 
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Figure 3. The MESTEK model system 
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Abstract. The paper studies the problem of overall assessment of energy sector development options from 
the standpoint of meeting energy security requirements. It is shown that as the projection time frame 
extends further into the future, its economic component gains in importance on a par with integral 
indicators descriptive of strategic threats to and sustainability of energy systems development. 
Methodological approaches to assessment of these indicators are proposed.   
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The methodology behind long-term projections of 
energy systems development should take into account 
two essential factors: the exponential growth of 
uncertainty of future conditions and the diminishing 
importance of projection results for making priority 
strategic decisions as the time frame extends into the 
future. This means that depending on a given time 
period, the importance of indicators telling of the energy 
security performance of the country changes and, 
accordingly, different methods of their numerical 
evaluation are required. 

International practices are those of adopting the 
methods of energy security assessment that are based on 
the choice of composition and evaluation of different 
indicators, assigning different weights to them, and 
designing composite indexes [1]. An example of such a 
procedure based on the indicator analysis technique is an 
overall indicator (index) used by the Global Energy 
Institute U.S.  Chamber of Commerce to characterize the 
dynamics of U.S. energy security [2]. It incorporates the 
values of 37 measures in nine categories, with these 
metrics used to create four sub-indexes (Figure 1).  

The World Energy Forum (WEF) adopts another 
composite index that incorporates 15 indicators to assess 
the energy security performance of 127 countries 
annually. On this index, Russia ranks 48th out of 127 
countries [3], and it scores 45th out of 125 countries on 
the Energy Trilemma Index of the International Energy 
Council [4]. 

The composition of the indicators used largely 
depends on the interpretation of the concept of energy 
security. Over 80 interpretations are proposed in the 
research published abroad [5]. A conceptual definition of 
energy security is given by the International Energy 
Agency: "uninterrupted availability of energy sources at 
an affordable price" [6]. 

The economic component in the structure of 
composite energy security indexes used by different 
international organizations accounts for about 30 percent 
(Table 1). In fact, its share is larger as it is present in the 
resource and environmental components as well. 

Table 1. Structure of overall indexes of energy security in 
approaches to assessment of its current performance: the case 
of the studies published abroad 

Components of 
energy security 

Some of the key indicators Share, 
% 

Economic Electricity and fuel prices 
Energy intensity of the 
GDP 

20-30 

Geopolitical Volatility of global energy 
markets 
Import dependence 

15-25 

Reliability, 
flexibility,  
and quality of 
energy supply 

Energy reserves 
Political stability 

15-25 

Environmental 
sustainability 

CO2 emissions from power 
plants 
The share of RES and NPPs 

20-30 

 
An analysis of the practices adopted in Russia and 

abroad for assessment of the current and prospective 
energy security performance of the country [7] shows 
that the composition of the indicators used and their 
weights (significance) remain constant, independent of 
the considered time period. These and other 
shortcomings, that are getting all the more pronounced 
when making long-term projections, can be eliminated 
with the use of optimization models. The significance of 
individual indicators can be approximated by the impact 
on changes in the functional (objective function) of the 
model of the given level or a higher level. 

Systems of optimization and simulation models 
become indispensable in identifying strategic threats. 
This comprehensive characteristic of the energy security 
performance should be defined and generalized at 
different hierarchical levels. At the same time, the 
composition and degree of aggregation of employed 
models should depend on the given time frame (Figure 
2). 

The main strategic threats to energy security include 
the threat of long-term shortages of energy carriers and 
electricity and fuel prices that prove unacceptably high 
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for the economy. Quantitative assessment of these and 
other strategic threats to energy security calls for solving 
a number of interrelated problems (Figure 3).  

An overall indicator of strategic threats could be used 
to assess the sustainability of the considered option of the 
energy sector development. 

Of different interpretations of the concept of 
resilience of energy systems development available, the 
most suitable, for the purposes of solving the problems 

of long-term projections, is the following: the ability to 
preserve the given development path under external and 
internal impacts or to return to it within an acceptable 
period of time at an acceptable cost [8]. 

Obviously, all other things being equal, with the 
system's sustainability improving, the security of its 
development also increases. However, its numerical 
evaluation proves challenging. 

 
 
 
 
 
       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Construction of the overall index of U.S. energy security risk 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 2. Reasonable composition of optimization models for overall assessment of the energy security performance at different 
stages of projection studies of energy sector development 
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Fig. 3. Problems to be solved in the course of the study and quantitative assessment of the main strategic threats to energy 
security 

 
 
In the studies published by the Energy Research 

Institute of the Russian Academy of Sciences [9], it is 
proposed to use the deviation of the country's GDP from 
its value in the reference case as a quantitative measure 
of Russia's energy sector development sustainability. Such 
deviation results from a possible realization of scenarios 
other than the reference one. This approach is suitable 
for comparative assessment of the options, but it is not 
clear how to determine the sustainability of the reference 
option itself. 

It appears that it is necessary to distinguish between 
the relative and actual sustainability of the energy sector 
development options. The former can be defined by 
comparing it against the results of the reference case. 
The assessment of the latter, however, would require 
summarizing the results of a sustainability analysis of 
individual industries that make up the energy sector and 
regional energy supply systems. Overall indicators of 
strategic threats would also facilitate such an assessment. 

In the end, the sustainability of a given option of the 
system development is determined by the sustainability of 
dynamics of indicators characterizing the key takeaways 
of the projection.  

An important role in factoring in the uncertainty 
when making long-term projections of the energy sector 
development is played by the scenario approach, i.e. 
modeled calculations under various possible states of the 
external environment. Based on the analysis of a set of 
options deemed optimal under certain conditions, the 
projection range of projected indicators is formed. The 
sustainability of dynamics of these indicators can be 
measured by the width of the "uncertainty cone" or by 
the deviation from one of its boundaries. 

The weighted average sustainability value of 
individual projected indicators allows to assess the 
sustainability of the reference case or the projected case 
selected otherwise.   

 
Conclusion  
Numerical evaluation of options for the development of 
the energy sector and energy supply systems as based on 
the energy security criterion should become an essential 
component of projection studies. 

The methods for energy security performance 
assessment depend on the given time frame and the 
objectives of projection studies. 

As the projection time frame extends into the future, 
the indicators characterizing the economic component of 
energy security gain in importance. 

The indicator analysis technique as applied to energy 
security performance plays a key role in short-term 
projections. In projections that go up to 10-15 years into 
the future, of more importance is the assessment of 
strategic threats, while in case of long-term projections it 
is the assessment of the sustainability of development 
pathways and trends of the country's energy sector. 

When constructing overall energy security indexes 
and evaluating their projected values, a special role is 
played by contingency calculations that utilize economic 
and mathematical optimization models. 

An important and still unsolved problem of the 
studies in this field is a numerical evaluation of threshold 
values of indexes and overall indicators of energy 
security. These estimates should depend on both the 
conditions (scenarios) of development of the economy 
and the energy sector and the projected time frame. 

 
The research was carried out under State Assignment III.17.5.2 (reg. No. АААА-А17-117030310432-7) of the program for basic 
research of the SB RAS, the research was supported in part by an RFBR grant under the research project No. 20-010-00204) 
 

Identification of the projection range of the energy sector development, singling out invariants and the 
instability area (for each scenario) 

Assessment of investment risks and the threat 
of capacity shortage in energy industry 

systems 

Assessment of the threat of an 
excessive increase in prices of 

energy carriers 

Identification of causes of threats and ways to 
mitigate them 

Assessment of possible damages 

Quantitative assessment of energy security 
indicators and indexes and their thresholds 
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Abstract. Determination of reserves of generating capacity is one of the main tasks in planning the future 
development of electric power systems. There are many problems that affect the rational level of redundancy 
of generating capacities in Russian power industry. Modern changes in the Russian electric power industry 
concerning the level of redundancy of generating capacity in the long-term planning of the development of 
the Unified Power System (UPS) of Russia are analyzed in the article. The optimization problem of 
determining the necessary reserves of generating capacity in the power system, based on the assessment of 
adequacy, taking into account the modern features of the development of the UPS of Russia is presented. The 
results of assessing the adequacy of the UPS of Russia at the level of 2022 and the value of the optimized 
reserves of generating capacity in the UPS of Russia are showed in the final part. 

Introduction  

The problem of determining the rational level of 
redundancy of generating capacities is one of the main 
ones in the long-term planning of power systems 
development [1]. The reserve of generating capacities in 
the power system should have an optimal value 
corresponding to the technical and economic criterion. 
Many factors influence on determination of the level of 
optimal redundancy of generating capacity. Among the 
main ones are the level of accidents in power equipment, 
the rules for scheduled repairs of power equipment, the 
development of the electric network, the amount of 
damage to consumers from insufficient reliability of the 
power system. The main criterion for solving the problem 
of optimal reserves of generating capacity of the electric 
power system (EPS) is to minimize the amount of costs to 
increase the reliability of the EPS and the damages 
resulting from insufficient reliability of the EPS [2-4]. 

A wide range of indicators is determined in adequacy 
assessment. They are associated with damage and 
characterize the level of reliability of the power system. 
The probability of deficit-free operation can be used 
instead of using damage from low reliability in the 
problem of optimal reservation of generating capacity. In 
the main, the probability of deficit-free operation is used 
as an additional constraint [4]. This formulation of the 
problem is equivalent to a formulation with a damage; 
moreover, with this formulation, it is possible to take into 
account possible requirements from electricity consumers 
in ensuring the standard level of reliability of power 
supply.  

It is advisable to substantiate the level of reserves of 
generating capacity in accordance with the development 

of the network part of the power system. In terms of 
ensuring the reliability of electricity consumers, these 
technological links are connected in series and the 
overestimated reliability of one of the links will not lead 
to the effect of ensuring the required level of reliability of 
electricity consumers [5]. 

The amount of generating capacity reserves influence 
to many strategic mechanisms for the development of the 
power system. For example, within the framework of the 
capacity market, the main mechanism is competitive 
power take-off (CРТ) [6]. The amount of the generating 
capacity reserve is included in the demand for capacity 
during the CРТ and, accordingly, directly affects the final 
price of capacity. As a first approximation, for the first 
price zone of the Unified Power System (UPS) of Russia, a 
decrease in demand and, accordingly, in the amount of the 
generating capacity reserve by 5% will lead to a decrease 
in the price during CРТ by 15%, and in the second price 
zone of the UPS of Russia, a decrease in demand by 5% 
may lead to a 12% decrease in the price CРТ. 

At the present stage of the development of the electric 
power industry in Russia, a number of various problems 
have accumulated in the EPS of Russia. One of the 
essential is significant volumes of morally and physically 
obsolete generating capacities [7]. Combined with low 
demand for power from consumers and problems with old 
capacity, the efficiency of the power system is extremely 
low. In addition, in modern conditions of the functioning 
and development of power systems, the uncertainty in 
power generation increases due to the integration of 
renewable energy sources into the power system, which 
makes the task of determining the optimal level of 
reserves even more urgent [8]. 
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In addition, in the legislative framework of the 
Russian Federation, the requirements for the levels of 
reserves of generating capacity in the UPS of Russia are 
not clearly formulated, and in some documents, they 
contradict each other. Work is currently underway to 
eliminate this deficiency at present time. 

Problem statement  

When determining the level of redundancy of 
generating capacity, an important factor is the selection 
and justification of the criterion of redundancy. Adequacy 
indices are used as such a criterion. Obtaining adequacy 
indices is carried out using a technique based on the 
Monte Carlo method [9,10]. In this case, the power 
system, as a rule, is represented as a set of reliability zones 
connected by inter-zone connections. The reliability zone 
is a part of the power system within which there are no 
power limitations in all possible steady-states. Inter-zone 
communication is a set of transmission lines that connect 
two identical zones of reliability. In the power system, 
there is a concept as a controlled section. The controlled 
section is a set of power transmission lines for which the 
maximum permissible active power flow has been 
determined. In the design scheme for adequacy 
assessment, the inter-zone connection and the controlled 
cross-section may not coincide; in this case, when 
minimizing the power deficit, it is necessary to use special 
algorithms to take into account the network component 
[11]. 

As already noted, the probability of a deficit-free 
operation can be taken as a criterion for ensuring 
adequacy [9,12]. To substantiate the normative value of 
this indicator, a methodology has been developed, which 
is presented in [13]. 

As mentioned above, the current state of the UPS of 
Russia is characterized by surpluses of old and inefficient 
generating capacities, with local problems in some power 
regions. Therefore, the task for the study was formulated 
as the task of minimizing the available power of the EPS, 
corresponding to the standard level of probability of 
deficit-free operation, taking into account the 
decommissioning of the existing generating units. 

The considered problem is: 

                                ∑ 𝑥𝑥𝑗𝑗𝜉𝜉𝑗𝑗 
𝐽𝐽
𝑗𝑗=1 → 𝑚𝑚𝑚𝑚𝑚𝑚,  (1) 

where constant 𝑥𝑥𝑗𝑗 - available capacity of the existing 
generating unit 𝑗𝑗; 𝐽𝐽 is the number of generating units in 
the EPS; the variable𝜉𝜉𝑗𝑗 ∈ {0, 1} is a sign of the presence 
of the generating unit 𝑗𝑗 as part of the EPS generation. 

Variables constraints: 

     �
𝑃𝑃𝑖𝑖 ≥ 𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, если 𝑃𝑃𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖,𝑖𝑖 ≥ 𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
𝑃𝑃𝑖𝑖 ≥ 𝑃𝑃𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖,𝑖𝑖 , если 𝑃𝑃𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖,𝑖𝑖 < 𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

, 𝑚𝑚 = 1, … , 𝐼𝐼,  (2) 

where 𝑃𝑃𝑖𝑖  is the probability of deficit-free operation in the 
𝑚𝑚 reliability zone, 𝐼𝐼 is the number of reliability zones in the 
EPS; 𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 - standard level of probability of deficit-free 
operation in EPS; 𝑃𝑃𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖,𝑖𝑖 - the probability of deficit-free 
work in the reliability zone 𝑚𝑚 for the initial version. 

The 𝑃𝑃𝑖𝑖  values for 𝑚𝑚 = 1, … , 𝐼𝐼 are calculated by 
evaluating the balance reliability of EPS (𝐹𝐹𝑖𝑖) for the 
current composition of generating units. 

                                𝑃𝑃𝑖𝑖 = 𝐹𝐹𝑖𝑖(𝜉𝜉), 𝑚𝑚 = 1, … , 𝐼𝐼.  (3) 

Experimental investigation  

When preparing the initial data for the research, a 
significant amount of statistical data on the operation of 
the equipment of the UPS of Russia was processed. The 
study was carried out for the development plans of the 
UPS of Russia for 2022 [14]. When clustering the UPS of 
Russia, 106 safety zones were identified. The variant of 
development of the UPS of Russia, presented in [14], was 
characterized by the data of the energy balance per hour 
of the coincident maximum power demand, presented in 
Table 1. Table 2 presents the data on the energy balance 
for parts of the UPS of Russia within the boundaries of 
interconnected power systems (IPS). When clustering the 
UPS of Russia into reliability zones, the Smolensk energy 
system was assigned to the 13NW reliability zone. This 
zone is part of the Nord-West IPS, although the Smolensk 
energy system is in fact part of the Central IES. In the 
results, all the parameters characterizing the Smolensk 
energy system are presented in the initial data of the IPS 
of the North-West, namely its own maximum power 
consumption, which in 2022 is equal to 1086 MW, other 
characteristics of power consumption, generating units 
with their characteristics, the capacity of which is 3995 
MW. 

Table 1. Power balance in the UPS of Russia at the level of 
2022 (initial version) 

Installed capacity, MW 236442 

Installed capacity limitations, MW 18341 

Available capacity 𝑥𝑥𝑈𝑈𝑈𝑈𝑈𝑈, MW 218101 

Coincident maximum power 
demand 𝑦𝑦𝑈𝑈𝑈𝑈𝑈𝑈, MW  165202 

Capacity reserve, % 
 (𝑘𝑘𝑛𝑛𝑟𝑟𝑟𝑟 = (𝑥𝑥𝑈𝑈𝑈𝑈𝑈𝑈 − 𝑦𝑦𝑈𝑈𝑈𝑈𝑈𝑈)

𝑦𝑦𝑈𝑈𝑈𝑈𝑈𝑈� ) 
32 

 

Table 2. Power balance in the UPS of Russia at the level of 
2022 (initial version) 

EPS 
Name 

Available 
capacity, 

MW 

Coincident 
maximum 

power 
demand, MW 
(with UPS of 

Russia) 

Capacity 
reserve, 

% 

Nord-
West 
IPS 

25634 16470 55 

Central 
IPS 43797 37120 18 
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South 
IPS 21794 17840 22 

Middle 
Volga 

IPS 
25181 16953 43 

Ural IPS 51309 38820 32 

Siberia 
IPS 38544 31483 22 

East IPS 11843 7137* 66 

* IPS of the East operates in isolation from the UPS of 
Russia, using its own maximum power consumption. 

 
As can be seen from Tables 1 and 2, the level of 

generating capacity redundancy in the UPS of Russia and, 
particularly, in IPSs is high. If we compare the presented 
values of capacity reserves with the values presented in 
[15], we can see that, for example, recommended value 
for the IPS of Siberia is 12% [15], instead of the real 22%. 
Moreover, when determining the actual reserve ratio, all 
limitations were taken into account, including 
hydroelectric power stations output limitations. 

The UPS of Russia was divided into reliability zones 
as part of an adequacy assessment. Each reliability zone 
was assigned an index and a conditional name. After 
adequacy assessment of the initial variant of the UPS of 
Russia development, it was determined that the 
probability of deficit-free operation in almost all 106 
reliability zones turned out to be higher than the standard 
level, with the exception of: 

1. Reliability zone 8NW (NW – Nord-West), covering 
the energy region in the North-West IPS. In fig. 1 shows 
the energy balance in the area of the 8 NW reliability 
zone. The probability of deficit-free work in this area was 
0.9955. 

 

 

Fig. 1. Power balance of 8NW and adjacent reliability zones. 
(X is the available power, Y is the power consumption). 

 
When analyzing the balance situation around the 8NW 

reliability zone, it was determined that the network 
capabilities of the controlled sections connecting the 
8NW with other reliability zones are sufficient to cover 
the power deficit in the 8NW even in the event of a failure 
of one of the network elements affecting the maximum 
allowable flow (MAF) of the controlled sections. 
However, the generating capacity capabilities of the 

reliability zones adjacent to the 8NW are not sufficient to 
cover the capacity deficit in the 8NW. Thus, we can 
conclude that power shortages during the billing period 
with a high probability may arise due to the lack of 
generating capacities in the considered power region and 
the "weak" transit of power from the power system of the 
Leningrad oblast. 

2. Reliability zone 4S (S - South) is part of the power 
system of the Rostov oblast. The probability of a deficit-
free operation of this reliability zone was 0.9968, which 
is lower than the accepted standard. In fig. 2 shows the 
energy balance in the 4th and in the adjacent reliability 
zones. The own maximum power consumption of the 
considered reliability zone is 2782.8 MW, and the value 
of the available capacity within the reliability zone is 
640.1 MW, thus the own deficit of 4S is 2142.7 MW. The 
4S reliability zone is connected to the 7S reliability zone 
by two 220 kV power lines and 500 kV power lines, which 
are included in several controlled sections; to the 5S is 
connected by 220 kV transmission line and two 500 kV 
transmission lines, also included in several controlled 
sections; to the 1S by 220 kV transmission lines and 500 
kV transmission lines included in several controlled 
sections; with a reliability zone of 14S 500 kV 
transmission lines included in several controlled sections. 
Figure 2 shows the power balance of the 4S and adjacent 
reliability zones. 

 

 

Fig. 2. Power balance of 4S and adjacent reliability zones.  
 
When considering the balance situation of the 4S 

reliability zone, we can conclude that the generating 
capacity of the neighboring reliability zones and the 
transmission capacity of the transmission lines connecting 
the 4S with neighboring reliability zones should be 
sufficient to cover the power deficit in 4S. However, a 
number of reliability zones, including 6S and 12S 
connected to 7S, are also in short supply. The main donor 
zones for 4S are 1S and 5S. The main controlled section 
limiting the transfer of power from 1S and 5S to 4S is S-
14. In the event of failure of one of the power lines of the 
section S-14, the MAF of the repair scheme S-14 becomes 
1450 MW, instead of 2271 MW in the normal scheme, 
which with a high probability will lead to a power deficit 
of 4S during the hours of maximum power consumption. 
During the initial analytical analysis of the situation with 
the failure of the power transmission line, it can be 
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determined that the influence of this power transmission 
line on the probability of deficit-free operation in 4S will 
be 1 - 0.00324 = 0.9968, which coincides with the 
probability of deficiency-free operation, determined when 
adequacy assessment. Thus, in the course of adequacy 
assessment of the UES of Russia in a number of 
considered design states in the 4S reliability zone, power 
shortages were determined. 

3. Reliability zone 1U (U - Ural) includes a part of the 
power system of the Yamalo-Nenets Autonomous Okrug 
with the capture of a part of the Vankor power region of 
the Krasnoyarsk Krai. The probability of deficit-free work 
in the 1U reliability zone turned out to be 0.9989, which 
is slightly lower than the accepted standard. The own 
maximum power consumption of the 1U reliability zone 
is 945.9 MW, the available capacity is 1019.8 MW. 1U 
has a surplus of its own generating capacity, which is 
equal to 73.9 MW. The 1U reliability zone is connected 
only with the 2U reliability zone with a controlled section 
U-33, which includes three 220 kV power lines, the MAF 
of the normal U-33 circuit in the 1U direction is 48 MW. 
In fig. 3 shows the balance of power 1U and the adjacent 
reliability zone. 

 

 

Fig. 3. Power balance of 1U and adjacent reliability zone.  
 
Since the reliability zone 2U and the subsequent 3U 

are in short supply, the transfer of power to compensate 
for a possible power deficit in 1U is unlikely. MAF of the 
controlled section U-33 is low, and in repair schemes it is 
equal to zero, which can also prevent compensation of the 
power deficit in 1U. In 1U at Urengoyskaya power station 
there are three large generating units, the capacity of each 
is more than 150 MW, and the accident rates are 0.00925, 
0.00007 and 0.00030. The failure of each of the 
generating units leads to the failure of the entire station, 
thus the integral probability of failure of a system of three 
generating units is 0.00962, and, accordingly, the 
probability of deficiency-free operation in the 1U 
reliability zone during the period of maximum power 
consumption can be defined as 1- 0.00962 = 0.99040, 
which led to the values of reliability indicators below the 
standard level. 

4. Reliability zone 9E (E - East) includes a part of the 
power system of the Amur Oblast and a part of the power 
system of the Zabaykalsky krai. The probability of 
deficiency-free operation in the 9E reliability zone turned 
out to be 0.9987, which is slightly lower than the accepted 
standard. The 9E reliability zone does not have its own 
generation, its own maximum power consumption is 92.3 
MW. When carrying out the calculations, it was assumed 
that the power lines on the western side are constantly 
open. On the east side, 9E is connected to 8E by two 220 

kV transmission lines, which are included in the 
controlled section E-9 with MAF 215 MW in normal and 
repair schemes. The adjacent 8Е reliability zone also does 
not has its own generation. In fig. 4 shows the balance of 
power 9Е and adjacent safety zones. 

 

 

Fig. 4. Power balance of 9E and adjacent reliability zones.  
 
There is no own generation in the 9E reliability zone 

and the only adjacent 8E reliability zone. For this reason, 
ensuring adequacy in these zones is entirely dependent on 
the operability of the transmission lines that connect these 
zones with the rest of the East IPS. Reliability zone 8E is 
connected to reliability zones 6E and 7E, which have a 
surplus of generating capacity at the level of 1700 MW. 
Thus, having studied the balance situation of the energy 
region under consideration, we can conclude that power 
shortage in 9E arise due to failures of the power lines of 
the E-10 and E-11 controlled sections. 

Further, calculations were made to optimize the 
generating capacity reserve in accordance with the 
statement of problem (1) - (3). At the same time, the 
standard value of the probability of deficit-free work was 
adopted at the level of 0.999. Table 3 shows the calculated 
data on the power balance of the UPS of Russia per hour 
of the coincident maximum power consumption in 2022 
for the options for ensuring the standard level of 
probability of deficit-free operation at the level of 0.999, 
taking into account the conclusions of generating 
capacities. Table 4 presents the results for IPS of Russia. 

Table 3. Power balance in the UPS of Russia at the level of 
2022 () 

Installed capacity, MW 183902 

Generation capacity disconnection, 
MW 34198 

Coincident maximum power 
demand, MW  165202 

Capacity reserve, % 11,3 

 

Table 4. Power balance in the UPS of Russia at the level of 
2022 () 

EPS 
Name 

Available 
capacity, 

MW 

Generation 
capacity 

disconnection, 
MW 

Coincident 
maximum 

power 
demand, 

Capacity 
reserve, 

% 
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MW (with 
UPS of 
Russia) 

Nord-
West 
IPS 

19960 5674 16470 21 

Central 
IPS 38094 5703 37120 5,6 

South 
IPS 18810 2984 17840 5,4 

Middle 
Volga 

IPS 
19562 5619 16953 15,4 

Ural 
IPS 43690 7619 38820 12,5 

Siberia 
IPS 35090 3454 31483 11,5 

East 
IPS 8696 3147 7137 21,8 

 
After the calculations, in which the generating 

capacities were disconnected, it was determined that to 
ensure the probability of deficit-free operation in the 
reliability zones of the UES of Russia at the level of 0.999, 
183,902 MW of available capacity is sufficient, of which 
18,700 MW are reserves of various types. 

It can be seen from table 4 that the distribution of 
generating capacity reserves calculated of IPSs is rather 
uneven. This is due to the strong ties between the zones of 
reliability of neighboring IESs, which make it possible to 
redistribute redundancies of generating capacity between 
zones of reliability, including between different IPS, and 
to carry out power flows to maintain the required level of 
adequacy. So, you can see that, for example, in the Central 
IPS, the value of the reserve of generating capacity is low, 
in this case, ensuring the standard level of probability of 
deficit-free operation in the Central IPS depends on power 
flows from other IPSs. The high level of redundancy in 
the East IPS is explained by the specifics of the structure 
of generating capacities. In the power balance of East IPS 
there are about 40% of hydroelectric power stations, the 
output of generating units of which was not carried out 
when determining the reserves of generating capacity 
corresponding to the standard values of the probability of 
deficit-free operation. This condition influenced the level 
of redundancy of the East IPS. 

Conclusion  

Determination of the rational level of generating 
capacity reserve in modern conditions of long-term 
planning of the development of power systems is a 
mandatory procedure and should be carried out when 
drawing up development plans for the UPS of Russia. The 
rational level of generating capacity reserve is determined 
when solving the optimization problem. For different 
conditions of the functioning and development of the 
power system, the optimization problem can have 
different target functions and a set of restrictions. In 

modern conditions of development, the UPS of Russia has 
accumulated a significant redundancy of generating 
capacities that have exhausted their resource. Under these 
conditions, the objective function of the optimization 
problem of determining the reserve of generating capacity 
can be defined as maximizing the total capacity of the 
disconnected generating units or minimizing the total 
capacity of the generating units remaining in operation, 
subject to the mandatory criterion of adequacy level. 

In the article, using the example of the development 
plans of the UPS of Russia for 2022, the situation with the 
power balance is analyzed and calculations are carried out 
to determine the generating capacities, without which it is 
possible to ensure the probability of deficit-free operation 
in the reliability zones of the UPS of Russia at the level of 
0.999. In the existing development plans, the probability 
of a deficit-free operation in almost all reliability zones of 
the UPS of Russia is higher than the accepted standard, 
and the generating capacity reserve is at the level of 32%, 
which is economically inexpedient. During the study, it 
was found that to ensure the probability of deficit-free 
operation at the level of 0.999, it is possible without 34198 
MW of generating capacities. As a result, ensuring the 
adopted standard for the probability of deficit-free 
operation is possible while maintaining the generating 
capacity reserve at 11.3%. 

 
The reported study was funded by RFBR, project 

number 20-08-00550 
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Abstract. The relevance and significance of energy security problems studies in modern conditions of energy 
systems operation, during the period of negative trends growth in the energy sector, is undeniable and 
concerns two main aspects: 
- the need for long-term, deficit-free provision of consumers with the required types of energy resources 
during the functioning of the energy sector under normal conditions; 
- the need to create conditions for providing consumers with energy resources when implementing threats to 
energy security. 
Due to the impossibility of conducting full-scale experiments on operating fuel and energy systems, work 
related to the modeling of these systems, the development of specialized software and tools, the rational 
organization of a computational experiment to find ways to provide consumers with energy-free supplies 
when operating in normal contingency conditions. 
The main result presented in the article is a complex of energy systems models that take into account the 
intellectual nature of modern systems as much as possible and allow conducting energy security studies of 
the country and regions at a new qualitative level. 
 

.. 
1. Introduction 

In modern conditions of the energy systems functioning 
and development, the relevance and significance of 
research on energy security problems increases. This is 
primarily due to high damage and sometimes catastrophic 
consequences in cases of interruption in the supply of 
energy resources to consumers. Energy security concerns 
two aspects: 
-the need for long-term deficit-free provision of 
consumers with the required types of energy resources 
during the operation of the energy sector under normal 
conditions;- the need to create conditions for the provision 
of energy resources to consumers in the conditions of the  
threats implementation to energy security. 
As knowт, the of threats realization to energy security 
leads to significant damage to the economy of the country 
and regions. This, for example, a decrease in investment 
opportunities, which can lead to a decrease in the levels 
of oil and gas production in the country, to an increase in 
the share of physically and morally obsolete fixed 
production assets in the energy sectors, to a slowdown in 
the rate of decline in the value of the specific energy 
intensity of GDP, which is currently. 
A decrease in investment opportunities in the sectors of 
the fuel and energy complex is traced for the electric 
power, gas and coal industries [1-3], namely: 
• in the electric power industry, the reduction in 
investments in 2018 compared to 2011 was 35%; 
• investments in the gas industry decreased by more than 
40%; 

• investments in the coal industry were declining - in 2016 
they amounted to 44% of the 2012 level. 
In the event of natural threats, deviations of the maximum 
seasonal heating loads of the regions, depending on their 
climatic conditions, from the composition of consumers 
in them, up to 20-30% are possible. Also, deviations can 
be accompanied by a significant increase in the demand 
for energy resources both for a single climatic zone and 
for several neighboring regions. 
Technogenic threats are most critical for the gas industry 
and the electric power industry. In the gas supply system, 
one of the most dangerous factor is the possibility of 
damage to transcontinental gas pipelines running from a 
large gas-producing region through the Urals to the 
European part of Russia []. In the electric power industry, 
significant undersupply can be caused by breaking ties 
between individual power systems or emergency 
situations at specific power plants (for example, an 
accident at the Sayano-Shushenskaya HPP in 2009, a 
systemic accident at power facilities in the Northwestern 
Federal District due to a failure at the Bratsk HPP in June 
2017). 
As for the oil industry, there is a lag in the reproduction 
of the oil production raw material base, which is 
accompanied by a decrease in the oil recovery factor 
(from 49% to 30% and below). 
The dominant, in some cases almost monopoly role of 
natural gas in the boiler and furnace fuel balance in 
European regions of Russia, which has developed over the 
past twenty years and is slowly overcome in the future, is 
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a serious strategic threat to Russia's energy security. The 
danger here lies is that such a virtually monostructure 
makes the economy and population of this region too 
dependent on the reliability of gas supplies, produced and 
transported mainly from one gas-producing region and 
through one pipeline system owned by one company-a 
monopolist, and besides subject to increased danger of 
technogenic and natural influences.  
In all branches of the fuel and energy complex, the share 
of equipment that has exhausted its resource (standard 
service life) is increasing. This is characterized by a high 
accident rate, significant costs and duration of repairs, low 
technical level. 
To date, about 70% of the main oil pipelines were over 20 
years old, of which about half were in operation for more 
than 30 years, while, despite the commissioning of new 
oil pipelines, there has been no qualitative change: the 
share of worn out equipment remains large. In the gas 
transportation system at the beginning of 2009, about 30% 
of the pipelines linear part and 10% of of compressor 
stations gas pumping units  have been in operation for 
more than 30 years []. The problem of production assets 
depreciation in the power industry is becoming extremely 
acute. The total capacity of obsolete equipment at the 
country's power plants is about 38% of the installed 
capacity. 
Due to the impossibility of carrying out full-scale 
experiments on operating energy systems of the fuel and 
energy complex, research, related to the modeling of these 
systems, the development of specialized software and 
tools, the rational organization of a computational 
experiment to find ways to provide consumers with 
energy resources without deficiency when operating 
under normal conditions and in emergency situations are 
particular importance. 
Modern conditions for the development of information 
technologies, the emergence of high-performance 
computing facilities, as well as the intellectualization of 
energy systems and the need for their functioning in a 
digital economy impose special requirements on the used 
model computing facilities on the one side. On the other 
side, they present opportunities to increase the adequacy 
and correct-ness of modeling real systems, to take into 
account in the models the processes inertia, the dynamics 
of the emergency situations  development in the models 

of the fuel and energy complex optimization; take into 
account nonlinearity for increasing adequacy of the 
processes representation in energy systems to improve the 
accuracy of decisions. 
This work is an integral part of energy security studies. 
Similar research and development, and models for these 
studies are focused mainly on solving the problems of 
long-term planning of the energy systems in normal 
operating conditions with a horizon of up to 15-20 years. 
Similar works carried out in other teams is of a local or 
regional nature with the study of individual aspects of the 
problem [4-13]. Comprehensive studies that allow 
assessing the possibilities of all interconnected energy 
systems  functioning and determining the consequences 
for energy consumers in the event of emergencies in the 
work of one industry or several industries have not been 
carried out at the earlier time. 
Studies similar to those carried out by the authors are 
distinguished by their focus on solving the problems of 
assessing the behavior of energy systems in the context of 
the threats implementation to energy security, optimizing 
the modes of energy systems interrelated operation in 
emergency situations for reliable energy supply to 
consumers. Based on the results of the research, it is 
proposed to form a certain list of measures to ensure the 
level of energy security at the appropriate level. 

2. Methodology of interconnected modeling 
of energy systems for solving problems of 
ensuring energy security. 

To study the energy security problems in modern 
conditions, it is proposed to develop new and improve 
(adapt) existing mathematical models and methods of 
interconnected operation of large energy systems within 
the framework of a single fuel and energy complex (FEC) 
in various operating conditions. The use of a new model-
instrumental complex will allow conducting research to 
assess the possibilities of providing consumers with 
energy resources under the energy security threats 
implementation of various nature. 
The general scheme of the tasks to be solved when 
assessing the effect of ES threats on the energy security 
state is shown in Fig. 1.
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Fig. 1. General scheme of research on ES problems 

 

The initial basis for research is the technical and economic 
characteristics of energy facilities and reporting data on 
the state of energy systems, the results of research on the 
development of the fuel and energy complex, justifying 
the choice of a long-term strategy and the formation of an 
energy policy. Based on the socio-economic development 
program of the country's economy adopted for the future, 
which determines the demand for fuel and energy 
resources, an analysis and assessment of energy 
consumption levels is carried out, taking into account 
energy conservation. 
On the basis of the above characteristics and analysis of 
ES threats, design conditions are formed for a 
computational experiment, which is carried out using 
models of energy systems. 

3. Models of energy systems  

Models of energy systems represent a system of economic 
and mathematical models for assessing the territorial and 

production structure of the fuel and energy complex, 
taking into account the requirements of energy security 
[15]. These models can be used in two modes: 
- in the mode of determining the energy technologies 
optimal development (taking into account the structural 
redundancy in the form of capacity reserves, fuel reserves, 
interchangeability of energy resources) and the optimal 
distribution of consumed energy resources, 
- in the mode of determining the energy resources 
underdelivery (FER deficits) in the country as a whole and 
in individual regions. 
The structure of the fuel and energy complex models is 
shown in Fig. 2. Technologically, it consists of the energy 
complex sectoral subsystems (gas, coal, oil refining (in 
terms of fuel oil supply) industries, electricity and heat 
power engineering) and a block of consumers (energy 
consumption at various types of power plants and boiler 
houses for generating electricity and heat, other 
consumers and export consumers are highlighted 
separately)
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Fig. 2. Territorial, temporal and technological structure of models 
 
 
The final implementation includes a financial block that 
describes the investment costs of reconstruction, 
modernization of existing facilities, obsolete equipment 
removal, commissioning of new facilities at energy 
facilities. The development dynamics were also taken into 
account, which made it possible to track such features of 
the multi-step process of the fuel and energy complex 
development as: 
• commissioning of new production facilities; 
• dismantling and conservation of old objects, 
• reconstruction of facilities with a change in the 
technological scheme. 
The dynamics are taken into account in the form of T 
independent static blocks, each of which describes all the 
territorial and technological connections of the fuel and 
energy complex in relation to stage t of the billing period. 
Dynamic connections between the blocks are built using 
equations that formulate for all xi objects of the fuel and 
energy complex the condition for the continuity of their 
performance at different stages of the billing period. For 
the first stage, this condition is written as: 
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and for subsequent stages in the form of equations 
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where   0iP - the technology productivity (object i) by the 
beginning of the billing period, 

n
itх 1− - the performance of the technology new part (object 

i) at stage t-1, 
o

itх - the performance of the technology acting part 
(object i) at stage t, 

c
itx - conservation of a object part i at stage t, 
d
itx - liquidation of a object part i на этапе t. 

For the convenience of forming bonds, equation (2) is 
divided into two parts 
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where  Zit-1 - an intermediate variable characterizing the 
total productivity of object i at the beginning of stage t. It 
takes into account the removal of capacities at stage t and 
the introduction of new capacities at time stage t + 1. 
In general, these models are used to determine the 
following characteristics (indicators): 
-the size of undersupply (deficit) in energy resources 
certain types for the considered categories of consumers, 
allocated territorial associations and the country as a 
whole, as the magnitude of the discrepancy between a 
given demand and the possibility of producing this type 
of energy resource (taking into account reserves, the 
possibilities of replacing this type of energy resource with 
others consumers, etc.); 
- changes in the throughput of transport links, determined 
by comparing the corresponding indicators of the 
considered option with the original; 
- rational use of energy facilities production capacities, as 
well as the distribution of energy resources certain types 
for the selected categories of consumers. 
The main the models in the proposed implementation of 
the model-instrumental complex are the models of the gas 
industry and the power industry, the mathematical 
description of which is presented in the next section. 
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4.Mathematical description of models of the 
gas and electric power industries 

The flow distribution model in the unified gas supply 
system (UGSS) is intended to assess the production 
capabilities of the UGSS during different disturbances. 
The aims of such studies is to minimize gas deficits at 
consumption nodes. The gas industry in the model is 
presented as a combination of three subsystems: gas 
sources, trunk transport network and consumers [16]. 
When solving the problem of network state estimation 
after a disturbance, the optimality criterion for the flow 
distribution is the minimum gas deficit for consumer with 
the minimum cost of gas delivery to consumers. This 
problem can be solved by finding the maximum network 
flow. The maximum flow problem is formulated as 
follows [16]: 

f→max,     (3) 
under the conditions that 

∑ ∑
+ −∈ ∈ 
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ijij dx ≤≤0 , для всех (i, j).    (5) 
In this case, f is the maximized variable corresponding to 
the maximum flow. 
When working with complex schemes, there may be 
several solutions, that is, several possible maximum 
flows. Then it is advisable to talk about minimizing the 
cost of delivering gas to consumers and using the 
Basaker-Gowen algorithm: 

∑ 𝐶𝐶𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖𝑖𝑖(𝑖𝑖,𝑖𝑖) → 𝑚𝑚𝑚𝑚𝑚𝑚,   (6) 
𝑥𝑥 ∈ 𝑋𝑋∗,      

Its application makes it possible to determine the 
maximum gas flow at its minimum cost or the optimal 
volumes of daily gas withdrawal from underground gas 
storage facilities (UGS), which maximally ensure the 
specified volumes of gas supply to consumers at 
minimum costs for production, transportation of gas and 
its extraction from UGS. 
Here O is the total source; S is the total sink; N+

j is a 
subset of arcs “incoming” in node j; N-

j is a subset of 
“outgoing” arcs from node j; f is the value of the 
cumulative flow in the network; xij is the flow in an arc(i, 
j); dij - limitations on the flow in the arc (i, j); X* - the set 
of solutions to problem (4) - (6); С ij – price or specific 
costs of gas transportation. 
Node O is connected by fictitious arcs with all real sources 
of energy resources, and node S - with all consumers. 
In the UGSS flow distribution model, the Basaker-Gowan 
algorithm is used to calculate the maximum flow of the 
minimum cost, which, as a result, makes it possible to 
determine the possible level of consumer satisfaction with 
gas. As a result of the implementation of various abnormal 
situations, it is possible for consumers to have a gas 
shortage caused by a lack of carrying capacity in certain 
sections of gas pipelines. Bypassing such narrow or 

limiting the production capabilities of the system places, 
in acceptable volumes, will allow reduce the gas shortage 
among consumers that has arisen in the situation under 
consideration.  

In the case of a gas deficit for consumers, caused 
by a transmission capacity decreasing of the 
corresponding gas pipelines, other branches of the main 
gas pipelines that are not affected by the violation in 
question can increase gas throughput volumes. In such a 
situation, the network congestion changes and a  
transmission capacity decreasing in other sections of the 
main gas pipelines is possible. 

Subsequent clearing of bottlenecks in the GTS 
will allow minimizing gas deficits for consumers and 
makes the assessment and identification of possible 
critical combinations of gas facilities as adequate as 
possible. 

5. Electric power system model 

As already shown, the EES model is the central link at the  
fuel and energy complex modeling. The purpose of EPS 
modeling is to determine the power capacity shortage and 
undersupply of electricity to consumers as a result of 
accidents at the fuel and energy complex. For correct 
modeling of emergency situations, an adequate 
mathematical model of the EPS is required. The problem 
to be solved can be formulated as follows: for a known 
structure, parameters of elements and a  capacity 
consumption graph of a the EPS, it is necessary to 
determine the power deficit and shortage of electricity for 
the period from the beginning of an emergency to it's 
completely eliminated. The computational model of the 
EPS is a graph of which nodes are energy zones, and arcs 
are inter-zone connections. The energy zone includes a 
part of the energy system, as a rule, it is a regional energy 
system that contains a set of generating units and is 
characterized by power consumption in every hour of the 
settlement period. Inter-zone communication includes 
power lines that connect two energy zones. Thus, for each 
hour of the calculation period, it is necessary to solve the 
following problem [17]: 
need to find: 
∑ (𝑁𝑁потр,𝑖𝑖 − 𝑁𝑁потр,𝑖𝑖) → 𝑚𝑚𝑚𝑚𝑚𝑚𝐼𝐼
𝑖𝑖=1 ,  

(7)                                                                               given 
balance sheet constraints 
𝑁𝑁ген,𝑖𝑖 − 𝑁𝑁потр,𝑖𝑖 + ∑ (1 − 𝑧𝑧𝑖𝑖𝑖𝑖

𝐽𝐽
𝑖𝑖=1 𝑎𝑎𝑖𝑖𝑖𝑖)𝑧𝑧𝑖𝑖𝑖𝑖 − ∑ 𝑧𝑧𝑖𝑖𝑖𝑖 =𝐽𝐽

𝑖𝑖=1
0, 𝑚𝑚 = 1, … , 𝐼𝐼,  𝑚𝑚 ≠ 𝑗𝑗, (8) 
and linear constraints-inequalities on variables 
0 ≤ 𝑁𝑁потр,𝑖𝑖 ≤ 𝑁𝑁потр,𝑖𝑖 , 𝑚𝑚 = 1, … , 𝐼𝐼,   (9)  
 0 ≤ 𝑁𝑁ген,𝑖𝑖 ≤ 𝑁𝑁ген,𝑖𝑖 , 𝑚𝑚 = 1, … , 𝐼𝐼,  (10)   
 0 ≤ 𝑧𝑧𝑖𝑖𝑖𝑖 ≤ 𝑧𝑧𝑖𝑖𝑖𝑖 , 0 ≤ 𝑧𝑧𝑖𝑖𝑖𝑖 ≤ 𝑧𝑧𝑖𝑖𝑖𝑖 , 𝑗𝑗 = 1, . . . , 𝐽𝐽, 𝑚𝑚 =
1, … , 𝐼𝐼, 𝑚𝑚 ≠ 𝑗𝑗,  (11) 
where𝑁𝑁потр,𝑖𝑖is the amount of capacity consumption in the 
energy zone i, MW; 𝑁𝑁потр,𝑖𝑖 7T- ensured capacity 
consumption in energy zone i, MW; 𝑁𝑁ген,𝑖𝑖 7T is the available 
generating capacity in energy zone i, MW; 𝑁𝑁ген,𝑖𝑖 7T - used 
generating capacity in the zone of reliability i, MW; 𝑧𝑧𝑖𝑖𝑖𝑖 7T, 
𝑧𝑧𝑖𝑖𝑖𝑖 7T- inter-zone communication throughput, MW; 𝑧𝑧𝑖𝑖𝑖𝑖 7T, 𝑧𝑧𝑖𝑖𝑖𝑖 7T 
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- actual load of inter-zone communication, MW; I = J - 
number of energy zones. 

6. New opportunities in energy security 
research 

The proposed model-instrumental complex, consisting of 
industry models connected by information flows and an 
integrating the fuel and energy complex model as a whole, 
developed for the energy security research will improve 
the existing practice of assessing the implementation of 
energy security threats in the following directions: 
-to determine the mutual influence of energy systems on 
each other and to give a comprehensive assessment of the 
threats impact to energy security; 
- will allow taking into account the dynamics of the 
emergency situations development in the optimization 
models of energy systems and the fuel and energy 
complex; 
- will allow to keep track of the power consumption 
schedule, which imposes requirements on industry 
systems from consumers; 
- will allow to take into account nonlinearity for the 
adequacy of the representation of processes in energy 
systems to improve the accuracy of decisions made (in 
models of industry systems) 
- take into account natural factors in terms of the impact 
on the operation of renewable energy sources (periods of 
low water for hydroelectric power plants, cloudy days for 
solar power plants, low wind periods for wind farms); 
- take into account the influence of inertia in the gas, coal, 
oil refining industries on the development of emergency 
situations and link with their development in the power 
industry, which is key for the fuel and energy complex. 
- take into account the peculiarities of the mutual 
influence of the gas and electric power industries when 
fulfilling the conditions for the reliability of gas and 
electricity supply to the production facilities of these 
industries; 
- take into account the peculiarities of the mutual 
influence of the oil and oil refining and electric power 
industries when meeting the conditions for the reliability 
of the supply of electricity and oil products to the 
production facilities of these industries. 

Conclusion. 

The paper presents the methodological features of 
modeling the interconnected work of industries in modern 
conditions and an approach to creating a specialized 
software and instrumental complex that combines models 
of industry energy systems and the fuel and energy 
complex model integrating them. The complex being 
developed is intended for experimental research to find 
ways of supplying consumers with energy resources 
without deficits while operating under normal conditions 
and in emergency conditions. A more detailed 
representation of energy objects in models will improve 
the correctness and adequacy of the simulated systems. 
The proposed complex of models of energy systems will 
allow taking into account the intellectual nature of modern 

systems as much as possible and will allow conducting 
research on the energy security of the country and regions 
at a new qualitative level. 
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Abstract. Informational safety threats have been analyzed for energy systems digitalization. It was 
established, it is impossible to completely eliminate the human factor in insuring cybersecurity of energy 
facilities being digitized. At the same time, a better understanding of how human actions affect reliability 
and safety will make it possible to predict the human factor influence and help to enhance safety of the 
power systems operation. The analysis of the digital transformation evelopment lines indicates that power 
generation companies have to move to more complex forms of digital management organization for all 
processes with due consideration of the human factor. Using the anthropocentric approach, the main factors 
that determine the reliability of IT employee ensuring functioning of energy systems during their 
digitalization, have been considered. A profile of the reliable employee, who is an empirically constructed 
set of qualitative characteristics inherent in personnel involved in the digital transformation of the power 
generation sector at all its levels. 
 

 
1 Introduction  

Energy sector of the XXI century is the basic part of the 
contemporary industrial complex. In the course of their 
development, power generation companies are faced 
with the problem of modernizing their own information 
structures to enhance the performance of big data 
processing [1, 2]. Currently, the cloud technologies 
facilitate the implementation of this task. The principle 
of cloud technologies operation is the use of third-party 
resources by clients, subject to the resources required: 
for data storage, for creating one's own operating 
systems and applications and, up to the presentation of 
completely ready-to-use workstations. 

In relation to the power engineering facilities the 
advantages of 'clouds' are the availability of information 
in the joint document flow for the facility state for 
different services monitoring the operating mode, 
defining the service life of the facility, scheduling repairs 
and replacement of devices when accessing databases 
that are structured in the 'cloud'. Taking into account the 
distributed nature of electrical devices in the distribution 
networks of different configurations, information 
exchange through the cloud structure is also an 
undisputable advantage. An important element is the 
ability to provide the required reliability for power 
facilities by specialized structures with the presence of 
additional power sources, security, professional 
employees, with continuous data backup, high resistance 
to DDOS-attacks.  

As a result, cloud technologies are becoming 
increasingly important for power engineering companies 
with the ambition to grow and develop. The 'cloud' helps 

them get on-demand access to more data than ever 
before, and to increase computing capacity to obtain 
significant results and recommendations. There is a need 
to study the impact of cloud technologies and related 
processes on the safety of power engineering facilities 
functioning, with due consideration of their activities 
specifics [3]. 

Due to migration to the 'cloud', digitalization of 
energy sector occurs. The digitalization of energy can be 
called the basic part of the architecture of the 'Digital 
Economy of the Russian Federation' program, which is 
reflected in the passport of the 'Russia's energy sector 
digital transformation' program [4]. 

The aim of digitalization is to create a unified 
information environment and a common programming 
language. It includes the following benefits: 
 increasing automation and diagnostics levels; 
development of information infrastructure dedicated to 
data transmission; digitalization of innovation activities; 
development of human capital. 

The demand for digital technologies among Russian 
energy companies is associated with the need for a 
considerable replacement of fixed assets in the domestic 
energy sector. 

According to the decree of the President of the 
Russian Federation 'On national goals and strategic 
objectives of the Russian Federation development for the 
period up to 2024' [5], the power generation industry, 
being one of the fundamental life support systems 
covering the state needs, has to make a scientific, 
technical and socio-economic breakthrough. The 
development strategy of Russia's power grid companies, 
currently, consists in the comprehensive modernization 
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of the power grid infrastructure using up-to-date 
electrical equipment and digital technologies.  

A number of technological innovations, such as the 
Industrial Internet of Things,  real-time information 
technology systems and solutions to optimize energy 
production and distribution, have given impact to global 
changes in the energy sector around the world, which 
have opened up new growth opportunities. In this regard, 
the problem of digital technologies' uniform standards 
development for the use in energy companies and 
ensuring cybersecurity, comes to the fore. 

Studies show that energy companies could increase 
their capitalization by using a combination of several 
lines of digitalization [6, 7]. About 50% of energy 
companies executives say they are trying to effectively 
combine fast-growing technologies. However, only 9% 
of companies chief executives declare that their profit 
growth is due to digitalization and indicate the difficulty 
in measuring the effectiveness of investments in digital 
technologies. 

The digitalization of energy systems, along with the 
solution of technical issues, the development of 
information infrastructure, implies the development of 
human capital in the formatting of new professional 
competencies in energy companies employees [8]. 

2 Safety issues of energy systems 
functioning 

If we talk about cybersecurity in the course of 
digitalization, then it should be noted that the 'cloud' is 
exposed to the same threats as traditional infrastructures.  
 It doesn't matter what kind of data you transferred to the 
'cloud': whether it's a list of personal data or data of a 
utility company’s consumers, they are all attractive 
targets for attackers. At the same time, the severity of 
potential threats directly depends on the importance and 
significance of the data stored. For energy facilities, this 
can be commercial information on tariffs and mutual 
settlements, tender purchases of expensive equipment, 
on the operation of relay protection and automation 
devices setpoints and algorithms, the change and 
violation of which can result in significant damage and 
even death. Thus, increased requirements are imposed on 
energy facilities with respect to information protection 
and cybersecurity.  

An overview of information security threats during 
the power systems digitalization allows us to highlight 
the most important of them. 

1. Inconsistency of the digitalization objectives with 
the real situation at the facility. The existing high energy 
intensity of the Russian economy, low rates of 
equipment renewal, high moral and physical wear and 
tear of fixed assets pose a threat to the energy facilities 
safety, on the background of violating the existing 
conditions for their functioning. In this case, the 
digitalization of individual parts of the power system 
complex equipment leads to an increase in the load on 
personnel, who, while performing their main functions, 
must simultaneously fend off all the shortcomings and 
unreliability of power systems equipment in order to 

preserve its operability. All this leads to an increase in 
the power facilities personnel role in ensuring their 
trouble-free operation, as well as the scientific 
justification of the operability and the limits of 
permissible actions of personnel in the real conditions of 
power systems operation [9]. 

2. The threat of data loss, when the necessary 
information from the cloud can permanently disappear. 
Note, that now, with the development of cloud services, 
cases of data loss without the possibility of recovery due 
to the service provider are extremely rare, but hackers 
may well set such a goal for themselves and achieve 
success.  

3. Data leakage, which is often the result of 
negligence in authentication mechanisms issues, where 
weak passwords are used and encryption keys and 
certificates are not properly managed. In addition, 
energy companies encounter issues of rights and 
permissions management, whereby employees are 
assigned much more authority than it is actually 
required. The problem also occurs when an employee is 
transferred to another position or dismissed, in which 
case his account should be immediately deleted, but this 
rarely happens. As a result, the account contains much 
more capabilities than it is required. And this is a 
cybersecurity bottleneck. In addition, cyberthreat experts 
point out that one should always remember that hackers 
can be helped by an insider or he himself can be a 
hacker. This risk can come from current or former 
employees, system administrators, contractors, or 
business partners.  Insiders-attackers pursue a different 
goals, ranging from data theft to just a revenge. In the 
case of the 'cloud', their aim may be to completely or 
partially destroy the infrastructure and gain data access. 

4. Cyberattacks are possible that pose a threat of 
violation of the automation and relay protection 
functioning algorithms.  Security threat analysis shows 
that cyberattacks are not uncommon these days. 
Possessing sufficient knowledge and a set of relevant 
tools, one can achieve a desired result. It is not so easy to 
detect an attacker who wants to establish and nail down 
his own presence in the target infrastructure. Cloud 
providers use advanced security tools to minimize risks 
and prevent such threats. 

5. Other threats to domestic energy companies that 
have decided to use cloud technologies, include a lack of 
understanding of such decisions essence. If an entity 
switches to cloud solutions just because it is a current 
trend, without understanding cloud capabilities, then it 
encounters risks. For example, when the development 
team is not sufficiently familiar with the specifics of 
cloud technologies and the principles of cloud 
applications deployment, operational and architectural 
problems arise. In this case, security is at risk again. 

6. Downgraded qualifications of employees. Digital 
transformation leads to a decrease in the personnel role, 
who are reduced to passive observers, which leads to 
downgrading of their qualifications.  

7. Misuse of the advanced technologies advantages. 
The proliferation of IoT (Internet of Things), equipped 
with embedded technologies to interact with each other 
or with the external environment [10] and 5G networks, 
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contributes to the development of new technologies and 
applications, such as intelligent transport systems, 
intelligent electrical grids, 'smart city', 'smart home', 
virtual reality, geolocation, etc. However, IoT 
technology is becoming ineffective due to the increase in 
the number of devices equipped with various sensors, 
such as smartphones, tablets, smart home appliances, 
etc., which can read a large amount of data from the 
environment. In manufacturing, including energy sector, 
the Industrial Internet of Things (IIoT) is being 
developed – one of the most promising concepts in the 
global industry. This problem pushes developers to move 
into the era of IoE (Internet of Everything – the concept 
of intelligent connecting everything: people, processes, 
data and objects ('things')) [10, 11]. Compared to IoT, 
IoE is more oriented toward the intelligent 
communication of people, processes, data and devices, 
rather than communication between IoT devices. With 
the introduction of IoE technology at industrial facilities 
IIoE (Industrial Internet of Everything), edge network 
devices are getting transformed from consumers to data 
producers with huge information processing capabilities, 
such as data collection, pattern recognition and data 
mining. At the same time, edge devices are equipped 
with Internet applications providing the integration of 
user computing services with cloud data processing 
centers. But now it is high time to think about safety, 
especially at production facilities. IIoE offers 
unprecedented possibilities, but if used incorrectly, the 
likelihood of human-related threats increases. 

Thus, the introduction of digitalization in the energy 
sector entails the above disadvantages, largely related to 
the human factor. Research results indicate that the 
human factor accounts for up to 90% of accidents and 
failures, which are caused by operator errors in the 
power facilities management [12]. Roughly 30% of 
equipment failures are also directly or indirectly related 
to the human error. The most common causes of errors 
are [12, 13, 14]: the lack of practical skills in active 
management in emergency situations, monotony in the 
operator's work, which reduce the acuteness of his 
reaction, reduce the situation-based thinking while 
leading to a loss of vigilance, insufficient level of 
professional training, discrepancy between personal 
(primarily psychophysiological) qualities and required 
ones, ergonomic shortcomings of technical systems. 
Largely unintentional actions are due to the fact that a 
person's capabilities are limited by the physiological 
properties of the its body and the psychological 
characteristics of each individual [15]. At the same time, 
the power systems digitalization increases the 
psychophysiological load on the employee due to the 
continuous increase in the complexity of the actions 
performed, their abundance of intellectual functions, an 
increase in the volume and intensity of data processed, 
and the indirect participation of a person in the systems 
operation.  

To reduce the negative impact of the human factor, a 
proactive approach should be employed, which includes 
personnel recruiting in accordance with the profile of the 
reliable employee having appropriate qualifications. For 
the successful implementation of digital and 

technological transformation, a common security 
structure is required, which considers the human factor 
as well. Expert assessments show that work on 
probabilistic safety assessments cannot be considered 
apart from an integral assessment of human reliability 
[12]. Therefore, taking into account the human factor in 
the energy facilities digitalization, the management of 
which can be represented as human-machine systems, is 
a factor to increase the safety of energy systems 
functioning. 

3 Approaches to improve safety when 
considering the human factor  

[13, 14, 16] are referred to the main methods in 
eliminating the human factor in the energy facilities 
management in the course of their digitalization: 

• Transfer of decision-making functions from the 
man to intelligent technical control systems. 

• Taking into account the features of human 
interaction with technical systems, which implies taking 
into account the equipment ergonomic properties, as well 
as the conditions of human interaction with them: 
improving the structure of the human operator's activity, 
rational distribution of functions between man and 
machine, using the concept of an active operator, the 
machine adaptation to the man. 

• Assessment of the main factors that determine the 
reliability of the human-operator, including the degree of 
engineering and psychological consistency of technology 
with the psychophysiological capabilities of the human-
operator, the level of the operator training and fitness, 
his psychophysiological properties: features of the 
nervous system, sensitivity thresholds, health status, 
psychological constitution of the individual, etc.  

• Human-operator state management based on social 
and psychological events. 

• Professional and psychological selection, including 
a set of measures aimed at ensuring that persons who, in 
terms of the level of development of professionally 
important qualities, cannot master the profession in a 
timely manner and effectively perform their functional 
duties, should not be appointed to this position. At the 
same time, this procedure shall be used not only for 
hiring, but also personnel transfer, and must also be 
applied, if the employee has committed violations when 
operating and maintaining the technical system. 

• Raising the level of personnel professional 
training. At the same time, a modern personnel training 
system should be carried out based on a two-stage cycle: 
the first – the study of equipment and technological 
processes, the rules of operation, the electrical 
installations and safety codes using specially developed 
computer programs and examiners, the second – training 
in the skills of operating in regular and emergency 
modes on specially designed simulators and digital 
twins, which adequately simulate both the operator 
workstation, and technological processes of power 
facilities. 

• Periodic control of whether the employee has the 
necessary professionally important qualities as a 
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guarantee to prevent his dysfunctional behavior: 
incompetence, inconsistency with the position held, 
errors caused by this in the course of performing his 
functions that entail damage.  

• Conducting specialized training for employees on 
recognizing hacker techniques, using advanced security 
tools, the ability to properly manage processes, on 
gaining knowledge about scheduled incident response, 
and applying preventive methods that enhance the 
cybersecurity level. 

The importance of the human factor forms the tasks 
for the personnel selection, ensuring the safety of power 
systems functioning in the course of their digitalization. 

4 Solving the problem of taking into 
account the human factor for purposes 
of safety improvement 

To take into account the influence of the human factor 
on ensuring the energy facilities safety, it is important to 
understand how security threats are associated with an 
employee's certain personal qualities and characteristics. 
These circumstances made it possible to formulate an 
assumption about the possibility of constructing some 
generalized profile of an employee, who is 'reliable' for 
the control and maintenance of energy facilities. 

Based on the study of theoretical approaches to 
assessing the employees reliability, its moral and ethical 
component, special methods used to assess the personnel 
reliability, stable characteristics were identified that 
correlate with the concept of a 'reliable employee'. All in 
all, six groups of characteristics were identified, forming 
its generalized profile: he knows and understands the 
rules and procedures for ensuring cybersecurity, has a 
commitment to a safety culture, is professionally 
reliable, does not suffer from various kinds of addictions, 
does not have an increased vulnerability to external 
environment, is morally and psychologically reliable 
(fig. 1).  

 
Fig. 1. Reliable employee profile model 

 
Further, each group of profile characteristics was 

subjected to a detailed study, which resulted in a detailed 
description of the qualities, character traits, and 
behavioral features of the reliable employee. As a result, 
a detailed profile of the reliable employee was generated, 
which presents the most significant qualities, character 

traits and behavioral indicators that reveal his 
characteristics. 

To analyze the obtained expert assessments of the 
values of characteristics maturity of the reliable 
employee profile, it is possible to use a scale with seven 
assessment values: complete characteristics immaturity; 
initial level of immaturity; under average level; middle 
level; the above average level of maturity; high level; 
complete characteristics maturity (fig. 2). 

 
Fig. 2. Evaluation scale of values of the reliable 
employee's characteristics maturity 

 
To determine the regions of the characteristics 

maturity, the following values are calculated: Xav – the 
arithmetic mean; Xmin – the minimum value; Xmax – 
the maximum value. Based on this data, the boundaries 
of the regions are determined. 

The final assessment of the degree of profile 
characteristics maturity (S) can be determined using the 
formula: 

( )∑
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⋅=
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where Qi – the sum of points for the i-th profile 
characteristic, which are given by experts; ki – the 
weight (significance) of this profile characteristic, which 
is assigned by experts; m – the number of experts who 
have assessed the degree of the profile characteristics 
maturity. 

Thus, a profile of the reliable employee has been 
obtained – an empirically constructed set of qualitative 
characteristics inherent in an employee whose activities 
are safe for an energy facility in the course of its 
digitalization. Using this profile, the requirements for 
personal and professionally important qualities, the 
behavior of IT employees from the point of view of 
ensuring the cybersecurity of energy facilities can be 
meaningfully described and the degree of their 
manifestation can be assessed. The profile can be used at 
the stage of employee selection, in the process of 
personnel promotion and training, and is an effective 
tool for assessing an employee's reliability. 

5 Conclusions 

It is impossible to completely eliminate the human 
factor in managing and ensuring the cybersecurity of 
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energy facilities during their digitalization, at the same 
time, a better understanding of how human actions affect 
reliability and safety will make it possible to predict the 
influence of the human factor and help to improve the 
safety of the power systems functioning.  

The analysis of the digital transformation 
development lines indicates that power generation 
companies have to move to more complex forms of 
digital management organization for all processes with 
due consideration of the human factor. 

Using the anthropocentric approach, the main factors 
that determine the reliability of IT employee ensuring 
functioning of energy systems during their digitalization, 
have been considered. A profile of the reliable employee 
has been developed, which is an empirically constructed 
set of qualitative characteristics inherent in personnel 
involved in the digital transformation of the power 
engineering at all its levels 
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Abstract. The ‘Power of Siberia’ gas pipeline route passes through the territories of South-West and South Yakutia, 
where the natural conditions are characterized by severe climatic, complex engineering geological and geocryological 
conditions. A variety of environmental conditions are mandatory for construction and operation in different areas with 
long-term soil and hazardous geocryological processes: debris flow formation, aufeis formation, soil heaving, 
thermokarst, thermosuffosion. Aufeis formation processes will be of particular importance during the construction of the 
pipeline.  As a degree of their occurrence in the Republic of Sakha (Yakutia), it should be mentioned the Aldan upland. 
Aufeis occur almost in the majority of local stream valleys as a small areas of ice formations, basically confined to 
floodplain and riverbed. 
Aufeis areas had been identified in trace areas by the method of deciphering satellite images within the territory of the 
hydrogeological zones of the Lena-Amur interfluve. As a result of remote studies, territorial and quantitative distributions 
in hydrogeological zones have been identified. As a result of the monitoring results the areas of each aufeis are determined 
and their contours are decoded due to satellite images of recent years (2018-2020).

1 Introduction 

One of the priority, economically feasible projects of the 
present time in the Republic of Sakha (Yakutia) is the 
implementation in Eastern Siberia of ‘Power of Siberia’ 
pipeline, supplying natural gas from the Chayandinskoye 
oil and gas condensate field to Primorsky Krai and the 
Asia-Pacific countries. 

In the Republic of Sakha (Yakutia), the gas pipeline 
route has been laid through the territories of South 
Yakutia within the Olekminsky, Lensky, Neryungri and 
Aldansky regions. 

The natural conditions of the territory along which the 
main gas pipeline route passes are characterized by severe 
climatic, complex engineering-geological and 
geocryological conditions [1]. Various natural conditions 
of the route cause a number of specific problems, 
including environmental ones, at the stages of 
construction and operation within areas with permafrost 
and hazardous geocryological processes [3]. 

The main exogenous geological processes that 
complicate the operating conditions of the gas pipeline are 
cryogenic processes (kurum formation, aufeis formation, 
heaving, thermokarst, thermosuffosion), erosion 
processes; karst-suffusion processes. Aufeis formation 

processes will be of particular importance during the 
construction of the gas pipeline. 

According to the degree of their manifestation, 
the Chulman plateau landscape province is distinguished, 
which belongs to the category of aufeis with a coefficient 
of relative development from 0.1 to 1%. Aufeis 
formations are formed practically in most of the valleys 
of local watercourses in the form of small ice crust 
formations, confined mainly to their floodplain and 
riverbed [4]. This site belongs entirely to the Aldan River 
basin. 

The object of the work is a route section of the ‘Power 
of Siberia’ pipeline located in the catchment area of the 
Aldan River. It has a length of 509 km, and is located on 
the territory of the Aldan and Neryungri regions of the 
Republic of Sakha (Yakutia), forming a corridor with the 
ESPO-1 transport system with a width of up to 7.0 km. 

Physically and geographically, the main pipeline route 
in the Aldan River basin runs along the southern edge of 
the Prilensky plateau, which passes along the gas pipeline 
to the Aldan Upland at elevations of 700-1000 m above 
sea level , and further to the northern slope of the 
Stanovoy Range, with heights of 850-1100 m above sea 
level. 

Thus, the aim of the work is to identify the primary 
characteristics of aufeis recorded remotely at the 
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crossings of the ‘Power of Siberia’ pipeline through the 
watercourses of the Aldan River basin. 

 2 Method of work 

The methodological basis of the work is the aerospace 
method, which consists in fixing aufeis ice massifs on 
aerospace materials in different seasons. 

The use of satellite imagery makes it possible to 
determine the location and shape of aufeis, their 
dimensions - width, length, area. The analysis of high-
resolution satellite images also makes it possible to obtain 
data on the location, conditions of emergence of aufeis-
forming sources, to determine the paths and boundaries of 
water spreading over the aufeis [5]. 

High resolution color space images of ‘Google Maps’ 
service were used in the shell program QGIS 3. Also 
combinations of different spectra satellite images from 
spacecraft Sentinel-2 to identify aufeis formation 
processes and true color images (TCI) for aufeis contours 
deciphering. 

In view of the difficulties in fixing the contours of 
aufeis in the winter period, the relatively late melting of 
snow cover and high spring cloud cover rate within the 
study area, the most qualitative option for interpreting 
aufeis in 2018-2020 was the interval from the last decade 
of May to the first decade of June. Thus, the data on the 
areas of aufeis cover reflect their area during the period of 
destruction, i.e. dissection into isolated ice massifs, 
drying, etc. [5] 

In this regard, the calculation took into account the 
remnants of aufeis, representing separately lying ice 
blocks within a radius of up to 1.0 km from the pipeline 
crossing. Moreover, the sum of their areas was designated 
by the area of aufeis formed during the winter and spring 
periods of a given year. An example of deciphering aufeis 
on the river Tit is shown in Fig. 1-2. 

 

 

Fig. 1. Ice massifs on the Tit River near the route of the 
‘Power of Siberia’ pipeline (May 20, 2019). 
 

 
Fig. 2. Ice massifs on the Tit River near the route of the 
‘Power of Siberia’ pipeline (May 27, 2020) 

3 Results and discussion 

As a result of space images analyses of high (‘Google 
Earth’ web service) and medium (images by Sentinel-2 
spacecraft) resolution for 2018-2020, the contours of 22 
aufeis sections, intersected by the ‘Power of Siberia’ 
pipeline during the construction and operation period, 
were deciphered. 

The maximum aufeis areas were calculated, thereat it 
was revealed that some of them were deciphered not each 
year. A possible reason is either the complete absence of 
the manifestation of aufeis or its rapid drying due to the 
significantly lower formed capacities. 

The list of the aufeis areas distributed along the gas 
pipeline with an aufeis area (S) and an area of aufeis 
within the right-of-way of pipeline route (Srow) is shown 
in Table ... 
 
Table 1. Maximum decrypted aufeis area along ‘Power of 
Siberia’ pipeline in the Aldan Basin 
 

№ Stream Flows into S. 
ha 

Srow. 
ha 

1. Billyakh Ollongoro 2.2 1.0 

2. Lekechekhtakh Kumakhilakh 0.2 0.07 

3. Tabornyi Kumakhilakh 2.4 0.3 

4. Zvezda Seligdar 11.1 0 

5. Krasnyi Seligdar 12.3 0.6 
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6. Komandirskii Kerak 6.6 0.4 

7. Khangas-
Nipipelineerkan 

Bol'shoi 
Nimnyr 

11.8 0.2 

8. Achchygyi-Legleger Legleger 44.6 1.1 

9. Ulakhan-Legleger Legleger 8.6 0.5 

10. Tit Legleger 1.6 0.04 

11. Erge Legleger 40.7 0.45 

12. Malaya Murkugu Khatymi 1.4 0.55 

13. Yngyr Chul'makan 1.4 0.06 

14. Chul'makan Timpton 21.9 0 

15. Zimovie Gorbyllakh 9.4 0.05 

16. Olongro Gorbyllakh 2.1 0.04 

17. Untitled stream Buoyuma 17.7 0.8 

18. Untitled stream Ulakhan-
Nierichchi 

13.8 0.5 

19. Severikan Iengra 50.7 0.2 

20. Amyna Manakhta 
2nd 

24.0 0.8 

21. Untitled stream Timpton 2.6 0.7 

22. Untitled stream Yakut 9.4 0 

 
Identification of aufeis annual manifestation in 2018-

2020 remote methods are typical both for significant 
(more than 40 hectares) in areas and for insignificant (for 
example, a section of the Tit River with an area of less 
than 2 hectares) aufeis. Aufeis of a pronounced 
anthropogenic character were identified on three 
watercourses (Billyakh, Zimovie and the right tributary of 
the Timpton River) as well. One of those anthropogenic 
aufeis on the Billyakh River, first deciphered in images of 
2019 is shown in Fig. 3. 
 

 

Fig. 3. Billyakh aufeis area on the Sentinel-2 satellite 
image (date: March 20, 2019) 
 

To fix anthropogenic character of aufeis formation 
analyses of satellite images by Landsat-8 spacecraft, taken 
before the gas pipeline route construction start were 
conducted, which show no considerable ice massifs 
deciphered in the aufeis stream reaches (Fig. 4). 
 

 
Fig. 4. Billyakh aufeis area before gas pipeline 
construction on the Landsat-8 satellite image (date of 
survey: May 9, 2015) 
  

The development of new aufeis formation is a 
dangerous phenomenon, as it leads to a change 
in energy and mass transfer in river valleys, which in turn 
can affect the exogenous geological processes and water 
balance of the territory [5]. 

To determine the confinement of aufeis manifestations 
to hydrogeological structures, a study of the location of 
aufeis areas relative to hydrogeological regions 
was carried out. Zoning of the Lena- Amur interfluve was 
used [6] in view of the proportionality of the scale of the 
map schemes and the full coverage of the study area. 

Thus, according to the zoning, the aufeis areas are 
located within the Yakut complex artesian basin, the 
Baikal- Dzhugdzhur complex hydrogeological fold area, 
and artesian basins of the Aldan type [6] (Fig. 5). 
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Fig. 5. Schematic map of the hydrogeological zoning of 
the interpreted aufeis crossed by the ‘Power of Siberia’ 
pipeline. Legend: Artesian basins of the second and third 
orders: VII - Aldan wing of the Yakut artesian basin, VII-
1 – Tolbinsky ; hydrogeological folded areas of the second 
order: XII – Aldan, XIV – North Dauria; artesian basins 
of the Aldan type: 118 – Chulmansky , 121 – Yukhtino-
Ylllymakhsky, 123 – Tokarikano-Iyengrsky, 125 – 
Mölemkensky, 126 – Guvilgrinsky, 127 – Anamzhaksky. 
  

The largest number of deciphered aufeis belongs to the 
Baikal- Dzhugdzhur complex hydrogeological region of 
the 1st order, on the territory of which 344.3 km of the 
pipeline was laid (65.7% of the studied area), while 77.3% 
of the found aufeis are represented here, and in the areal 
expression - 91.2%. According to [6] this area is replete 
with large-scale debit sources; the nature of water 
manifestations here is directly dependent on tectonic 
fragmentation and the degree of freezing of rocks. 

Among the hydrogeological regions of the 2nd and 3rd 
orders, the Aldan hydrogeological fold area of the 2nd 
order stands out, occupying approx. 36% of the route with 
11 aufeis with a total decoded area of aufeis 71.0%. The 
hydrogeological region of the third order - Yukhtino-
Yllymakhsky, where not a single aufeis along the pipeline 
is represented with the length of the gas pipeline here - 
34.5 km (or 6.7% of the studied part of the main gas 
pipeline) turned out to be relatively less aufeis hazardous. 

Conclusion 

Deciphering the contours of aufeis crossed by the ‘Power 
of Siberia’ route within the study area revealed the 
presence of 22 icy areas with a total area of icy massifs of 
more than 295 hectares, while the approximate nature of 

this indicator is noted in view of the difficulties in 
deciphering aerial photographs of the spring period in the 
Aldan Highlands. 

Aufeis areas of anthropogenic origin were recorded, 
expressed in new manifestations of aufeis processes in the 
sections of river crossings of the gas pipeline, where 
aufeis was not recorded before the start of construction 
work. 

The confinement of aufeis areas to hydrogeological 
areas has been determined. As a result, a relatively lesser 
aufeis hazard of the Yukhtino-Ylllymakhsky artesian 
basin of the Aldan fold area is shown. 
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Abstract. The paper analyses the situation with ensuring energy security in Russia over the past five years 
and provides an assessment of the nature of the transformation of the most significant threats to Russia's 
energy security until 2030. It is shown that by 2030 the annual potential of fuel and fuel in the country 
Energy complex for the production of primary fuel and energy resources together with the import of fuel 
and energy to Russia will significantly exceed its domestic needs. At the same time, the ability to export 
Russian natural gas could be significantly reduced. The paper shows that the situation with the decline in 
opportunities for the production and export of natural gas in Russia is not very encouraging. There are no 
prerequisites for a significant increase in world prices for hydrocarbons until 2030. And at the same time, 
there is a constant increase in the cost of oil and gas production and transportation on average across Russia. 
The paper concludes that the possibilities for the development of the Russian economy through the sale of 
only natural resources are practically exhausted by now. 

1 Introduction 

The paper assesses the potential situation with the 
fulfillment of the most important requirement of energy 
security (ES) of Russia - reliable provision of domestic 
demand for primary fuel and energy resources (FER) [1], 
taking into account the need to export Russian gas until 
2035. The need to assess the potential volumes of such 
exports is due, on the one hand, to a noticeable increase 
in the cost of Russian gas due to a drop in production 
levels in old regions and the need to enter new regions 
with significantly higher unit costs for their 
development, and on the other hand, a significant 
decrease in world gas prices (USD 100 / thousand m3 in 
January 2020 (even before the COVID-19 pandemic) 
with a further decrease [2]) in the absence of 
prerequisites for a significant increase in these prices in 
the period up to 2035. In addition, one has to take into 
account some uncertainty regarding recoverable gas 
reserves in new fields from which export was planned to 
the east (Chayandinskoye oil and gas condensate and 
Kovykta gas condensate fields [3, 4, etc.]). 

It is proposed to forecast the situation with the 
fulfillment of the specified ES requirements on the basis 
of an assessment of the potential production capabilities 
of the Russia’s energy industries in the period up to 
2035. For this, it is initially required to assess the 
expected nature of the transformation of the most 
significant threats to the Russia’s ES. The general 
research procedure is as follows: 

− analyzed the analyzed period until 2035 is divided 
into three time periods: 2020–2025; 2026–2030 and 
2031–2035; 

− at each time interval, the most significant emergency 
threats are selected and the nature of their 
transformation is assessed; 

− the expected capabilities for the production of 
primary FER are formed by reference years. This is 
done on the basis of the results of assessing the 
character of the threats transformation and taking into 
account the retrospective indicators of the 
functioning of the Russian fuel energy complex 
(FEC); 

− possible volumes of Russian natural gas export are 
determined. These volumes are determined by 
comparing the values of the expected demand for 
primary FER and the possibilities of their production, 
taking into account imports. 

2 The main threats to Russia’s ES for 
analyzing the character of their 
transformation 

When choosing the threats to consider in the period until 
2025, we will take into account the results of the 
functioning of the energy industries in Russia in previous 
years (Table 1), as well as the expected features of the 
functioning of these industries in the period until 2025. 
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Table 1. Russia’s FEC in 2014-2019 [5-8]. 

Index 2014 2016 2018 2019 
Production of primary FER, 
mln tce, incl. 1863 1931 2032 2083 

natural and assoc. gas, bcm 642 653 725 737 
oil and gas condensate, mln t 527 547 556 560 

coal, mln t 359 383 401 397 
hydro and nuclear power*, 

other FER, total, mln tce 149 158 160 162 

Import of FER, mln tce, incl. 33 29 27 23 
natural gas, bcm 12 12 9 8 

Total (income), mln tce, incl. 1896 1960 2059 2106 
natural gas, bcm 654 665 734 745 

Domestic consumption of 
primary FER, mln tce, incl. 1034 1062 1092 1057 

natural and assoc. gas, bcm 455 471 494 469 
Share of gas in domestic 

consumpt. of primary FER, % 51 51 52 51 

oil used directly and oil 
products total, mln tce 229 234 231 228 

coal, mln t 228 223 205 191 
hydro and nuclear power*, 

other FER, total, mln tce 149 158 160 162 

Export of FER, mln tce, incl. 862 898 967 1049 
natural gas, bcm 187 194 247 276 

* fuel burned at condensing stations to produce the same 
volumes of electricity 
 

According to the data in Table 1, since 2014, the 
production of FER has grown noticeably - mainly due to 
the growth in hydrocarbon production. At the same time, 
the maximum possible levels of their production and 
export corresponded to the period of decline in world 
prices. In 2019, the price of gas reached $ 120-
140/mmcm, and oil - $ 50-55/barrel (for comparison, the 
average world price of oil in 2012 was $ 110/barrel, and 
gas price $ 400/mmcm) [1, 9]. Revenues from the export 
of hydrocarbons with a decrease in world prices for them 
had to be obtained by increasing the volume of their 
sales. The low gas price prompted the importing 
countries to buy this gas for future use, filling all 
underground gas storage facilities and creating the 
preconditions for reducing the price for it in 2020. 
Winter 2018 in the European part of Russia was 
somewhat colder than the last winters, this fact led to a 
decrease in natural gas consumption in 2019 compared 
to 2018 to the average values of recent years. As for 
coal, electricity generated at hydroelectric power plants 
and nuclear power plants, and other FER, then from 
2016 to 2019 their annual production volumes remained 
practically unchanged. 

Based on the scale of underperformance of 
investment programs in the previous period [10-13] and 
taking into account the low investment opportunities of 
the fuel and energy complex (due to low income from 
hydrocarbon exports), the most significant threat to 
Russia's ES until 2025 will be a lack of investment in the 
energy sector. This threat should be included in the list 
of threats under consideration. 

The lack of investment affects the values of physical 
and obsolescence of production assets (PA). For 
example, in the gas industry the physical deterioration of 
the PA has exceeded 65%, in the oil industry it has 

approached 55%. With a lack of investment, the lag in 
the rate of replacement of morally and physically 
obsolete PF in the energy sector will continue. 
Therefore, this threat should also be included in the list 
of considered threats. 

One of the reasons for the large share of obsolete PA 
in the Russian fuel and energy complex is the low rate of 
implementation of the best available technologies 
(BAT). The BAT requirements in various sectors of the 
fuel and energy complex of the country meet from 10 to 
20% of PA (world practice - from 40 to 60%) [14]. 
Accordingly, the threat of low rates of BAT 
implementation should also be included in the list of 
threats until 2025. Low rates of BAT implementation 
and the need to enter new, much more expensive oil 
production areas, along with the depletion of deposits in 
old regions, significantly increase the cost of this energy 
resource. According to [15, 16], the average break-even 
cost of Russian oil is $ 42-44 per barrel. The factors of 
growth in the cost of Russian oil from year to year, with 
the expected relatively low world price for it (60-70 
USD/bbl), oblige to include among the considered 
threats until 2025 the threat of reduced opportunities to 
increase oil production and export. 

The threats under consideration should also include 
the threat of reducing the ability to maintain natural gas 
production. The main reason for this (in addition to the 
rapid decline in gas production at the old fields of the 
Nadym-Pur-Tazovsky region, where up to 85-90% of all 
Russian gas was produced 10-15 years ago) is the 
obvious inexpediency of developing new (very 
expensive) gas production areas (shelf The Barents and 
Kara Seas, the Gydan Peninsula) due to the lack of 
prerequisites for a noticeable increase in gas prices in the 
future until 2035. The scale of this threat is reinforced by 
the facts of incorrect assessment of recoverable gas 
reserves at the Chayandinskoye and Kovykta fields in 
Eastern Siberia [2, 3, etc.]. 

The active implementation of this threat also requires 
consideration of the threat of natural gas domination in 
the FER balances of the regions of the European part of 
Russia and the Urals. At present, the share of gas in the 
domestic consumption of primary FER in the country 
remains at the level of 51-52% (Table 1). However, in a 
significant part of the mentioned regions, this share 
reaches 90-99%. This situation is unacceptable due to a 
decrease in gas production opportunities in the country 
and due to difficulties with fuel and energy supply to 
consumers in the context of large-scale emergencies in 
the gas industry (the bulk of gas is produced in 2.5-3 
thousand km from the places of its main consumption). 
At the same time, there are no peak UGS facilities 
designed to supply gas to the gas transmission network 
in emergency conditions in the UGSS system. 

The character of the transformation of ES threats 
until 2025 and the factors determining this character are 
presented in Table. 2. 

Judging by the data in the table 2 and taking into 
account the expected features of the functioning of the 
energy industries in 2026–2030 the threat of 
underinvestment in the energy sectors should be left for 
analysis. 
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Table 2. The character of the transformation of the most significant threats to Russia’s ES until 2025 

 ES threats Amplifying factors Weakening factors 
The 

transformation 
character 

1 

Lack of 
investment in 
energy 
industries 

- accumulated problems with the financing; 
- deterioration of reserves in old areas of oil and gas 
production; 
- the need to develop much more expensive areas of oil 
and gas production; 
- expected low income from hydrocarbon exports; 
- a large role of the state in business management; 
- unattractiveness of business (corruption, raiding); 
- foreign economic sanctions 

- the expected increase in 
hydrocarbon prices by 2025; 

- lack of serious motivation to 
increase the production of FER 
(low prices on world markets, 
low growth in domestic 
demand); 

- awareness of the need to 
prioritize when planning energy 
development 

Significant 
increase 

2 

Low rates of 
PA renewal in 
energy 
industries 

- lack of serious motivation to accelerate the 
replacement of outdated PA (low growth rates of 
domestic demand for FER); 
- lack of investment; 
- monopoly of FER suppliers; 
- unattractiveness of business in Russia; 
- foreign economic sanctions; 
- unavailability of cheap loans; 
- difficulties with the implementation of BAT 

- the need to ensure industrial 
safety requirements; 

- development of information 
technologies with a 
corresponding update in PA; 

- increasing consumer 
requirements for the FER 
quality. 

Slight 
increase 

3 

Low rates of 
BAT 
implementation 
in energy 
industries 

- lack of investment; 
- great inertia in the development of energy industries; 
- monopoly of FER manufacturers and suppliers; 
- foreign economic sanctions; 
- unattractiveness of business in Russia 

- stagnation of the economy; 
- possible improvement of the 
investment climate 

Slight 
increase 

4 

Reduced 
opportunities to 
increase oil 
production 

- depletion of currently developed oil fields; 
- transition to new, more expensive areas of oil 
production; 
- expected relatively low prices for liquid 
hydrocarbons. 
- foreign economic sanctions, including the 
introduction of BAT 

Expected 
- increasing the depth of oil 
refining at Russian refineries; 

- increase in the share of oil 
products in the structure of 
export of liquid hydrocarbons 

Significant 
increase 

5 

Reduced ability 
to maintain 
natural gas 
production 

- rapid decline in production levels in the NPTR; 
- inexpediency of the development of the gas shelf of 
the Barents and Kara Seas (lack of investment, 
increased competition and low prices in the world gas 
markets, an increase in the share of renewable energy 
sources in countries importing gas); 
- growth in the prime cost of gas supplies. 

- stagnation of the Russian 
economy with no growth in 
FER demand; 

- decrease in the possibilities of 
exporting russian gas for 
foreign economic and foreign 
policy reasons. 

Significant 
increase 

6 

Dominance of 
natural gas in 
the FER 
balances of the 
regions of the 
European part 
of Russia and 
the Urals 

- great inertia in the development of the FEC; 
- gas preference in terms of price-quality ratio; 
- decrease in production volumes in old areas and the 
need to develop new expensive areas; 
- reduced opportunities to increase gas production 
volumes; 
- growth in the prime cost of gas supplies. 

- low growth of FER domestic 
demand; 

- the expected awareness of the 
great negative significance of 
this threat 

Slight 
increase 

     
Instead of two threats (low rate of replacement of PA 

and low rate of implementation of BAT) from 2026 to 
2030 let us consider only one - the low rates of BAT 
implementation in the energy industries. Replacement of 
obsolete PA should mean, mainly, the introduction of 
BAT, and replacement of physically outdated PA should 
be mandatory even due to industrial safety requirements. 
Threats to reduce opportunities to increase oil production 
and maintain gas production from 2026 to 2030 should 
be considered already as threats to reduce oil and gas 
production levels. The decline in gas production levels 
makes it mandatory to consider the threat of gas 
domination in the European part of the country and in 
the Urals. 

The results of assessing of the transformation 
character of the listed threats from 2026 to 2030 and the 
factors determining this character are presented in Table 
3. 

For the period 2031–2035, it is proposed to consider 
only those threats, the character of the transformation of 
which in the previous period (Table 3) was assessed as 
“a significant increase”. The results of assessing the 
transformation of these threats in the specified period are 
presented in table 4. 
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Table 3. The character of the transformation of the most significant threats to Russia’s ES from 2026 to 2030 

 ES threats Amplifying factors Weakening factors 
The 

transformation 
character 

1 

Lack of 
investment in 
energy 
industries 

- expected growth of domestic demand for 
FER; 

- striving to retain Russia's share in external 
markets for hydrocarbon sales in the 
conditions of low prices; 

- the need to increase investments to increase 
the share of renewable energy 

Expected: 
- improving the investment climate; 
- diversification of the structure of 

GDP; 
- easing of foreign sanctions 

Slight 
mitigation 

2 

Low rates of 
BAT 
implementation 
in energy 
industries 

- growing importance of factors: lack of 
investment, inertia in the development of the 
energy sector; 

- technological development of energy in the 
world, scientific and technological progress, 
competition in energy markets 

- expected easing of foreign sanctions Significant 
increase 

3 Decrease in oil 
production 

- strengthening of factors: deterioration of oil 
reserves; decrease in the competitiveness of 
Russian oil on world markets decrease in the 
growth of global demand for liquid 
hydrocarbons 

- low annual growth in domestic 
consumption of oil products; 

- a significant difference between the 
volume of oil production in the 
country and the volume of its refinary 

Significant 
increase 

4 Decrease in gas 
production 

- strengthening of factors: reduction of 
production levels in old regions, high cost of 
development of new regions, lack of 
prerequisites for a noticeable rise in gas prices 
on world markets; 

- dominance of gas in the FER balances of the 
country and some regions 

- the expected decrease in the 
politicization of decisions on the 
development of the gas industry 

Significant 
increase 

 

Dominance of 
natural gas in 
the FER 
balances of the 
regions of the 
European part 
of Russia and 
the Urals 

- inertia of changes in the structure of FER 
balances within the country and regions; 

- expected growth in demand for FER 
(corresponding to the pace of economic 
development); 

- decrease in gas production 

Ожидаемые: 
- weakening of the state role in the 

development of the gas industry; 
- transition to equal profitability of gas 

in the external and internal markets; 
- easing of foreign sanctions 

Significant 
increase 

Table 4. The character of the transformation of the most significant threats to Russia’s ES from 2031 to 2035 

 ES threats Amplifying factors Weakening factors 
The 

transformation 
character 

1 

Low rates of 
BAT 
implementation 
in energy 
industries 

- lack of investment; 
- the inertia of the FEC development; 
- preservation of the great role of the state in 
the field of energy management 

- change in the structure of the income 
part of Russia's GDP with a decrease in 
the dependence on the oil and gas 
sector 

Slight 
mitigation 

2 Decrease in oil 
production 

- the need to develop new expensive oil 
production areas; 
- lack of investment; 
- insufficient rates of BAT implementation; 
- lack of prerequisites for a noticeable increase 
in world prices for oil and oil products 

- reducing the dependence of Russia's 
GDP on the oil and gas sector; 

- decrease in the volume of oil exports; 
- no growth in domestic consumption of 
oil products with an increase in the role 
of electricity in transport 

Slight 
mitigation 

3 Decrease in gas 
production 

- rapid decline in gas production in old areas, 
- inexpediency of the development of the gas 
shelf of the Barents, Kara and Okhotsk seas for 
export purposes due to the high cost of 
production, processing and transportation of 
gas in the absence of prerequisites for a 
significant increase in world gas prices; 
- dominance of gas in the FER balance of the 
country and some regions 

- a noticeable decrease in the growth rate 
of gas demand in importing countries 
associated with an increase in the share 
of renewable energy sources in the 
structures of FER balance 

Significant 
increase 

4 

Dominance of 
natural gas in 
the FER 
balances of the 

- inertia of changes in the structure of FER 
balances within the country and regions; 
- a noticeable decrease in gas production 
volumes in old gas production areas; 

- the absence of prerequisites for an 
increase in world prices for gas and the 
high cost of its production and transport 
cause the inexpediency of its export; 

Slight 
increase 
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regions of the 
European part 
of Russia and 
the Urals 

- lack of investment for the development of 
new expensive gas production areas (gas shelf 
of the Barents, Kara and Okhotsk seas) 

- change in the structure of GDP in the 
direction of growth of non-energy-
intensive, knowledge-intensive 
industries with limited growth of the 
country's internal energy needs 

 

3 Expected opportunities to meet 
Russia's internal needs for primary FER 
in the considered perspective 

3.1 Possible internal needs for primary FER 
The total annual domestic needs of the country for 
primary FER can be logically determined 
as ),1(1

t
in

t
GDPtt KKQQ −+= −

where 1−tQ  is the volume of 

consumption of these FER in (t – 1) year; t
GDPK and t

inK  
are the coefficients of change in Russia's GDP and the 
specific energy intensity of GDP in t year relative to (t – 
1) year. When determining internal needs for primary 
FER, the following average annual values were taken for 

t
GDPK and t

inK , Table 5. 

Table 5. Assumed coefficients of change in Russia's GDP and 
specific energy intensity of GDP for the perspective up to 2035 

Time period t
GDPK  t

inK  
2020–2025 0,015–0,017 0,005–0,010 
2026–2030 0,020–0,025 0,010–0,015 
2031–2035 0,025–0,035 0,020–0,025 

 
Taking into account the impact of the COVID-19 

pandemic on the Russian economy in 2020, it is possible 
to assume a decrease in GDP compared to 2019. At the 
same time, when the economy exits the conditions of the 
pandemic in 2021, it can be assumed that the recovery 
rate will be slightly increased with the achievement of 
the targets outlined earlier. Accordingly, in 2020 we 
propose the value of the country's internal needs for 
primary FER to be considered approximately equal to 
2019 (1057 mln tce), and then follow the values of the 
indicators presented in Table 5. Then it can be assumed 
that in 2025 this value will be at the level of 1090-1110, 
in 2030 - 1150-1170 and in 2035 - 1180-1230 mln tce. 

3.2 Production capabilities of Russia's energy 
industries 

3.2.1 Russia’s oil industry prospects 

In 2018 and 2019, the consumption of oil products in the 
country together with oil used directly was 231 and 228 
million tons of fuel equivalent, respectively (taking into 
account [15]). From 2020 to 2035, domestic demand for 
light petroleum products will grow by no more than 0.5-
1% per year due to the expected active increase in the 
share of electric transport. The volume of oil directly 
flared will decrease. Accordingly, the total volume of 
petroleum products and crude oil used within the country 
should not increase until 2035, but it will not decrease 

significantly either. We will assume that in 2020 it will 
remain approximately at the level of 2019 - about 230 
mln tce, in 2025 it will be 220-230, in 2030 - 215-225 
and in 2035 - 210-220 mln tce. These volumes are much 
less than the volumes of liquid hydrocarbon production 
today (in 2019 - 560 mln t or 790 mln tce). Apparently, 
such an excess of production volumes over domestic 
consumption may persist until 2035. The possibilities for 
increasing oil production in the country will most likely 
be exhausted by 2025 (Table 2). In 2020, oil production 
in Russia could amount to approximately 560-565 mln t. 
At the same time, according to the “OPEC +” deal, 
during the period of reduction in oil prices in the world 
in 2020, oil production will probably be at the level of 
500-510 mln t. This recession should lead to some 
revival of the world economy, perhaps the previous level 
of oil production (550-560 million tons) will be restored 
by 2025. Outside 2025, we should expect a decrease in 
oil production to 500-520 mln t in 2030 and up to 400-
450 mln t by 2035. 

3.2.2 Russia’s coal industry prospects 

Annual levels of coal consumption in the country have 
been declining over the past 5 years. From 2020 to 2025, 
due to a reduction in opportunities to increase gas 
production in the country, the possibilities for replacing 
coal-fired electricity and heat generating capacities with 
gas ones will also be exhausted. Accordingly, if from 
2020 to 2025 one can expect a slow but decrease in the 
volume of coal consumption, then after 2025 its 
consumption should grow slightly (by 0.3-0.5% per 
year). This will slightly neutralize the threat of gas 
dominance. Accordingly, domestic consumption of coal 
will be: in 2020 - 185-190, in 2025 - 180-190, in 2030 - 
185-195, and in 2035 - 200-210 mln t against 191 mln t 
in 2019 The volumes of Russian coal exports (taking 
into account the growing competition on world markets) 
are likely to decrease slightly and will be approximately 
as follows: 2020 - 190-200, 2025 - 180-190, 2030 - 170-
190, 2035. - 160-180 mln t. 

3.2.3 Nuclear-, hydropower plants and other 
renewable sources 

The total production volumes of primary FER in Russia 
at hydroelectric power plants, nuclear power plants and 
other sources have changed insignificantly in recent 
years. In terms of the volume of hydrocarbon fuel for 
generating the same amount of electricity at TPPs in 
2019, these volumes amounted to 166 mln tce. Taking 
into account a slight increase in the share of non-
traditional FER and electricity production at 
hydroelectric and nuclear power plants, the indicated 
volumes can be 165-170 in 2020, 180-190 - in 2025, 
190-210 - in 2030 and 220-250 mln tce in 2035. 
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3.2.4 Assessment of the possibilities of meeting the 
internal needs of Russia in primary FER with the 
formation of requirements for the gas industry 

The aforementioned about the coverage of the expected 
domestic demand in Russia for primary FER for all 
reference years from all energy industries except the gas 
industry is reflected in Table 6. The same table shows 
the requirements for the country's gas industry to cover 
the specified total needs for primary FER. 

Table 6. Expected opportunities to meet Russia's internal needs 
for primary FER with the formation of requirements for the gas 

industry* 

Index 2019 2020 2025 2030 2035 
Internal needs for 
primary FER, mln tce 1057 1060 1100 1160 1210 

Covering by  
Oil industry, mln tce 228 230 225 220 215 

Coal industry, mln tce 124 120 120 125 130 
Nuclear-, hydropower 

plants and other 
renew., mln tce 

166 170 185 200 230 

Requirements for the 
Gas industry, mln tce 

 
539 

 
540 

 
570 

 
615 

 
635 

bcm 469 470 495 535 550 
* Average values of respective ranges are used. 

 
In Table 6, we have identified the requirements for 

gas volumes to cover the Russia's domestic needs for 
primary FER. Now let's consider the possibilities of the 
gas industry to ensure these volumes. We will also 
consider the possibilities (taking into account the 
planned imports) to ensure the export of Russian gas for 
the same perspective. 

3.2.5 Russia’s gas industry prospects, taking into 
account the requirements of possible gas exports 

Gas imports to Russia in 2019 amounted to 9 bcm [17]. 
Until 2035, it is unlikely to exceed 10 bcm/year. When 
assessing the levels of gas production (both natural and 
associated), we should take into account the following 
points: 
1. Decrease in opportunities to increase gas production 
until 2025 and decrease in gas production after 2025 
(judging by the character of the transformation of threats 
to Russia's ES). 
2. Low world gas prices in 2020 and the absence of 
prerequisites for a noticeable increase until 2035 with an 
increase in the average cost of gas production and 
transportation and a high cost of Russian LNG 
production. 
3. By the beginning of 2021, the decline in gas prices 
will probably stop and this price will most likely 
stabilize until 2035 (in the absence of prerequisites for a 
noticeable increase). The price range for European 
countries can be 200-230 USD/mmcm. How far these 
prices will differ from the cost of Russian gas from new 
regions of its production on the border with Germany 
can be estimated from the data in Table 7. At the same 
time, under the cost of gas, in contrast to only operating 

costs [18, etc.], we mean the ratio of the sum of all 
capital and operating costs associated with the 
development of a gas field during the entire development 
and operation of the field to the total volume of gas 
production during this time. The same approach is 
applicable to the calculation of the cost of gas 
transportation to delivery points. 

Table 7. Expected cost of Russian gas from new regions of its 
production on the border with Germany* 

Production area, 
method of 

development 

Cost, USD/mmcm 

2020 2025 2030 2035 
Yamal (operat. 
fields): 

pipeline gas 
LNG 

 
 

150–170 
180–190 

 
 

160–180 
190–210 

 
 

170–190 
200–220 

 
 

170–190 
200–220 

Yamal (new 
fields) 

pipeline gas 
LNG 

 
 

170–190 
200–210 

 
 

210–230 
240–260 

 
 

240–270 
260–290 

 
 

240-270 
260-290 

Shelf of the 
Kara Sea (under 
development) 

pipeline gas 

 

 
 
 

290–320 

 
 
 

340–380 

 
 
 

340-380 
Gydan 
peninsula 
(under 
development), 
pipeline gas 

 

 
 
 
 

240–280 

 
 
 
 

280–300 

 
 
 
 

280-300 
* Estimation of the authors [19, etc.]. 
 
4. Comparison of the expected world gas prices with the 
data in Table 7 indicates that there is no economic 
feasibility of developing gas fields on the Gydan 
Peninsula and on the shelf of the Kara Sea for export 
purposes (at least until 2035). Due to the unresolved 
nature of a number of fundamental technical issues and 
the same expected low gas prices until 2035, the 
development of the Shtokman field (shelf of the Barents 
Sea) cannot be expected. 
5. Gas production growth rates in Yamal will not be as 
high as in 2018-2019 (26 bcm) - LNG production 
capacities were being increased. Production growth rates 
will be constrained by low world gas prices. According 
to the authors' estimates, this increase will not exceed 2-
3 bcm/year by 2025. Outside 2025 (up to 2035) - after 
the development of the Kharasaveyskoye field, the 
increase in production in Yamal will increase again, but 
only within the range of 5-6 bcm/year. 
6. The Chayandinskoye (Yakutia) and Kovyktinskoye 
(Irkutsk Region) fields will be developed with gas 
production here in 2020 - 1-2 bcm, and by 2025 - 20-40 
bcm/year (currently there is uncertainty with the 
confirmed gas reserves for these fields [2, 3, etc.]). 
7. Due to the lack of investment, it is difficult to expect a 
noticeable increase in gas production on Sakhalin and 
the shelf of the Sea of Okhotsk until 2035. 
8. The decrease in gas production in NPTR will continue 
(on average, in recent years, production has fallen by 16 
bcm/year). 
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9. By 2030, a slight decrease in oil production will lead 
to a decrease in the production of associated gas (from 
100 bcm in 2019 to 80-90 bcm by 2035). 

Taking into account the data in Table 6 and the 
reasoning given above, Table 8 was formed, which 

presents the situation with the balance of Russian gas 
expected until 2035. The incoming part of this table 
takes into account the possibilities of the main gas-
bearing regions and imports. The actual figures for 
recent years are also given here. 

Table 8. Actual and expected up to 2035 values of the Russia’s gas balance (total natural and associated gas), bcm 

Index Actually Forecast 
2017 2019 2020 2025 2030 2035 

Gas production (natural and associated), 
incl. 691 736 730 720 690 630 

Nadym-Pur-Tazovsky region 468 436 420-425 350-370 280-310 200-240 
Yamal Peninsula 75 101 105-110 120-140 160-190 180-220 

European part of Russia 51 59 60-65 60-70 60-70 50-60 
Tomsk region, Eastern Siberia 22 28 28-30 45-50 50-60 50-60 

Ob-Taz Bay and Bolshekhetskaya 
Depression 40 68 60-65 60-65 40-60 30-50 

Far East 35 44 45-50 50-60 50-60 50-60 
Imports 9 9 10 10 10 10 
Available volumes* 700 745 740 730 700 640 
The required volume of gas to cover 
internal needs for primary FER 469 469 470 495 535 550 

Technical capabilities of gas export 231 276 270 235 165 90 
* Sum of average values of ranges of possibilities. 
 

As can be seen from the data in Table 8, the 
capabilities of the Russian gas industry, taking into 
account the small volumes of imports, fully cover the gas 
requirements to meet the country's internal needs for 
primary FER. At the same time, the technical (excluding 
the situation on the world gas markets) opportunities for 
the export of Russian gas are significantly reduced. 

4 Conclusion 

Real quantitative indicators of the functioning of the 
Russian fuel and energy complex in 2014-2019, as well 
as the results of assessing the character of the 
transformation of the most significant threats to the 
Russia's ES until 2035, made it possible to assess the 
available capabilities of its energy industries to meet the 
country's internal needs for primary FER. The technical 
capabilities for the export of Russian gas for the period 
up to 2035 were also assessed. The paper showed that by 
2035 the total annual capabilities of the country's fuel 
and energy complex for the production of primary FER 
together with the import of FER to Russia will exceed its 
internal needs. A decrease in oil production will also not 
affect the provision of domestic needs of the country 
with petroleum products. At the same time, by 2035, we 
should expect a reduction in the possibilities for the 
export of FER from 1,049 mln tce up to 700-800 mln 
tce. Opportunities for the export of Russian gas, 
provided that the country's internal needs are met 
without deficits, will noticeably decrease (from 276 bcm 
in 2019 to 90 bcm/year by 2035). 

The decline in the possibilities for the production and 
export of hydrocarbons is accompanied by the absence 
of prerequisites for a significant increase in world prices 
for them until 2035. In the same period, an increase in 
the share of non-traditional types of FER in the energy 
balances of countries importing hydrocarbons is 

expected. Accordingly, competition among hydrocarbon 
exporting countries will intensify. All these processes 
will coincide with the steady increase in the average cost 
of oil and gas production and transportation in Russia 
due to the depletion of reserves in most of the currently 
operating production areas and the need to develop new 
very expensive oil and gas production areas. 

There can be only one direction of measures to 
improve the situation: a rapid change in the structure of 
the Russian economy towards an increase in the share of 
science-intensive and low-energy-intensive spheres of 
activity with the release of competitive products with 
high added value. The possibilities for the development 
of the Russian economy through the sale of natural 
hydrocarbons for the near future have been exhausted. 
 
The work was carried out within the framework of a scientific 
project III.17.5.1 of program of fundamental research of the SB 
RAS, reg. number АААА-А17-117030310451-0 and RFBR 
grant No. 20-08-00367. 
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implementation of integrated heat and cooling systems in a harsh 

continental climate
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Abstract. The possibility of introducing the technology of integrated heat and cold supply in a sharply 
continental climate is considered on the example of a specific district of the city of Yakutsk, the Republic of 
Sakha (Yakutia), Russia. In this paper is analysed the possibility of district cooling system based on absorption 
for one district. The characteristics of specific cold consumers are analysed. Various options for district cooling 
technologies for the conditions of the North are compared. Calculations of cold consumption for buildings of 
series 1-464A are made. The analysis of the composition of the equipment, technical solutions, reconstruction 
of buildings, etc. A comparison of the financial and economic efficiency of the chiller-fan coil system and local 
split systems for a specific consumer is made.

1 Introduction 

Energy development trends are currently leading to the 
integration of various types of energy into a single 
complex. A fundamentally new technological paradigm 
creates a change in the structure of the energy system and 
a transition from the vertical structure of CHP-network-
consumer to a horizontal structure based on 
intellectualization and integration [1]. This paper 
examines the issues of the validity of the development of 
the Russian energy sector in a new vector of development. 
One specific element is considered, the introduction of 
integrated heat and cooling supply systems. 

The refrigeration and air conditioning market already 
has a significant place in the global economy. It exceeds 
the diamond jewelry market and the wind turbine market. 
The Economist Intelligence Unit (EIU) estimates annual 
global sales will grow from 336 million in 2018 to 460 
million by 2030. The amount of sales in monetary terms 
will be approximately equal to USD 170 billion [2]. 

The district cooling market has many types and 
upgrades of equipment. The main technical characteristics 
of the technology is the type of energy used to create cold. 
For example, the main criterion in European countries is 
the use of renewable energy sources that use river energy, 
geothermal energy, solar, etc. The main drivers for the 
increase in the share of alternative technologies for district 
cooling in the European Union are the high price of 
traditional fuels and the limitation of CO2 emissions into 
the atmosphere [3]. 

Absorption chillers have a significant share in the 
cooling market. According to research, the presence of 
waste, cheap heat from CHP operation or waste 
incineration contributes to the energy efficiency of the 
system with absorption chillers. Studies show the high 
efficiency of the integrated heat and cooling system with 
a confluence of certain factors [4]. 

The climatic conditions of the city of Yakutsk are of a 
harsh continental character. Low temperatures in winter 
contributed to the strong development of the heat supply 
system. Significant volumes of waste heat and heating 
networks with high operating temperatures are available. 

High temperatures in summer create a demand for cold. 
For example, the number of hot hours (with temperatures 
above 25 ℃) in Yakutsk in 2015-2019 is on average 3 
times more hot hours in Stockholm, Sweden, where 
district cooling system has been successfully operating 
since 1995 [5,6]. For these reasons, this technology has 
the prerequisites for high energy efficiency, compared to 
the existing traditional system of combined generation of 
electricity and heat. 

2 Waste heat availability 

There are 2 thermal power plants in Yakutsk with 
combined generation of electricity and heat. The 
consumption of thermal energy in the city of Yakutsk for 
the winter period is 2.3 million Gcal per year. The length 
of high-level heat network and heat inputs is 123 
kilometers. The length of distribution heat networks 298 
kilometers. Equipment composition for 2019: 

- Сo-generation power plant number 1 – YaGRES. It 
installed capacity is 368 MW, the turbine park includes 12 
gas turbine units of Russian production with 8 waste heat 
boilers PSV-2. Gas turbine units (GTU) include 3 types of 
turbines: GTE-45, GT-35 and GTG-12V. 

- Сo-generation power plant number 2 - YaGRES 
New. It installed capacity of 193.48 MW, the turbine park 
includes 4 gas turbines with LM 6000 PF DF turbines with 
3 waste heat boilers KV-GM-116. 

The average heat load by plants for the summer period 
of 2019 is given in Table 1 [7]. The amount of waste heat 
is calculated using formula (1) as the difference between 
the total heat supply from the extractions and the total heat 
load of 2 stations. 

⅀𝑄𝑄ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑤𝑤𝑒𝑒𝑤𝑤𝑒𝑒𝑒𝑒 = ⅀𝑄𝑄𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑜𝑜𝑜𝑜𝑒𝑒𝑡𝑡𝑒𝑒𝑡𝑡𝑒𝑒𝑜𝑜𝑒𝑒 − ⅀𝑄𝑄𝑙𝑙𝑜𝑜𝑒𝑒𝑙𝑙 
ℎ𝑒𝑒𝑒𝑒𝑒𝑒              (1) 

The heat load of the station is calculated by the 
formula (2) by multiplying the average monthly load by 
the time of the station operation. 

⅀𝑄𝑄𝑙𝑙𝑜𝑜𝑒𝑒𝑙𝑙 
ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑞𝑞ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑙𝑙𝑜𝑜𝑒𝑒𝑙𝑙

𝑒𝑒𝑎𝑎𝑒𝑒𝑒𝑒𝑒𝑒𝑎𝑎𝑒𝑒 ∙ 𝑛𝑛                    (2) 
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Table 1. Average hourly heat load in summer by stations 

Power station 
2019 year 

June July August 
YaGRES, Gcal/h 32 37 40 

YaGRES New, Gcal/h 17 0 11 

2.1 Waste heat from YaGRES 

The total heat extraction from gas turbine units is 
calculated according to the energy characteristics of the 
turbines Fig. 1 and Fig. 2. Gas turbine units with GTG-
12V turbines do not produce thermal power.

Figure 1. Dependence of heat load on electrical power of GTE-
45

Figure 2. Dependence of heat load on electrical power of GT-35 

The calculation of the heat load of each of the gas 
turbine units was carried out according to the data of the 
hourly electrical load of the gas turbine units of the station 
for 3 months: June, July, August. 

Next, the total waste heat of the power plant for the 
month is calculated. The values of the total waste heat 
from the station were calculated according to formula 1 

for June, July, August 2019, the results are given in Table 
2. 

2.2 Waste heat from YaGRES New 

There are no data on the energy characteristics of LM 
6000 PF DF turbines at YaGRES New. Waste heat is 
calculated as the difference between the possible total heat 
release from the extractions and the heat load of the plant. 
The possible total supply of heat from the extraction is 
calculated using the ratio of energy production 𝑍𝑍Т in 
winter time (Table 2). The maximum value of the ratio is 
2.62 in December. The total possible supply of heat is 
calculated according to formula (3), assuming such values 
of the coefficients in the summer for June, July, August. 

⅀𝑄𝑄𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑜𝑜𝑜𝑜𝑒𝑒𝑡𝑡𝑒𝑒𝑡𝑡𝑒𝑒𝑜𝑜𝑒𝑒 =  ⅀ (𝑍𝑍Т · 𝑁𝑁𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑙𝑙 𝑙𝑙𝑜𝑜𝑒𝑒𝑙𝑙𝑤𝑤𝑡𝑡𝑠𝑠𝑠𝑠𝑒𝑒𝑒𝑒 )            (3) 

Table 2. Waste heat in 2019 

Waste heat, thousand  Gcal 
№ June July August Sum 
YaGRES 235,1 207,4 230,5 673 
YaGRES 
New 

 
97,4 

 
50,3 

 
126,7 274,4 

Sum total 332,5 257,7 357,2 947,4 

3 Object of study 

The object of the study is a unified heating system 
districts 129 and 54 in the centre of the city of Yakutsk. 
The criteria that were used when choosing the object of 
research: the presence of significant demand for cold, the 
ability to connect to a source of thermal energy, the 
connection of various types of consumers (residential, 
administrative, commercial, etc.). 

Districts 129 and 54 include 40 large potential cold 
consumers. It includes 22 residential buildings with 
administrative premises, 4 residential buildings, 14 
administrative buildings. Small buildings, garages do not 
need cold, therefore they are not taken into account in the 
calculations. 

During a visual inspection of districts, it was found 
that local autonomous split systems cover the cold needs 
of office buildings by about 70%. And in residential 
buildings, split systems cover the need for cold by about 
10%. 

3.1 Design features of buildings series 1-464A 

As the object of a more detailed study, buildings series 
1-464A was selected (Figure 3) [8]. During the 
construction period of the city, this type of project was the 
most common. The calculation for this building will be 
useful for further scaling the model. 

The building at Poyarkova 17/1, series 1-464A has 4 
floors, 4 entrances, 16 apartments are located on one floor. 
Apartments are divided into 4 types with areas of 31, 47.5, 
67.6, 71.7 m2. 

Further, possible technical solutions for organizing 
cold supply in a building of series 1-464A are considered. 
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Figure 3. Floor plan of the building series 1-464A

 
3.2 Various cooling options in 1-464A buildings 

3.2.1 Option 1. Using the heating system for cooling 

In the cities of Russia, most of the old buildings of the 
50-60s. have a heating system with steel and cast iron 
radiators, which are not designed for high water 
consumption. Cooling a house with heating radiators, with 
a coolant temperature of approximately 8℃, requires a 
much higher coolant flow and the outer surface of the 
radiators. Also, the heating system scheme is mostly made 
in a single circuit, covering all residential and non-
residential premises, which excludes the possibility of 
sectioning and correct regulation of the cooling capacity. 
Another difficulty in implementing such a system is the 
formation of condensation. Due to the loopback of the 
entire system and the difference in comfort temperature, 
intelligent control is required to maintain the desired 
temperature and avoid condensation. All these and many 
other factors make this type of cooling impossible. 

3.2.2 Option 2. Local air conditioning systems 

 To ensure a comfortable air temperature in residential 
and public (office) premises t = 20-23 ℃, φ = 40-60%, 
split-system air conditioners are most widely used [7]. The 
split system consists of an outdoor unit (compressor, 
condenser, fan) and an indoor unit (evaporator, fan, filter). 
The outdoor unit can be installed on the wall of the 
building, on the roof or on the balcony. Most often in 
Yakutsk, the external unit is installed on the wall of the 
building, which worsens the appearance of the building. 
The indoor unit is designed for cooling, filtering and 
creating air mobility located directly in the room. 
 Also, to provide air conditioning (AC), various 
technical options are possible for local air conditioning 
systems (ACS): on the basis of on-line air conditioning 
units, on the basis of on-line fans, on the basis of 
evaporative air conditioners, etc. 
 For further calculation, the option with local ACS 
based on autonomous air conditioners (split system) was 
selected. The advantages of such a system are easy 
accessibility to the air conditioning market and no need 
for additional changes in the building structure. For 
different types of apartments, local autonomous air 
conditioners of different capacities were selected, 
depending on the estimated cold consumption. 
 

3.2.3 Option 3. Centralized ACS 

 Exhaust systems with natural ventilation are installed 
in buildings of the 1-464A series. They are made in the 
form of holes in the walls with a radius of 150 mm and are 
located in the kitchen and in the toilet. The air in the room 
is connected to the collection ducts, from there the used 
air is discharged into the atmosphere through the 
deflectors [8]. Centralized ACS requires a significant 
reorganization of the ventilation system: an increase in the 
diameters of the air ducts, a change in design, etc. 
 Significant expenses for the reconstruction of the 
building, complex construction and engineering work 
make such a system uneconomical. 

3.2.4 Option 4. Chiller and fan coil system 

 An absorption chiller can be located in a central 
chiller station (CCS) near to an existing central heating 
station (CHS). CCS can be connected to main heating 
networks with parameters 150-70 ℃. The water cooled in 
the chiller with a temperature of 5-10 ℃ enters the user 
stations of buildings (heat exchangers, automation, 
control systems, etc.) through external cooling supply 
networks located parallel to the heating networks. Further, 
through the building's cooling system, cold water enters 
the fan coil units. 
 Such a system requires high capital investments, but 
has a cheap energy source and a high COP of the chiller. 

4 Calculation of the cooling demand of a 
typical building 

 The cooling demand of a building of series 1-464A is 
calculated by the graphic-analytical method [9]. The 
initial data are the orientation of the building, the 
parameters of the outside and inside air, the number of 
people, the number of windows, amount of solar radiation. 
air exchange required to cover heat gain is calculated by 
the formula (4): 

𝐺𝐺𝑄𝑄 = 3.6 𝑄𝑄𝑡𝑡
(𝐼𝐼𝑖𝑖−𝐼𝐼𝑜𝑜)

                                (4) 
 where 𝐼𝐼𝑒𝑒 , 𝐼𝐼𝑜𝑜 are the specific enthalpies of the indoor and 
outside air, kJ / kg, taken according to the I-d diagram; 𝑄𝑄𝑒𝑒 
- total heat surpluses, W.  
 The cold consumption is also determined by I-d 
diagrams and calculated by the formula (5): 

𝑄𝑄𝑒𝑒𝑜𝑜𝑜𝑜𝑙𝑙𝑒𝑒𝑜𝑜𝑎𝑎 = 𝐺𝐺𝑄𝑄(𝐼𝐼o − 𝐼𝐼i)                         (5) 
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 The approximate specific consumption of cold per 
square meter of a residential building in Yakutsk is 
calculated using the formula (6) and is equal to 28.8 
W/m2: 

𝑄𝑄specific consumption =
𝑄𝑄𝑐𝑐𝑜𝑜𝑜𝑜𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐

𝑆𝑆
                (6) 

 The specific consumption of cold for administrative 
premises is taken according to specific heat surpluses [10] 
and is equal to 50 W/m2. 
 The calculation of the total demand for cold in 
districts is calculated using the specific cold consumption 
per square meter. The operating time of the ACS is equal 
to the arithmetic mean of the hot hours in Yakutsk with 
temperatures above 25 ℃ from 2015 to 2019. Air 
temperature measurement data with an interval of 3 hours 
were obtained from "Yakutsk meteorological station No. 
24959" [5]. 

Table 3. Cold demand 2019 

Area of 
premises, 
m2 

Cooling 
capacity, 
kW 

Number of 
hours of 
work, hr 

Total cooling 
demand, 
Gcal 

167677 6237,8 269 1443,1 

5 Initial technical and economic 
calculation of the district cooling system 

 Two options for cooling the buildings of districts are 
compared: local ACS with individual split systems and a 
district cooling system with absorption chillers. Cooling 
options are compared for economic efficiency. 
 Various cold demand scenarios are used to predict 
future cooling demand. The scenarios modeled in this 
article are presented in Table 4. 

Table 4. Scenarios of cold consumption 

№ 
Cooling system load, % 

Administrative premises Living premises 
Scenario №1 100 100 
Scenario №2 100 0 
Scenario №3 50 50 
Scenario №4 100 50 
Scenario №5 100 20 

 The calculation was carried out according to the 
standard method for evaluating the effectiveness of 
investment projects [11]. The electricity tariff for the city 
of Yakutsk was 6.49 rubles / kWh in 2019. The calculation 
results are shown in Table 5. 
 In all scenarios, the payback period of the project 
exceeds the service life of technical facilities. The reasons 
for the economic inefficiency lie in the low cold load 
density, in the limited hours of air conditioning operation 
and in the relatively cheap cost of electricity. 

6 Conclusions 

 The assessment of the introduction of technologies for 
district cooling system based on absorption chillers shows 
the technical feasibility of the project.  
 The project can become cost-effective by increasing 
cold consumers and considering the systemic effect. The 
systemic effect appears by increasing the energy 
efficiency of the entire system. When a large number of 
air conditioning systems use waste heat as a source of 
energy instead of electricity, the overall efficiency of the 
system increases. 
 Also, this technology may become relevant if other 
criteria prevail over economic ones. For example, district 
cooling system helps to reduce CO2 emissions into the 
atmosphere by reducing the consumption of electrical 
energy for air conditioning. 
 In further work, it is planned to develop a 
methodology for the introduction of integrated heat and 
cold supply systems adapted to the conditions of Russia. 
Work is planned in the following areas: 
• Development of methodological tools for creating a 
stochastic model of a cold consumer; 
• Hydraulic calculation of the pipeline system; 
• Development of plausible scenarios for an integrated 
heat and cooling system; 
• Development of a mathematical model of the heat and 
cold supply system; 
• Analysis of the impact of the introduction of heat and 
cold supply technology in the power system of Yakutsk. 
 Such a methodological apparatus can be used when 
planning the development of large, urbanized cities in the 
south of Russia, which there is a shortage of cheap fossil 
fuels. 

Table 5. Technical and economic indicators of the district cooling system 

№ Indicators Scenario №1 Scenario №2 Scenario №3 Scenario №4 Scenario №5 
1 Payback period, year 67 - - 79 100 
2 Operating costs, thousand RUB 1797,6 1690,8 1684,3 1744,2 1712,2 
3 Investments, million RUB 400,2 254,6 262,1 327,4 283,7 
4 Proceeds, thousand RUB 3020,4 1597,1 1510,2 2308,7 1881,7 

5 
Cooling load, thousand 
kWh/year 1677,9 887,2 838,9 1282,6 1045,4 

6 Cost value, RUB/kWh 1,071 1,906 2,008 1,360 1,638 
7 Tariff, RUB/kWh 1,800 1,800 1,800 1,800 1,800 

8 
Profit contribution, thousand  
RUB/year 1222,8 -93,8 -174,1 564,5 169,5 

9 
Rental fee for 2.5 kW of cold, 
RUB/year 1210,5 1210,5 1210,5 1210,5 1210,5 

10 
Split system electricity bill, 
RUB\year 1396,6 1396,6 1396,6 1396,6 1396,6 
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Abstract. An increase in the number of major accidents in energy systems in recent years has been 
due to the significant depreciation of fixed assets, and the lack of significant financial investments in 
their reconstruction. Large-scale accidents in energy systems resulting from the failure of the most 
important system objects entail significant, sometimes irreparable, damage to consumers in the form 
of large short deliveries of final types of energy. Thus, the identification of the most important 
facilities and their combinations in energy systems with the subsequent development of measures 
aimed at reducing the importance of such facilities is relevant today. The article reflects the main 
points of the comprehensive work on the search and identification of critical objects of the gas 
industry. The lists of these objects and their combinations, ranked by the degree of influence on 
consumers, are formed. Possible invariant measures aimed at reducing the importance of such 
objects are presented. 

1 Introduction  

The energy security of Russia and its regions concerns 
two main aspects: 
- the need for long-term deficit-free provision of 
consumers with the required types of energy resources 
during the operation of the energy sector under normal 
conditions; 
- creation of conditions for providing consumers with 
energy resources in emergency situations. 

Consideration of the second aspect, first of all, 
requires the allocation of critical objects in the fuel and 
energy complex, i.e. those facilities, partial or complete 
failure of which can cause significant social and 
economic damage to the country. 

The selection of the critical objects of fuel and 
energy complex is directly related to two major tasks: 
- identification and neutralization of various kinds of 
threats to sustainable fuel and energy supply to 
consumers (including the threat of terrorist acts at the 
fuel and energy complex); 
- early preparation of objects and systems of the fuel and 
energy complex for work during emergencies caused by 
the implementation of threats of various types. 

Such work should obviously be carried out in terms 
of determining the critical objects for the main energy 
sectors separately, and then for the fuel and energy 
complex as a whole. To solve the set tasks at the level of 
sectoral energy systems, sufficiently detailed simulation 
mathematical models should be used. The use of such 
models should give results in terms of assessing the 
dependence of the performance of the relevant energy 
sectors on the operation of specific energy facilities. 

Those objects on which such a dependence of the entire 
system is tangible and, moreover, critical, should be 
recognized as critical from the standpoint of ensuring the 
operability of the system as a whole. Precisely such 
objects should be primarily targeted by measures to 
ensure the survivability of the corresponding energy 
system. When analyzing the critical objects of the fuel 
and energy complex level, a specialized model apparatus 
can be used that adequately describes all aspects of the 
interrelated functioning of energy industries within a 
single fuel and energy complex from the standpoint of 
energy security. Such a model apparatus will make it 
possible to determine the total capabilities of the 
country's fuel and energy complex and the fuel and 
energy supply systems of specific regions to meet the 
needs of individual territories in various types of energy, 
which actually develop in various conditions (including 
emergency situations). At the same time, the own 
capabilities of the fuel and energy complex will be taken 
into account to compensate for the negative 
consequences of the loss of efficiency of the critical 
objects of various industries. First of all, these are the 
possibilities of interchangeability of various fuel and 
energy resources in the production of final types of 
energy and the possibility of diversifying energy sources. 
Only with the help of a model apparatus for relevant 
studies at the fuel and energy complex level can one get 
an idea of the potential list of the fuel and energy 
complex, i.e. those critical objects of the energy sectors, 
the negative consequences of the loss of working 
capacity of which cannot be compensated even with the 
indicated possibilities of the interconnected work of the 
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energy systems within the framework of a single fuel 
and energy complex. 

The solution to any complex research problem must 
start from the bottom of the components of a large 
system. As for the Russian fuel and energy complex as a 
whole, for the European part of Russia the main type of 
fuel is natural gas. In the country as a whole, the share of 
gas in the balance of boiler and furnace fuel (mainly fuel 
for thermal power plants) is about 77%. In a significant 
part of the regions, its share in the fuel balance exceeds 
90-95%, and sometimes it reaches 99%. 

Thus, an urgent task today is to develop a 
methodology for determining critical objects of energy 
systems from the standpoint of ensuring energy security 
and the corresponding definition of such objects and 
their combinations in energy systems with the 
subsequent development of measures aimed at reducing 
the importance of such objects. 

2 Analysis of published works in the 
field of search and identification of 
critical objects of energy systems 

The analysis of the published works has shown that 
today research is being actively conducted concerning 
the identification of critical objects of energy systems. 

In works [1, 2], the authors analyzed the gas 
transmission network in order to determine its most 
important elements. The methodological approaches 
applied in this case are based on topological network 
analysis with an emphasis on the study of issues of 
reliability and controllability. This analysis makes it 
possible to quantitatively assess the reliability of the gas 
transmission network and determine the role of each 
component of the network in different time slices. A real 
gas transmission network in several EU countries is 
considered as an example. The article presents the results 
of the analysis of such a critical infrastructure, shows the 
need to take into account physical characteristics, such 
as restrictions on the throughput of gas pipelines. To 
assess the consequences of the implementation of 
negative external influences on the possibilities of gas 
supply to consumers, a special flow model has been 
developed. Vulnerability analysis is performed from 
three perspectives: global vulnerability analysis, demand 
reliability, and critical analysis of gas pipelines. The 
global vulnerability analysis is carried out taking into 
account possible disturbances in the operation of gas 
sources and transport. Demand reliability analysis 
assesses the ability of consumers to withstand external 
influences on them. The critical analysis of gas pipelines 
considers the impacts on specific gas pipelines. 

Work [3] presents a method for defining and ranking 
critical components and component sets in technical 
infrastructures. The criticality of a component or set of 
components is defined as the vulnerability of a system to 
failure when a particular component or set of 
components fails. The question is also devoted to the 
problem of multiple simultaneous failures, and even with 
synergistic consequences. The proposed method solves 
this problem. An analysis of the power distribution 

system in a Swedish municipality is presented as an 
example of this method. 

In [4], a comprehensive model is proposed for 
assessing the impact of the interdependence of electrical 
and gas systems on the reliability of energy supply to 
consumers. The operating mode of the gas network is 
modeled using restrictions on the operation of the main 
elements. Gas supply restrictions can affect the change 
in the operating modes of the electric power industry. 
This is shown by illustrative examples given by the 
authors. 

In [5], through the analysis of the possible impacts of 
the integrated gas and electric network, it is shown that 
failures of the gas supply system can be considered more 
decisive for the integrated power supply system than 
failures in the power supply subsystem itself. 
Accordingly, the authors paid attention to possible 
control actions aimed at minimizing the negative impact 
of failures in the gas supply system. At the same time, 
such an approach is possible provided that the basis of 
electricity generation is made up of power plants using 
natural gas. 

In works [6-8], the authors come closest to the 
definition of critical objects of the energy system, in this 
case, the gas transmission network. At the same time, 
they assign different indices to different objects of the 
system in a complex that determine the vulnerability of 
the system in case of disruption of the operation of this 
object. 

Taking into account the previously gained experience 
and based on the analysis of research carried out in the 
world at the present time in [9, 10] formulated a 
methodology for the formation of lists of critical objects 
from the standpoint of ensuring the operability of these 
systems on the example of the gas industry in Russia. 

3 The main provisions of the 
methodology for determining the 
critical objects of gas industry 

Significant gas reserves are concentrated in Russia (the 
Yamal and Gydan peninsulas, the shelf of the Barents 
and Kara Seas). The country has an extensive system of 
main gas and oil pipelines and a complex geographically 
distributed system of fuel and energy supply, covering 
the entire territory of Russia. The existing territorial 
structure of the Russian gas supply system determines its 
significant shortcomings. For example, the European 
part of the country is not provided with its own reserves 
of fuel and energy resources. It mainly uses natural gas, 
more than 90% of which is produced in one gas-
producing region (Nadym-Pur-Tazovsky district of the 
Tyumen region). This area is located 2–2.5 thousand km 
from the places of the main gas consumption. Thus, 
practically all Russian gas is transported over long 
distances through the systems of main gas pipelines, 
which have a large number of mutual intersections and 
bridges; moreover, the lines of powerful main gas 
pipelines are often laid at a short distance from each 
other. Currently, in the gas transmission system of 
Russia, more than 20 potentially dangerous for the 
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functioning of the system of intersections of main gas 
pipelines can be noted. The most significant of them is 
located almost at the very outlet of gas from its main 
fields: Urengoyskoye and Yamburgskoye. Disruption of 
the operation of such an intersection of gas flows can 
lead to an almost complete (90%) limitation of gas needs 
at the national level as a whole. 

The consequences of the implementation of various 
emergency situations in power systems with large-scale 
negative manifestations of natural and climatic 
processes, for example, abnormally cold periods in 
winter with a peak increase in the need for additional 
volumes of fuel, can be much more severe. In this case, 
the extremely increased demand for fuel may manifest 
itself not only in one single region. Most likely, this 
situation will be typical for a single climatic zone or 
several neighboring regions. In particular, this issue is 
relevant for the territories of the European part of the 
country characterized by a high share of natural gas 
consumption, because in such regions, the share of their 
own fuel and energy resources in their fuel balance is 
usually low. 

With this in mind, as a first step, research was carried 
out using the example of the gas industry: 
- developed an algorithm for identifying the critical 
objects of a specific system; 
- an assessment of the role of specific critical objects in 
ensuring the operability of a specific energy system in 
the context of the implementation of various kinds of 
emergency situations; 
- a list of measures was formed to minimize the negative 
consequences of a decrease in the level of performance 
of each selected critical objects of the energy system 
under consideration; 
- a substantiation of the list of invariant measures to 
minimize the negative consequences from the action of 
various kinds of emergency situations on the selected 
critical objects of the considered power system was 
carried out, taking into account possible simultaneous 
combinations of emergency situations at different 
objects. 

4 Mathematical formulation of the 
problem of identifying critical objects 

When developing this methodology, to determine the 
critical objects themselves, and to search for critically 
important combinations of objects, were used the flow 
model, which is the core of the "Russian Oil and Gas" 
software, to determine the critical objects itself and to 
search for critical combinations of objects [11-15]. The 
use of this "Russian Oil and Gas" software allows user to 
determine the degree of satisfaction of gas needs within 
the country and ensure export supplies. In addition, the 
"Russian Oil and Gas" software allows user to identify 
bottlenecks — sections of network that in some cases 
limit the production capabilities of the system. 

The flow distribution model in the Unified Gas 
Supply System of Russia in the "Russian Oil and Gas" 
software is designed to assess the production capabilities 
of the Unified Gas Supply System of Russia in 

conditions of various kinds of disturbances. The purpose 
of such studies is to minimize gas deficits at the 
consumption sites. The Unified Gas Supply System of 
Russia in the model is represented as a set of three 
subsystems: gas sources, main gas transport network and 
consumers. 

When solving the problem of estimating the state of a 
system after a perturbation, the criterion of the 
optimality of the distribution of flows is the minimum 
gas deficit in the consumer with minimum costs for 
delivering gas to consumers. This problem can be solved 
by finding the maximum flow through the network, 
followed by minimizing the cost of gas delivery to 
consumers [16]. The mathematical formulation of this 
problem is described in [17]. 

In the flow distribution model in the Unified Gas 
Supply System of Russia, as already mentioned, the 
Basaker-Gowen algorithm is used to calculate the 
maximum flow of minimum cost, which as a result 
allows you to determine the possible level of gas 
consumer satisfaction. As a result of the implementation 
of various emergency situations, a gas shortage among 
consumers may occur due to a lack of flow capacity in 
certain sections of gas pipelines. Bypassing such narrow 
or limiting production possibilities of the system’s 
places, in acceptable volumes, will allow reducing the 
gas shortage arising in the situation under consideration 
by consumers. 

An integrated approach to solving the assigned tasks 
along the entire Unified Gas Supply System 
technological chain allows obtaining an overall 
assessment of the production capabilities of the entire 
system under extreme conditions. The result of solving 
the problem is to determine the possibilities of satisfying 
consumers with network gas with the identification of 
volumes of possible undersupply of gas to consumption 
nodes in a particular emergency situation. Based on 
these results, it is possible to obtain a list of facilities, as 
well as a list of combinations of facilities in the gas 
industry, the termination of which will lead to a potential 
shortage of gas in the network. We rank this list by the 
relative magnitude of the gas deficit in the network. By 
cutting off objects, the withdrawal of which will lead to 
a potential shortage of gas in the network less than the 
assigned value, for example, 5%, it is possible to obtain 
a list of the critical objects of the gas industry. Such a list 
should also be ranked according to the degree of impact 
on network performance. The same mechanism applies 
to the procedure for determining critical combinations of 
gas facilities. 

5 Identification of critical objects In gas 
industry 

The design scheme of the Unified Gas Supply System 
used in this work takes into account all the main features 
of the functioning of the Unified Gas Supply System of 
Russia and contains: 
- 378 nodes, including: 28 gas sources; 64 gas consumers 
(constituent entities of the Russian Federation); 24 

589



 

underground gas storage facilities; 266 nodal compressor 
stations; 
- 486 arcs representing the main gas pipelines and 
branches to the gas distribution networks. 

Relevant studies were carried out on the model of the 
Russian gas industry presented above. The initial 
conditions for the calculations are as follows: the 
average day of maximum gas consumption in the 
network, based on statistics on gas consumption by 
region in January [18-20]. On such days, the operation of 
the network can be considered extremely intense relative 
to the average annual load. The total gas flow through 
the network on such a day, taking into account export 
supplies, amounted to approximately 2,250 million m3. 
The results of these studies have shown that potential gas 
shortages among consumers will be observed when 441 
facilities of the Russian gas industry are shut down (242 
nodes and 199 arcs of the network computational graph). 
The threshold of being included in the list of critical 
objects with a potential gas shortage (total in 5% of the 
total gas demand) in conditions of shutdown of one of 
these facilities was crossed by 61 facilities. These 
objects were included in the list of the critical objects of 
the federal level for the gas industry. Among these 
objects there are 25 arcs between nodal compressor 
stations and 36 nodes, including 30 nodal compressor 
stations, 5 head compressor stations at the outlets from 
large gas fields and one underground storage facility. 
Information on the calculated values of the relative gas 
shortages in the network when specific nodes and arcs 
are turned off in a form ranked by the degree of gas 
deficit reduction is presented in Table. 1 (the real names 
of the Unified Gas Supply System of Russia facilities in 
this article are replaced with conventional numbers). 

 
Table 1. Estimated relative gas shortages in the network 
on the most intense day in January 2017 

# of object Object type Gas shortages, % 
1, 2, 3, 4 Node 21 
5, 6, 7 Arc 21 

8 Node 19 
9, 13, 14 Arc 16 

10*, 11, 12, 15 Node 16 
16 Arc 12 

17, 18, 19, 22, 23 Node 10 
20, 21 Arc 10 

24 Node 9 
25, 26, 28* Node 8 

27, 29 Arc 8 
31, 33, 35, 37, 39, 41 Arc 7 
30*, 32, 34, 36, 38, 

40 Node 7 

42, 48, 50 Arc 6 
43*, 44*, 45, 46**, 

47, 49, 51 Node 6 

52, 55, 56, 59, 60 Arc 5 
53, 54, 57, 58, 61 Node 5 

* - the node refers to production targets, i.e. to the gas 
compressor station at the exits from the fields. 
** - the node refers to underground gas storage facilities 
(UGS). 

From the data table. 1 that when each of the first 
eight objects of the ranked list of the critical objects of 
the gas industry at the federal level is disconnected, the 
relative gas deficit in the system can be about 20% of the 
required total supply. Disabling each of the following 15 
objects can result in a 10-16% system flow restriction. 
Disconnection of all other objects from the list of critical 
objects can provoke a relative shortage of gas in the 
system within 5-9% [10]. 

6 Identification of critical combinations 
of gas facilities 

After the above list of the gas industry critical objects 
was formed from the standpoint of ensuring its 
operability, calculations were carried out on this 
calculation scheme to determine the critical 
combinations of UGSS facilities with each individual 
critical object. In addition, the next step was to simulate 
the process of "breaking" bottlenecks aimed at 
minimizing gas shortages among consumers by 
increasing its flow through individual sections of the 
network. 

The criterion for the inclusion of each combination of 
gas industry facilities with a specific critical object in the 
list of critical combinations will be the difference in the 
relative total gas deficit among consumers when the i-th 
critical object stops working and the combination of the 
i-th critical object with the j-th object of the settlement 
network stops working: 

,iijij QQQ −=∆   jiNjKi ≠== ;,...,1;,...,1       (1) 

δ≥∆ ijQ            (2) 
Qij - is the total relative gas deficit among consumers 
caused by the termination of the operation of the 
combination of the i-th critical object and the j-th facility 
of the settlement network. Qi - is the total relative gas 
deficit among consumers caused by the termination of 
the i-th critical object, δ is the limitation of the relative 
increment of the total gas deficit at consumers to be 
included in the list of critical combinations of gas 
facilities. 

Calculations show that more than 15 thousand 
combinations of other facilities with dedicated air 
cooling systems lead to an increase in gas deficit among 
consumers. Based on considerations of the acceptability 
of the expert analysis, we will limit the value of δ within 
5%. Because of calculating in pairs all 61 critical objects 
of UGSS with the rest of the system objects (in total, 
more than 61 thousand pairs were analysed for their 
simultaneous shutdown). 630 pairs were obtained, 
consisting of one critical object and another object of the 
gas industry, the failure of which can lead to the 
emergence more than 5%. 

It can be noted that the termination of the operation 
of critical combinations of UGSS facilities can lead to an 
increase in gas shortages to consumers by an average of 
8-10% of the required gas volumes compared to the 
shortage caused by the termination of the operation of 
the corresponding UGSS facilities. In some cases, this 
increase can reach 20%. 
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As for measures to bypass bottlenecks, in situations 
with the termination of operation of the considered 
critical combinations of facilities, such measures lead to 
a relatively insignificant decrease in the total gas deficit 
among consumers (on average by 2-3%). This fact 
additionally confirms the high importance of identifying 
these combinations. [10]. 

7 Application of the method for 
determining critical elements in the 
networks of technical infrastructures in 
the search for critical objects of the gas 
industry 

Determining critical elements is usually a 
straightforward task when considering only single 
failures. When considering multiple concurrent failures, 
this task can become much more complex. 

It is especially difficult to identify critical groups of 
elements with a so-called synergistic effect. In this 
context, the synergistic effect means that the negative 
consequences of the failure of the group as a whole are 
higher than the total impact of individual failures of the 
elements included in the group. In other words, the 
failure of a group of two elements with serious negative 
consequences can have a synergistic effect if the failure 
of each of the elements does not in itself cause any 
significant consequences. 

The method for determining critical elements in 
networks of technical infrastructures [21] facilitates the 
identification and ranking of such groups of elements (as 
well as groups of elements, the failure of which does not 
give a synergistic effect). Found critical elements or sets 
of elements can then be studied in more detail using 
probabilistic methods of risk analysis [22]. 

The essence of the above method is to study the sets 
of failures, each of which represents a set of faulty 
elements, has only one negative effect on the system, 
and is characterized by a size that specifies the number 
of elements whose failure occurs simultaneously. 

The number of elements whose failure occurs 
simultaneously is a set of failures n, its size is chosen by 
the researcher depending on the total number of system 
elements t. However, for practical reasons, n should not 
exceed 3 or 4, since the number of possible sets of 
failures equal to t!/((t-n)!*n!). Grows rapidly as n 
increases, which inevitably leads to an increase in the 
computation time. In addition, if we talk about a real 
power system, such as the UGSS, the probability of a 
simultaneous failure of a large number of independent 
elements of this system is very small. 

The ranking of the sets of failures is carried out in 
accordance with the magnitude of their synergistic 
effects. 

Using the design scheme presented above, the search 
for the critical objects in the UGSS was carried out using 
the method for determining the critical elements in the 
networks of technical infrastructures. As a result of 
calculations, 5 sections of main gas pipelines were 
obtained, which are critical both from the point of view 

of the maximum gas shortage among consumers and in 
terms of their contribution to the synergistic effect. 
Disruption of the functioning of these sections will lead 
to a significant gas shortage among consumers, from 15 
to 21% in total throughout the entire system. All these 
factors make it possible to classify these sections of main 
gas pipelines as the critical objects of the gas industry. 

The application of the method for determining 
critical elements in the networks of technical 
infrastructures in the search for critical objects clearly 
shows that the disruption of the functioning of several 
unconnected sections of the main gas pipelines, as well 
as the disruption of the functioning of the intersection of 
the main gas pipelines, will most likely cause more harm 
to the system than the disruption of the functioning of 
one section of the main gas pipelines. Taking this fact 
into account, we can talk about the greater importance of 
the sections of main gas pipelines as critical objects with 
a high value of the criticality index [23]. 

8 Determination of the most important 
combinations of gas facilities 

All possible major combinations of gas facilities were 
identified and analysed. The most important combination 
of objects within the framework of this study means a 
pair of unconnected, independent objects, the failure of 
which can lead to a significant gas shortage among 
consumers. At the same time, the objects under 
consideration should not be included in the list of critical 
objects, or in the list of critical combinations of objects. 

Taking into account the previously obtained 61 
critical objects and 630 pairs of critical combinations, 
calculations were carried out for the pairwise 
disconnection of all other objects of the design scheme, 
followed by "uncovering" bottlenecks - by taking 
measures aimed at minimizing gas shortages among 
consumers. These calculations were carried out using a 
software package [24] that reflects in detail the 
functioning of the Russian gas transmission network and 
allows simulating various conditions for the functioning 
of its facilities, including a complete shutdown. The 
calculations were carried out using the parallel 
computation methodology in [25]. 

As a result, out of the 207690 pair combinations 
obtained, 2865 object pairs were selected, the failure of 
which leads to a total gas deficit in the system of 5% or 
more. After solving the problem of bypassing the 
bottlenecks, 2555 pairs of objects remained. 

Table 2 shows 20 combinations of facilities, the 
failure of which can lead to a gas shortage in the system 
as a whole 10% or more. 
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Table 2. Combinations of Unified Gas Supply System of 
Russia objects, failure of which will lead to a maximum 
gas shortage in the system as part of the study 

№ of 
pair 

Object type 
№1 

Object type 
№2 

Gas shortage, 
% 

1 CS CS* 11 
2 CS* CS 11 
3 Arc CS* 11 
4 Arc CS* 11 
5 CS CS 11 
6 CS CS* 11 
7 CS CS* 10 
8 Arc CS 10 
9 Arc Arc 10 

10 Arc CS 10 
11 CS CS 10 
12 CS CS 10 
13 Arc CS 10 
14 Arc CS 10 
15 CS CS* 10 
16 CS CS* 10 
17 Arc CS* 10 
18 Arc CS* 10 
19 Arc Arc 10 
20 Arc CS 10 

 
When analyzing the table 2, it is necessary to 

highlight an object - one nodal compressor station (CS*), 
which is not included in the list of critical objects. CS* is 
present in 10 combinations from the table 2. In addition, 
this CS* is present in 25% of all combinations leading to 
a total gas deficit of the system as a whole of 5% or 
more. 

In general, the following should be noted from the 
results of the study. Violation of the functioning of the 
most important combination of objects can lead to a 
significant gas shortage among consumers (5-15%). 

In this situation, measures to bypass bottlenecks lead 
to a slight decrease in the gas deficit in the system as a 
whole (by an average of 2-3%). This fact confirms the 
high importance of the identified combinations. It is 
worth noting that in the framework of this study, as a 
result of bypassing bottlenecks, the number of possible 
most important combinations of objects was reduced by 
10%. 

The results of this study showed that in the modern 
configuration of the UGSS, situations are possible when, 
in the event of a failure of a pair of network objects that 
are not critical object, the total gas deficit among 
consumers can reach 15% of the total gas demand [26]. 

9 Identification of especially significant 
objects of the gas industry 

In addition to the critical objects, there is a significant 
number of facilities in the rather complex and ramified 
gas transportation system of Russia, the termination of 
which can lead to significant restrictions on gas supplies 
to a particular region. It was proposed to name these 
objects as especially significant objects of the UGSS. 

They were identified in the course of a special study 
[26], and a ranked list of them was formed. The list of 
especially significant objects UGSS by the number of 
objects exceeds the list of critical objects UGSS and 
fully includes all of them. 

As a result of model studies that simulate the 
operation of the Russian gas industry in the conditions of 
alternate shutdowns of each of the facilities of the 
Russian gas industry, 193 UGSS especially significant 
objects were identified, the failure of which would lead 
to a gas deficit in any region in the amount of 10% or 
more. Among these objects there are 94 nodes of the gas 
transmission network and 99 arcs. At the same time, the 
total number of UGSS facilities participating in the 
calculation is 1004. Thus, 19% of them are included in 
the list of UGSS facilities. 

The results of the study showed that for some 
regions, the termination of each facility from the list of 
especially significant objects affecting gas supplies to a 
given region leads to a 100% gas deficit. That is, for 
example, the termination of the operation of any of the 
33 especially significant objects affecting the process of 
gas supply to the Kirov region will inevitably lead to a 
complete cessation of gas supply to this region. 

Further, scenarios were calculated for the 
simultaneous shutdown of combinations of such objects 
by 2. Research showed that when searching for the most 
significant, from the point of view of consumer 
satisfaction, combinations of UGSS objects, 1,789 
thousand combinations were analyzed, respectively, the 
same number of calculations were carried out. As a 
result, 18,528 combinations of UGSS facilities were 
found, the failure of which could cause a 10% or more 
relative gas shortage in at least one of the regions under 
consideration. 

The identification of especially significant UGSS 
facilities and especially significant combinations of 
UGSS facilities and the formation of their lists is the 
next step after identifying the critical objects of the gas 
industry on the way to form a list of especially 
vulnerable regions from the point of view of fuel supply 
in the context of various emergencies in the gas industry. 
Taking into account in these studies the concept of 
vulnerability of the fuel supply system of a particular 
region makes it possible to draw conclusions about the 
need to plan measures to reduce this indicator in a 
number of regions. 

10 Conclusion 

The article reflects the main points of comprehensive 
work on the search and identification of critical objects 
of the gas industry, which form the basis of the 
methodology for determining critical objects of energy 
systems from the standpoint of ensuring energy security. 
The results of research are presented to determine: 
- critical objects of the gas industry, 61 facilities, the 
failure of which can lead to a gas deficit of 5% or more 
throughout the system; 
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- critical combinations of gas industry facilities, 630 
pairs of facilities, total gas deficit in case of a pair failure 
- by 5% or more from more than one critical object; 
- the most important combinations of gas objects, 2555 
pairs of facilities, failure of which leads to a total gas 
deficit in the system of 5% or more; 
- especially significant objects of the gas industry, 193 
facilities, the failure of which will lead to a gas deficit in 
any region in the amount of 10% or more; 
- especially significant combinations of gas industry 
objects, 18,528 combinations of facilities, the failure of 
which can cause a 10% or more relative gas shortage in 
at least one of the regions under consideration. 

Conclusions are drawn about the necessity and 
feasibility of searching for and determining these 
objects, with the subsequent development of invariant 
measures aimed at reducing their significance. 

One of the possible directions for the development of 
this study is shown, associated with deepening into the 
problems of vulnerability of fuel supply systems in 
regions and their dependence on natural gas supplies. 
 

The study was carried out in the framework of the draft 
state assignment III.17.5.1 (reg. No. AAAA-A17-
117030310451-0) of basic research of the SB RAS. 
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Abstract. Currently, Vietnam‘s energy source structure is being changed by which renewable energysources play more important role to meet the electricity demand and reduce greenhouse gas emissions fromfossil energy sources. Vietnam's energy development strategy determines to build some renewable energycenters, of which Ninh Thuan is the first province designated to become a national renewable energy center.This is based on Ninh Thuan’s endowment as a province having the largest renewable energy potential inVietnam. Development of a large renewable energy center allows power system planners to overcome themismatch in timescales associated with developing transmission power grid and renewable energygeneration. Besides, renewable energy center can facilitate a significant pipeline of large-scale renewableenergy and storage projects. However, Ninh Thuan province is far away from the major load centers ofVietnam so the calculation and analysis of economic indicators need to be studied. This paper will presentthe results of the analysis of economic indicators of major renewable electricity sources in Ninh Thuan(onshore wind power, offshore wind power, solar power) to provide scientific arguments for developing arenewable energy center in Vietnam. Also the paper addresses the problem of the large-scale penetration ofrenewable energy into the power system of Vietnam. The proposed approach presents the optimization ofoperational decisions in different power generation technologies as a Markov decision process. It uses astochastic base model that optimizes a deterministic lookahead model. The first model applies the stochasticsearch to optimize the operation of power sources. The second model captures hourly variations ofrenewable energy over a year. The approach helps to find the optimal generation configuration underdifferent market conditions.

1 Introduction
The overall global renewable power capacity increasedto around 2,378 GW by the end of 2018 and achievedmore than 33% of the world’s total installed powergenerating capacity [1]. An estimated new renewablepower capacity of 181 GW was installed worldwide in2018, in which, the total capacity of solar poweraccounted for 55% of renewable capacity additions,followed by wind power (28%) [1]. The power systemcan receive a large proportion of renewable energywithout using fossil fuels and nuclear power with therole of running "baseload", based on the flexibility of theelectricity system, power grid connection, advancedtechnology solutions such as ICT (Information andcommunications technology), power storage systems andvirtual power plants. It is not only helping to balance thechange in the electricity generation stage but alsooptimizes the power system and reduces generationcosts. As a result, some countries successfully control

peak loads or surpassing the target of 100% of electricityproduced from renewable energy.There is a huge difference between renewable energycenters (wind and solar power) and traditional powercenters such as a thermal power center in a nationalpower system.This is because the peculiarities of itsprimary energy source. When developing a thermalpower center, the preferred conditions for choosing alocation are near large load centers or strong power gridor infrastructure (coal ports, for example). In the case ofthe renewable energy (RE) center, the preferredcondition is the geographical areas with high solarradiation or good wind speed and efficiency in land use.This leads to the challenges of synchronizing andoptimizing the transmission and distribution grids so thatRE resources can be fully utilized in the consideredgeographical areas to reduce transmission losses as theload centers are usually far from the RE source. Somecountries have been building large RE centers such asAsia RE Hub - AREH [2] in Western Australia and RE
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Zone [3] of Texas, USA. A large RE center (RE Hub orRE Zone) is a geographic area supporting cost-effectiverenewable energy (RE) development, including high-quality RE resources, suitable topography, and strongdeveloper interest. Development of a large RE centerallows power system planners to overcome thedifference in timescales associated with developingtransmission power grid and RE generation. Besides, REHub or RE Zone can release a significant pipeline oflarge-scale renewable energy and storage projects.Vietnam's electricity consumption increased steadilyin recent years, from 90 TWh in 2010 [4] to 227 TWh in2019 [5], with an annual growth rate of about 11 %/year.At the same time, the power system's maximum installedcapacity also raised from about 20000 MW in 2010 [5]to about 55000 MW in 2019 [6]. It is forecasted thatVietnam's electricity demand will achieve about 570billion kWh by 2030 [7]. Currently, Vietnam is changingenergy source structure, in which potential renewableenergy sources play an important role to meet theelectricity demand and reduce greenhouse gas emissionsfrom fossil energy sources. It is expected that the solarpower would reach 4,000 MW in 2025, and 12,000 MWby 2030 while the wind power ‘s capacity may increaseto 2,000 MW by 2025, and 6,000 MW by 2030 [8]. Theactual installed solar power capacity at the end of 2019reached about 5,6 GW [9] while a total wind powercapacity installed about 425 MW [10]. The feed-in-tariffs (FIT) for solar and wind power project wereintroduced at 7.09 cent$/kWh for ground-mounted PVproject and 7.69 cent$/kWh for floating solar projects[11], 8.5 cent$/kWh for onshore wind and 9.8cent$/kWh for offshore wind [12].Vietnam's energy development strategy determines tobuild some renewable energy centers, of which NinhThuan is the first province designated to become anational renewable energy center as the province has thelargest renewable energy potential in Vietnam. Thenational renewable energy center established in NinhThuan will play an important role in supporting thedevelopment of the renewable power industry inVietnam.However, Ninh Thuan province is distanced from themajor load centers of Vietnam so the calculation andanalysis of economic indicators need to be studied. Thispaper will present the results of the analysis of economicindicators of major renewable electricity sources in NinhThuan (onshore wind power, offshore wind power, solarpower) to provide scientific arguments for developing arenewable energy center in Vietnam.
2. Potential of solar and wind energysource in Ninh Thuan province
2.1. Geographical site
Ninh Thuan, located in the southern part of VietnamCentral Coastal region, borders Khanh Hoa in the north,Binh Thuan in the south, Lam Dong in the west, East seain the East.

The province has total natural surface of 3,360 sq.kilometers, 7 administrative units including 1 city and 6districts. The city of Phan Rang - Thap Cham, asprovincial city, constitutes a political, economic andcultural center of the province, distant from HochiminhCity by 350 km, from international Cam Ranh airport by60 km, from the city of Nha Trang by 105 km and fromDa Lat by 110 km with favorable conditions forcirculations in service of socio-economic development.
2.2. Solar energy potential

Ninh Thuan is located in an area with the annualaverage solar radiation of about 5.5 kWh/m2.day, theaverage number of sunshine hours is about 2,600-2,800hours per year (equivalent to 200 sunny days/year), anda total solar power installation scale of about 1,500 MW.In Ninh Thuan, the area of Ninh Phuoc district andThuan Nam district where having large solar energypotential can be effectively exploited [13].

Fig. 1. Solar energy potential of Ninh Thuan province [6]

Fig 2. Installed solar power capacity in Vietnam [6]
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Until August 2019, the number of completed solarpower projects in Ninh Thuan was highest in Vietnamwith the total installed capacity of about 1032 MW [6].
2.3. Wind energy potential

Ninh Thuạn province also has the largest wind powerpotential in Vietnam with the annual average wind speedof about 7m/s at the height above 65m. The wholeprovince has 14 potential wind regions with about 8,000ha, concentrated mainly in three districts of Ninh Phuoc,Thuan Nam and Thuan Bac. Especially, storms in NinhThuan is not much and the wind blows steadily for 10months at a speed of 6.4 - 9.6 m/s, ensuring stability forwind power development. The technical wind powerpotential and the highly feasible area of Ninh Thuan are1,442 MW with 21,642 ha [14].

Fig 3.Wind energy potential in Vietnam [15]
Up to August 2019, Ninh Thuan achieved the largestnumber of commissioned wind power projects inVietnam with the total installed capacity of about 109MW as shown in Figure 4 [6].
2.4. Methodology
In this study, the electricity of solar farm is calculated byusing PVSYST program [16, 17] while the output fromwind turbine is determined by using design data of windfarm projects in planning of wind power development inNinh Thuan [14].The economic potential was determined by consideringthe annualized investment costs and the annual O&Mcosts. The goal is the calculation of the minimum Feedin tariff (FIT) level. Currently, the level of FIT can becalculated on the basis of a calculation of the levelizedcost of electricity (LCOE) produced from renewableenergy (RE) projects [19]. By which, the investor can

recover the different costs (capital, O&M, fuel,financing) while realizing a return on his investment thatdepends on the assumed financing costs.LCoE has been utilized to assess the average lifetimecosts of providing one MWh for a range of powerproduction technologies or power savings. The costelements comprising the LCoE include investment costs,fuel costs, operation and maintenance costs,environmental externalities and system costs for solarand wind power plants. LCoE is given by the followingformula:

(1)In which:It: investment cost by the year tMt: Operation and Maintenance cost by the year tFt: Fuel cost by the year tEt: Electricity production by the year tr: discount raten: project lifetime (year)

Fig 4. Installed wind power capacity in Vietnam [6]
2.5. Results
The key parameters are used for the calculations areshown in Table 1.

Table 1. Input parameters

Parameters Ground-mountedPV power
Onshorewind power Offshorewind power
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InitialInvestmentCost ($) 25,278,015 53,892,216 66,723,695
OperationsandMaintenanceCosts ($)

126,390 1,077,844 1,334,474
O&M GrowthRate (%) 2 2 2
Capacity(MW) 30 30 30
AnnualElectricityOutput(MWh)

48,450* 73,584 86,724
ProjectLifespan(years) 25 25 25
Discount Rate(%) 6 6 6
*Note: Power degradation of solar power is no more than 2.5%in the first year, thereafter 0.7% per year until 25th year.

The LCOE or minimum FIT of major renewableelectricity sources in Ninh Thuan (onshore wind power,offshore wind power, solar power) is evaluated in Table2.
Table 2. Economic indicators calculation

Parameters Ground-mountedPV power
Onshorewind power Offshorewind power

Net presentvalue (NPV) ($) 27,074,753 69,214,650 84,046,360
LCOE(centsUS/kWh) 5.1 7.9 8.2

Fig 5.Minimum FIT versus Vietnam FIT
Figure 5 presents the comparison results betweenminimum FIT of onshore wind power, offshore windpower, solar power projects in Ninh Thuan with existingVietnam FIT of these projects in Vietnam. The min FITof onshore wind power in Ninh Thuan is closer withVietnam FIT than solar power and offshore wind power.
3. Generation expansion planning
The planning models are the traditional tool to analysefuture developments in the energy sector. The capacityplanning problem in the power systems has been dividedinto demand forecasting, distribution expansion

planning, transmission expansion planning, andgeneration expansion planning (GEP). For each capacityplanning problem, the time horizon can be divided intolong-term, medium-term, or short-term studies [20].Short-term planning is associated with day-to-daysystem operation. Medium-term planning involves themaintenance of system assets. Long-term planningrelates to new capacity additions [21].
GEP is a power plant mix problem that identifies types,location, and construction time of new generationtechnologies, which should be added to the existingsystem in order to meet the power demand over aspecific planning horizon [20, 22]. The contemporary,systematic, and robust GEP should consider [23]:

 Integration of electric vehicles in powersystems,
 Integration of short-term operational aspectsinto decision making,
 Power and fossil fuel systems interdependence,
 Energy storage and demand-side impacts onGEP,
 Policy implications on power investments,highlighting the role of supply of security.

The GEP models can be classified according to timehorizon (static and dynamic), handling of uncertainties(deterministic and stochastic), network topology (thesingle-node or centralised and network constrained), andmarket structure (regulated and deregulated) [20].
The GEP is usually an optimisation problem in whichthe aim is to distinguish the optimal size, type ofgeneration unit, and commitment time of new generatingfacilities so as to satisfy the power demand at least costover a planning horizon [20].
3.1. Generation expansion planning with highshare of renewable energy
The RE resources create for the power systems’operation some operational challenges for GEP due tothe following feature of their stochastic nature [24-26]:

 RE variability requires flexible generation thatcan ramp up and down quickly,
 The intermittency makes the output from REsources uncertain.
 Power quality and voltage stability issuesconnected with RE variability that needs to beassessed, controlled, observed and mitigatedappropriately,

These three aspects (variability, intermittency, and gridstability issues) necessitate a paradigm change in GEPmodels that assess the impact of increased penetration ofRE [27-29]. Traditional GEP models have mostlyfocused on the conventional power plant whose
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operation and planning can be easily conducted byvarying fuel inputs to match variability on the load side[20, 30]. To address the operational challenges the gridmight require additional levels of reserves [31-33].Another way to mitigate these challenges is the adoptionof storage units [34-36].
There are a lot of works that have included theintegration of RE sources in GEP problem [37-42].
3.2. Generation expansion planning with highshare of renewable energy
The RE resources create for the power systems’operation some operational challenges for GEP due tothe following feature of their stochastic nature [24-26]:

 RE variability requires flexible generation thatcan ramp up and down quickly,
 The intermittency makes the output from REsources uncertain.
 Power quality and voltage stability issuesconnected with RE variability that needs to beassessed, controlled, observed and mitigatedappropriately,

These three aspects (variability, intermittency, and gridstability issues) necessitate a paradigm change in GEPmodels that assess the impact of increased penetration ofRE [27-29]. Traditional GEP models have mostlyfocused on the conventional power plant whoseoperation and planning can be easily conducted byvarying fuel inputs to match variability on the load side[20, 30]. To address the operational challenges the gridmight require additional levels of reserves [31-33].Another way to mitigate these challenges is the adoptionof storage units [34-36].
There are a lot of works that have included theintegration of RE sources in GEP problem [37-42].
3.3. Decision-making in energy planning
Most of the decisions to be made by energy sectordecision-makers are fed by information which is usuallysubject to uncertainties [43]. There are different types ofuncertainty: Gaussian noise, heavy-tailed distributions,bursts, rare events, temporal uncertainty, laggedinformation processes, and model uncertainty [44]. Thecombination of the uncertainty types with decisions thatmay be binary, discrete, continuous or categorical, scalaror vector creates a virtually unlimited range of problems[45].There are much uncertainty handling methodsdeveloped for dealing with uncertain parameters:stochastic, possibilistic, hybrid and etc. The maindifference between them is a way they choose todescribe the uncertainty of the model’s inputs. And theyare similar in the attempt to quantify the influence ofinputs on model’s outputs [46].

3.3.1 Problem formulationOur approach for solving GEP problem is based on thestochastic optimization framework [45, 47] that dividesdecision-making into the following five components:states, actions, exogenous information, transitionfunction and objective function. Similarly to [48, 49], theproposed approach presents the optimization ofoperational decisions in GEP as a Markov decisionprocess. It uses a stochastic base model that optimizes adeterministic lookahead model. The first model appliesthe stochastic search to optimize the operation of powersources and the second model captures hourly variationsof RE over a year.The simplified structure of the energy sector ofVietnam is represented as a network ,
where is the set of the nodes and is the set of
arcs. The node represents a point of demand
and/or supply of energy, and the arc is a
transmission line.

A set of power generation technologies consistsof two subsets: fossil fuel-fired facilities and RE sources.denotes the RE subset. The fossil fuels constitute theset . is a power generation technology and
is a fossil fuel. is the number of periods

(hours) in the planning horizon where is a timeperiod.
3.3.2 The base modelThe base model is intensively based on the work [50].The additional objectives and constraints are adoptedfrom studies [51-53].The current state of the Vietnamese energy sector inthe period t may be represented as

(5)
where is the load/demand (MW) at the node in the
period , is the corresponding hourly capacity
factor for each RE technology in the node during
the period , is the local production (kTOE) of the
fuel in the period , is the cost ($/kTOE) of the
fuel import in the period ,
is forecast for .The decisions variables in the period may berepresented as

(6)
where is the generation amount (MW) of the
technology at the node in the period ; is the
flow (MW) through the arc in the period , and
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is the unmet demand (MW) at the node in the
period .The set of feasible decisions in the period isdefined by the following constraints: Node power balance equation: the generationplus flow from other nodes is equal to the sumof demand, shortage and flow to other nodes atthe node i ∈ N in the period :

.(7)
 Fossil fuels demand in the period : The fuelwill be either imported or taken from localmarkets

,(8)

where is the consumption of fuel
(kTOE/MW) for the technology in the period
.

 Power generation limit on each conventionaltechnology in the node during theperiod :
(9)

where is the total capacity (MW) of the
technology at the node in the period .

 Power generation limit on each RE technologyin the node during the period :
(10)

 Power transmission limit on each arc inthe period :
(11)

 Nonnegativity: no negative values are permittedfor the decision variables
(12)

where , , , ,
and .

The transition from the state to the successor state
is determined by the function

, (13)
where is uncontrolled exogenous process defined
as the random variables that capture the stochasticupdating of wind, solar, demand and cost forecasts. The

is modeled as changes of , , , and .

The total cost of the energy sector functioning
over the period consists of operation and transmissioncosts, environmental impact, imports of fuel, and unmetdemand cost: Operational and transmission costs: thisobjective function is defined as the total presentvalue sum of the operation and maintenancecosts

. (14)

In this objective, is the operation and
maintenance cost ($/MW) of the technology
at the node in the period .

 Fossil fuel import: the goal is to minimize thetotal amount of fuel imports
. (15)

 Unmet demand: the goal is to minimize the totalpower shortage
, (16)

where is the cost ($/MW) of not satisfying the
demand in the period .The total cost over the period may defined as

. (17)

The policy represented by the function
makes hourly planning decisions and returns the feasible
decision for any system state . The overall goal of
the stochastic base model is to find the best policy. Since

is a random variable, the objective function would be
written as the minimization of the expected sum of totalcost over the entire time horizon

. (18)

3.3.3 The lookahead model
The deterministic model is the policy with
the lookahead horizon as the tunable parameter [49].It determines the decisions by solving the optimizationproblem

, (19)

600



where the set of feasible decisions is defined by
constraints (5)-(19) for each with

.
The solving the lookahead model in (19) is not anoptimal policy but it helps obtain robust behaviour by
tuning using the base model.
3.4. Parallelization
Finding the optimal solution of the GEP problem canrequire running some hundreds evaluations of the totalyearly cost [48]. Each evaluation is expensivecomputationally, since it solves a linear program thatlooks into the future for each hour in a year (i.e. 8760rather big linear programs).
The future implementation of the proposed approach forsolving GEP problem will use parallelization as a basefeature to provide these evaluations. The approach willbe implemented on the top of PARMONC - the libraryof easy-to-use programs that was implemented on high-performance clusters of the Siberian SupercomputerCenter. The main features of the PARMONC are asfollows:
• it is suitable for the massively parallel stochasticsimulation for a wide range of applications,
• it is a software framework to parallelize stochasticsimulation to be applied without knowledge of MPIlanguage.
The PARMONC effectively launches stochasticsimulation on supercomputers with differentarchitectures. Also, it is scalable from currentsupercomputers to more powerful ones up to futureexaflop supercomputers.
For example, each yearly assessment can be representedas 12 separate monthly evaluations, if a specialdistributed computing environment with parallelgenerator of pseudorandom numbers [54] is used.
4. Conclusions
In this study, the potential of solar power and windpower in Ninh Thuan province were presented with theannual average solar radiation of about 5.5 kWh/m2.dayand wind speed of 6.4 - 9.6 m/s.
The economic indicators calculation shows that theminimum FIT of onshore wind power, offshore windpower, solar power projects in Ninh Thuan were lowerthan current Vietnam FIT. The gap between minimumFIT and Vietnam FIT of onshore wind power wassmaller than offshore wind power, solar power projects.
The proposed generation expansion planning approachpresents the optimization of operational decisions indifferent power generation technologies as a Markovdecision process. It uses a stochastic base model that

optimizes a deterministic lookahead model. The firstmodel applies the stochastic search to optimize theoperation of power sources. The second model captureshourly variations of renewable energy over a year.
The approach helps to find the optimal generationconfiguration under different market conditions. Also,the approach takes into account the following types ofconstraints: flow balance constraints in the network withdemand covering, power generation and transmissionlimit, availability of local fossil fuels production, systemreliability requirements, maximum and minimum sharesof RE resources, and energy supply securityrequirements.
Acknowledgements: This study was funded by Ninh Thuanprovince under the project “Development of Ninh Thuanprovince into national renewable energy center”. Thedevelopment of the stochastic optimization model forgeneration expansion planning was supported by the RussianFoundation of Basic Research and Government of IrkutskRegion, project no. 20‑47‑380002.
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Abstract. The use of distributed generation (DG) plants in power supply systems is a rapid development 
line. However, the impact of DG on power quality is multivalued. On the one hand, the presence of DG 
allows to reduce voltage losses. On the other hand, a phenomenon called flicker and associated with rapid 
voltage fluctuations is possible. This effect is usually manifested at an abrupt voltage drop in the DG 
generator connection unit. The processes taking place in the network when flicker occurs in networks with 
DG have not been sufficiently studied. The article presents results of the flicker modeling in a network 
equipped with DG plants, implemented on the basis of synchronous generators. The results obtained 
indicated that with sharp disturbances caused by switching on and off an additional load, flicker is observed 
in networks with unregulated generators, accompanied by voltage and frequency fluctuations. Based on the 
wavelet transformation and spectral analysis methods, it was found that the power spectral density of the 
generated flicker-noise is inversely proportional to the frequency. The use of look-ahead control algorithms 
to control the excitation and rotors rotational speed of the DG plants generators, as well as concordant 
adjustment of their controllers, increases stability and removes flicker completely. 

1 Introduction  

Distributed generation (DG) plants are broadly used 
nowadays to develop and upgrade power supply systems 
(PSS), but there are power sources which are located in 
close proximity from the consumers and whose 
operation is based on the different technologies: wind 
power generators, solar batteries, fuel cells, gas turbine 
power plants, mini- and micro-HPPs, etc. 

Distributed power generation is a counterpart of 
Smart Grids concept [1-3] and can be used for mains 
load shedding, power and energy losses reduction and 
enhancing PSS reliability and survivability. New 
electrical power markets can be generated using DG 
plants [4]. It should be noted the distributed generation 
can produce unambiguous effect on PSS power quality. 
DG plants allow to maintain the required voltage levels 
in the mains nodes [5, 6], reduce unsymmetry and 
harmonic distortions in PSS [7]. However, low-power 
generators can cause voltage fluctuations which cause 
flicker in some cases [4, 8-10]. This can occur in case of 
an abrupt voltage drop in the connection node of DG 
plant. Incorrectly adjusted automatic voltage regulators 
(AVR) and automatic speed regulators (ASR) of DG 
plants can enhance the occurring flicker [10]. The 
processes taking place in DG plants mains on the 
background of arising flicker, have not been sufficiently 
studied. A broader study of the DG plants based on AVR 
and ASR generators require a precise assessment of their 
affect on PSS to eliminate power quality deterioration. 
The problems of flicker assessment and elimination in 

PSS using the controlled DG plants are undoubtedly of 
urgent character. 

The work provides the study results of PSS working 
modes with DG plants implemented based on 
synchronous generators with AVR and ASR. To analyze 
flicker-noise in the network under study, spectral 
analysis and wavelet transformation methods were used. 

2 Description of the network under 
study and synchronous generator 
regulators used  

The study was carried out in MATLAB system based on 
PSS models with DG plants. Diagram of the PSS under 
study is represented in fig. 1. A PSS was simulated with 
a total consumer load of 5 + j2.4 MV⋅A connected to 
supplying electrical energy system (EES) (110 kV 
System unit in fig.1) through a 110/35/6 kV transformer. 
The PSS consisted of DG plants, implemented on the 
basis of two turbine generators (Synchronous Machine 
units) with a rated power of 3.125 MV⋅A each and 6.3 
kV voltage. The generators were simulated by the 
Synchronous Machine pu Fundamental units included in 
the SymPowerSystems library. Fig. 2 provides a 
structural diagram of the used steam turbine model 
(Steam turbine unit in fig. 1). The following 
turbogenerator parameters were used for modeling: the 
reactance of the machine along the longitudinal axis 
Xd = 2.34 r.u.; generator EMF Eq = 1.25 r.u; constant of 
the generator mechanical inertia Tj = 8.669 s, etc. 

604

mailto:bulatovyura@yandex.ru


 

* Corresponding author: bulatovyura@yandex.ru 

A

B

C

a2
b2
c2
a3
b3
c3

D11

D11

A

B

C

System 110 kV
Transformer

Breaker

A

B

C

a

b

c

A

B

C
Line 10 km

A

B

C

m

A

B

C

Pm

Vf

Uare VfUare

Ug

If

wm

PmARS

wm

delta

Automatic speed regulator 1  

Exciter 1

Steam turbine 1

Synchronous 
Machine 1

m

Ug

If

Delta

Pe

wm

A

B

C

m

A

B

C

Pm

Vf

Uare VfUare

Ug

If

wm

PmARS

wm

delta

Automatic speed regulator 2  

Exciter 2

Steam turbine 2

Synchronous 
Machine 2

m

Ug

If

Delta

Pe

wm A

B

C

Vabc

a

b

c

A

B

C

2.6+j2 MVA

A

B

C
5+j2.4 MVA

Enable                 S5

U                         m
+
- V

Half cycle RMS normalized voltage
Weighted voltage fluctuation

Square root of Output
One minute dose (integral) of instant perception

Instantaneous flicker sensation
u

Init

m

Discrete,
Ts = 5e-06 s

powergui

Flicker 
Scope

Start at 6 s

Pm

Automatic voltage regulator 1

Automatic voltage regulator 2

A
B
C

Pm

Flickermetr

 

Fig. 1. The study model diagram in MATLAB. 
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Fig. 2. Structural diagram of the used steam turbine model. 
 

Models of thyristor excitation systems (Exciter1 and 
Exciter2 units) are implemented based on the equations 
provided in [11]. To control the rotor rotational 
frequency and voltage of the DG plants generators, the 
AVR and ASR models were used, which implement 
proportional-integral-differential (PID) control laws and 
are represented by the following transfer functions: 
1) Automatic speed regulator unit: 
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where k0u, k1u, k0ω and k1ω – coefficients of AVR 
channels adjustment. 

The model also used look-ahead control algorithms a 
detailed description of which is provided in [12, 13]. The 
structural diagram of auto prognostic ASR is provided in 
fig. 3 [13]. It included the following units: 

– PID controller whose mathematical description is 
provided above; 

– two links connected in parallel with a transfer 

function 
1+sT

sK

a

a  (Ka=1; Ta=0.001 s); 

– unit for calculating Tp time constant of the linear 
forecasting link, which depends on the angle between the 
voltage and the generator EMF δ. 
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Fig. 3. Structural diagram of auto prognostic ASR. 
 

Measurements of voltage and frequency fluctuations 
were performed using oscilloscopes. The modes leading 
to the occurrence of flicker were created by short-term 
connection to the node with additional load DG plants 
with a power of 2.6 + j2 MV⋅А. 

The model used a standard Flickermetr unit (fig. 1), 
which implements a digital flickermeter in accordance 
with the international standard IEC 61000-4-15. It 
allowed measuring the following parameters: root-mean-
square voltage for each half cycle; weighted voltage 
fluctuation obtained after passing through a special filter; 
integral one-minute flicker dose; instant flicker sensation 
(instant flicker dose). 
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3 Description of the study results  

The studies were carried out for the following operating 
modes of DG plants generators: without regulators; with 
concordantly and non-concordantly configured AVR and 
ASR; using predictive algorithms in AVR and ASR. 

The computational experiments carried out on the 
model indicated that in case of operation of small turbine 
generators without AVR and ASR, there is a high 
probability of stability loss and the occurrence of an 
asynchronous run when an additional load is connected, 
which causes a decrease in voltage in the DG plants 
connection assembly. In this case, fluctuations of the 
generator rotor speed (fig. 4a) and the voltage on the 
6 kV buses (fig. 4b) occur. These fluctuations can 
propagate across the entire network. It should be noted 
that Flickermetr shows the presence of flicker (fig. 5). 

 

 
a) 

 
b) 

Fig. 4. Oscillograms of rotor speed (a) and voltage (b) of 
generator without regulators when additional load is connected 
in the node. 
 

 
Fig. 5. Flickermeter reading (instantaneous flicker dose). 

The resulting noise was selected from the signal of 
the effective voltage in the assembly with DG plants 
using the wavelet transformation. The user-selected 
noise is shown in fig. 6. 

 

 

Fig. 6. User-selected noise. 
 

The analysis results proved that the power spectral 
density of the selected noise is inversely proportional to 
the frequency. Dependences of spectral power density 
Spd on frequency at various scales, obtained using the 
Berg method [14], are provided in fig. 7, 8. Processing 
the results obtained indicates that 

Spd ~ β
1
f

, 

where  β = 3.59  the spectrum shape index. Thus, the 
user-selected noise can be attributed to flicker-noise [15, 
16]. 
 

 

Fig. 7. Dependence of Spd (Db/Hz) on frequency. 
 

The reason for the flicker-noise appearance in the 
system under study can be attributed to low-frequency 
fluctuations in the rotational speed of the rotors of DG 
plants generators when a sharp disturbance occurs in the 
assembly of their connection. Similar effects are 
observed with non-optimal adjustment of the DG plants 
regulators. Fig. 9 shows the corresponding oscillograms 
of the rotor speed and the generator voltage with non-
concordantly adjusted AVR and ASR. 
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Fig. 8. Dependence of log(Spd) on frequency logarithm: r – correlation coefficient. 
 

 
a) 

 
b) 

Fig. 9. Oscillations of the rotor speed (a) and voltage in the DG plant connection assembly (b) when a powerful load is switched on 
and off after 0.1 s. Non-concordantly adjusted AVR and ASR were used. 
 

It should be noted that the issues of flicker removal 
can be solved by correctly adjusting the DG plants 
regulators using standard techniques. More complex 
cases may require system measurements to evaluate 
voltage fluctuations and determine how controls can be 
adjusted or modified to reduce flicker-noise. 

The studies conducted have proved that the use of 
look-ahead control algorithms to control the rotor speed 

and excitation of the DG plants turbine generators allows 
to increase stability and completely removes the 
occurrence of flicker even without using the regulators 
adjustment procedure. The corresponding oscillograms 
of the voltage and rotor speed of one of the generators 
with a sharp change in the consumer load are shown in 
fig. 10 and 11. The use of procedure for AVR and ASR 
concordant adjustment of synchronous generators [5], 
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and look-ahead control algorithms helps to solve flicker 
occurrence issue. In this case, the quality indicators of 
transient processes in PSS equipped with DG plants are 
significantly improved. Oscillograms of the voltage and 

the generator rotor speed in case of a sharp change in the 
consumer load, as well as the readings of the 
flickermeter, confirming these conclusions, are shown in 
fig. 12 and 13. 

 

 
Fig. 10. Turbogenerator voltage oscillograms: 1 – generators were operated without AVR and ASR; 2 – generators were operated 
with the use of prognostic AVR and ASR. 
 

 
Fig. 11. Oscillograms of the turbogenerator rotor speed: 1 – generators were operated without AVR and ASR; 2 – generators were 
operated with the use of prognostic AVR and ASR. 
 

    
a)          b) 

Fig. 12. Oscillograms of the generator rotor speed (a) and the voltage in the DG plant connection assembly (b): 1 – the generators 
worked with AVR and ASR with concordant adjustment; 2 – the generators were operated using prognostic concordantly adjusted 

AVR and ASR 
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a)          b) 

Fig. 13. Flickermeter reading (instantaneous flicker dose): a) the generators were operated with AVR and ASR with concordant 
adjustment; b) the generators were operated using prognostic concordantly adjusted AVR and ASR. 
 

4 Conclusion  

Based on study conducted, the following conclusions can 
be made: 

1. At sharp disturbances caused by switching on and 
off an additional load, a flicker effect is observed in 
networks with unregulated DG plants operating based on 
synchronous generators. Based on the wavelet 
transformation and spectral analysis methods, it was 
found that the power spectral density of the generated 
flicker-noise is inversely proportional to the frequency. 

2. The use of look-ahead control algorithms to 
control the rotor speed and excitation of the DG plants 
turbine generators makes it possible to increase stability 
and completely eliminates the occurrence of flicker even 
without using the regulators adjustment procedure. 

3. The combined use of the procedure for concordant 
adjustment of regulators of synchronous generators and 
look-ahead control algorithms makes it possible to solve 
the issue of flicker occurrence in case of sharp 
disturbances in the DG plants connection assemblies. In 
this case, the quality indicators of PSS transient 
processes with DG plants are significantly improved. 
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Abstract. Traction networks (TN) 25 kV generate higher electromagnetic fields (EMF) with 

frequency 50 Hz, whose strengths at a standardized height of 1.8 m, as a rule, do not exceed the 
permissible norms for electrical personnel. In places where railroads routes intersect with high 
voltage overhead power supply lines (OPL), interference of fields, generated by the traction 
network and OPL, occurs. This can lead to an increase in strengths and a complication of the 
EMF spatial structures. The article presents simulation results performed for a complex 
intersection, while 25 or 2 х 25 kV TN is crossed by a three-circuit 110-220 kV overhead power 
line at 90 degrees angle. Fazonord software application was used for simulating EMF strengths in 
points of traction networks and OPL intersection. Based on modeling results the following 

conclusions have been made: at intersection points of 1х25 kV traction network with a three-chain 

110 - 220 kV power transmission line, the electrical field strength does not exceed the value 
acceptable for electrical personnel and reaches 4.2 kV/m; at the intersection with 2 х 25 kV 
traction network, this parameter decreases to 2.7 kV/m; the maximum amplitude of the magnetic 
field at the intersection points increases slightly. 

1 Introduction 

High-voltage overhead power lines (OPL) and electrified 
AC 25 kV railroads are sources of industrial frequency 
electro-magnetic field (EMF). Electromagnetic fields 
with high strength levels can generate interference 
causing disturbances of electrical and electronic devices' 
normal functioning [1–4] and result in serious accidents 
when operations are conducted on disconnected power 
supply lines or communication lines when personnel is 
subject to induced voltage.  
25 kV traction networks (TN) generate higher 
electromagnetic fields (EMF) with frequency 50 Hz, 
whose strengths at a standardized height of 1.8 m, as a 
rule, do not exceed the permissible norms for electrical 
personnel. In places where rail-roads routes intersect 
with high voltage overhead power supply lines (OPL), 
interference of fields, generated by the traction network 
and OPL, occurs. This can lead to an increase in 
strengths and a complication of the EMF spatial 
structures [4]. 
In works [2, 15-20], a method was proposed for 
determining the fields of multi-wire systems, including 
traction net-works and power lines, based on preliminary 
calculation of the electrical network operating mode, 
which may contain mul-ti-wire lines, single-phase and 
three-phase transformers of various types, traction AC 
networks and moving traction loads. Fazonord software 
application [15] designed in Irkutsk State Transport 
university, combines possibilities for modes simulation 

in phase coordinates and simultaneous calculations of 
EMF strengths. 
This article is a further development of ideas represented 
in work [16], which performs a detailed analysis of 
electro-magnetic field structure at a point of overhead 
power line and a railroad perpendicular intersection. 

2 Simulation methods 

Fazonord software application was used for simulating 
EMF strengths in points of traction networks and OPL 
intersection which was conducted in four stages: 
1.  The calculation of OPL traction networks in phase 
coordinates, the results of which were used to determine 
potentials and currents of all wires [15]; 
2.  Calculation of vertical and horizontal components of 
electrical and magnetic fields of traction networks and 
OPL in their own coordinates. 
3.  Calculation of total EMF voltages components. 
4.  Calculation of strengths amplitude values maxmax , HE  
with provision for possible fields elliptical polarization 
[2, 16]. 

3 Simulation results 

The simulation was performed for a case of intersection 
of 1х25 and 2х25 kV traction networks with three-circuit 
110–220 kV OPL. Spatial location of the conductive 
parts is shown in fig. 1. It was assumed that AC-300 
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wires are mounted on OPL pylons. The diagram of OPL 
wires transposition is shown in fig. 2. The length of the 
transposed OPL divided into three sections is assumed to 
equal to 100 km. Loads on 220 kV circuits receiving end 
were equal to 20 + j10 MVA, circuits 110 kV - 6 + j3 
MVA per phase. A power transit of 8 + j8 MVA was 
transmitted via the overhead catenaries of each 2 km 
long traction network. The calculation was carried out 
for the intersection of the traction network with the first 
segment of the transposed OPL.  

 
a) 

 
b) 

 
c) 

Fig. 1. Wires arrangement: а – 25 kV TN; b – 2х25 kV TN; c – 
three-circuit OPL 

 

Fig. 2. OPL scheme of transposition 

Table 1. Font styles for a reference to a journal article. 

OPL Phase U, 
kV 

U, 
degr. I, А I, degr. 

Left 
220 kV 

A 133 0 160.6 –18.4 
B 133 –120 160.5 –138.3 
C 133 120 160.5 101.7 

Right 
220 kV 

A 133 0 160.9 –18.6 
B 133 –120 160.9 –138.5 
C 133 120 160.9 101.5 

110 kV A 65 0 100.7 –21.1 
B 65 –120 100.6 –141 
C 65 120 100.6 99.2 

Table 2. Voltages and currents of 1x25 kV traction network 

Path U, kV U, degr. I, А I, degr. 
1 25.6 –5.6 450 –51 
2 25.6 –5.6 450 –51 

Table 3. Voltages and currents of 2x25 kV traction network 

Path Place of 
measuring 

U, 
kV U, degr. I, А I, 

degr. 
1 Overhead 

catenary 
25.8 26.2 246.2 –21.2 

2 25.8 26.2 246.2 –21.2 
1 Power  

cord 
26.5 –153.3 198.7 164.2 

2 26.5 –153.3 198.7 164.2 
 

 

a) 
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b) 

 

 

 

c) 

Fig. 3. Fazonord PSW design models schemes: а – ТС 
1х25 kV; b – ТС 2х25 kV; c – OPL 110-220 kV 

 

Calculated electrical and magnetic fields strengths in 
their own coordinates of traction networks and OPL at a 
height of 1.8 m are provided in fig. 4–6. 

 

a) 

 

b) 

Fig. 4. Electrical (a) and magnetic field (b) strengths of 
25 kV traction network at a height of 1,8 m. 

 

a) 

 

b) 

Fig. 5. Electrical (a) and magnetic field (b) strengths of 
2x25 kV traction network at a height of 1,8 m. 
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a) 

 

b) 

Fig. 6. Electrical (a) and magnetic field (b) strengths of 
OPL at a height of 1,8 m. 

Volumetric diagrams of the resultant strengths of electric 
and magnetic fields at the intersection of traction 
networks and OPL at a height of 1.8 m are shown in Fig.  
7, 8. Figure 9 shows the hodographs of the resultant 
strengths vectors. Table 4 represents maximal values of 
electrical and magnetic fields strengths at intersection 
points. 

 

a) 

 

b) 

Fig. 7. Amplitude values of EMF strengths at the point 
of 2х25 kV traction network OPL intersection: а – 
electrical field; b – magnetic field 

 

 

a) 

 

 

b) 

 

Fig. 8. Amplitude values of magnetic field strengths at 
the point of 2х25 kV traction network and 220 kV OPL 
intersection: а – electrical field; b – magnetic field 
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a) 

 

 

b) 

 

c) 

 

d) 

Fig. 9. Hodographs of resultant vectors at points with 
maximal values of electrical (а, c) and magnetic (b, d) 
fields strengths for crossing TN 25 kV (а, b) and 2х25 
kV (c, d) with OPL: а – point x = 0 m, z = 9 m; b – point 
x = 1 m, z = 0 m; c – point x = –18 m, z = –7 m;d – point 
x = 2 m, z = 3 m 

Table 4. Maximum values of electrical and magnetic fields 
strengths 
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1 2 3 4 5 6 8 9 
Emax,. 
kV/m 3,4 2,3 2,7 4,2 2,7 19 15 

Hmax, 
А/m 83 31 3,1 83 31 0 0 

4 Conclusion 

Based on simulation results, the following conclusions 
can be made: 
1. When separately modeling, the electric field strengths 
at a standard height of 1.8 m, do not exceed the 
permissible standards of 5 kV/m for electrical personnel 
both for traction networks and OPL. The magnetic field 
strength of 1х25 kV traction network exceeds the 
permissible value of 80 A/m. A similar parameter for the 
2х25 kV traction network is reduced to 30 A/m, which is 
associated with the mutual compensation of the magnetic 
fields generated by overhead catenaries and power wires. 
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2. At the intersection points of 1х25 kV traction network 
with a 220 kV three-circuit OPL, the electrical field 
strength does not exceed the value permissible for 
electrical personnel and reaches 4.2 kV/m. When 
crossing a 2х25 kV traction network, this parameter is 
reduced to 2.7 kV/m. 
3. The magnetic field strength at the intersection of 
power lines with 25 kV traction network reaches 83 
A/m. For 2×25 kV TN, a similar parameter is reduced to 
31 A/m.  
4. At the intersection of 1х25 and 2х25 kV traction 
networks with OPL, the maximum amplitude of the 
magnetic field increases insignificantly. 
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Abstract. Possible cases of non-fulfilment of the requirements of the necessary sensitivity and the 

selectivity of the existing protection against incomplete-phase and asymmetric modes in the electrical 

network under conditions of uncertainty of the initial data are determined. The paper considers the issue of 

intellectualization of protection from asymmetric modes based on theories of fuzzy logic, as well as 

machine learning models, and offers a structural diagram and an algorithm for the functioning of protection. 

The results of the synthesis of intelligent protection and an approach to modelling and control for controlled 

drive systems based on reinforcement learning are presented. 

1 Introduction  

The system of three-phase voltages applied in the nodes 

of the electrical network with complex loads, including 

the stator windings of synchronous and asynchronous 

motors used in the auxiliary systems of power plants and 

substations, their symmetry is violated with an uneven 

distribution of single-phase loads between phases, as 

well as in emergency modes in electrical networks. As 

the boundary state of unbalance, it is possible to show 

out-of-phase modes due to voltage loss in one of the 

phases, for example, in the event of a break in one phase 

of the supply line, fuse blowing in one phase, etc. 

Because of these and other reasons, the likelihood of the 

occurrence of incomplete-phase modes at the nodes of 

the complex load is significantly high and amounts to 

40% of all emergency shutdowns of elements of 

distribution electrical networks (DN) [1]. 

 Research has shown that with a voltage unbalance 

ratio of 4%, the service life of three-phase asynchronous 

motors is halved in comparison with the service life in 

symmetrical mode, and with a current unbalance ratio of 

10% or more, the insulation service life of power 

transformers decreases by 16%. Certain parts of 

violations occur due to unbalanced currents, which, in 

addition to the above, are the cause of other undesirable 

negative effects, such as the occurrence of harmonics of 

currents and voltages, distortion of current curves, 

changes in power factor, etc. [2]. 

 The results of scientific research on the analysis of 

the operation of a node with an asynchronous load [3], 

carried out when one phase is broken, suggests that, 

depending on the degree of asymmetry, under conditions 

of uncertainty in the initial data, non-selective operation 

of existing protection and false actions of automation are 

possible. Therefore, to improve the reliability of 

protection in conditions of asymmetry of currents and 

voltages, the development of appropriate technical 

means or measures is a necessary and urgent issue. 

 In DC distribution grids, distributed generation 

control issues are greatly simplified. For example, in 

wind generators with variable rotation speed, for 

operation on a DC voltage network, the converter can be 

simplified by reducing its weight and dimensions. But, in 

practical applications, the motor often shall run at 

different velocities and, thus, the input voltage is not 

constant. To achieve variable input voltages, a power 

electronic converter is used in between the electric motor 

and the DC link (i.e. the supply voltage which could be a 

battery or a rectified grid supply). At the same time, 

voltage is supplied to the motor from the inverter, which 

is regulated both in magnitude and in frequency. The 

inverter is powered either through a rectifier from an AC 

voltage or directly from a DC voltage.  

 Modern drives also provide smooth start-up with 

reduced starting currents, which greatly facilitates the 

operation of the supply network in comparison with 

traditional starting schemes for asynchronous electric 

motors. At the same time, in asymmetric modes, for 

example, in case of failure of one of the phases in the 

power channel of the electric drive, the problem arises of 

ensuring the constancy of the electromagnetic torque, in 

particular for controlled systems based on a permanent 

magnet synchronous motor (PMSM) [4]. In this case, an 

effective solution can be the use of an autonomous 

bridge voltage inverter, which will allow the currents of 

the remaining phases to be formed so that the 

electromagnetic torque of the motor is stable. In such a 

setting, the development of optimal control strategies for 

voltage converters for controlled drive systems in normal 

and emergency modes can, among other things, be 
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considered as a variant of protection against asymmetric 

modes. 

The paper deals with the creation and implementation 

of intelligent protection against asymmetric modes 

operating on the basis of fuzzy sets and fuzzy logic, as 

well as machine learning models. 

2 Fuzzy-based intelligent protection 
from asymmetric modes 

2.1 Block diagram  

The device proposed in [3] in its technical essence is an 

automated system for protection of detection and 

protection against partial-phase modes in DN, based on 

the use of digital filters of direct and negative sequence. 

Devices, which include a supply and an intersection 

switch, digital filters of current direct and negative 

sequence, an analog-to-digital converter, a 

microprocessor and an executive body, in the event of 

incomplete-phase modes, disconnects the supply and at 

the same time turns on the intersection switch, which 

ensures the normal full-phase mode of consumers. 

Insufficient reliability and low sensitivity of 

protection of the motor load against phase failure, as 

well as overloads from reverse sequence currents, is a 

disadvantage of this system. These disadvantages are 

eliminated when a fuzzy controller (FC) is included in 

the protection device, which, as you know, consists of a 

fuzzifier, a decision-making mechanism and defuzzifier. 

The FC output is connected to the input of the executive 

body. 

Figure 1 shows a block diagram of the proposed 

device for protection against an asymmetric mode based 

on FC. The intelligent system with FC consists of the 

following elements: current transformers 1-4; current 

sensors 5-10; analog-to-digital converter - 14; switch -

15; calculation block ratio of positive and negative 

sequence currents -16; fuzzy controller -17; fuzzifier -

18; decision-making mechanism -19; defuzzifier -20; 

executive body -21. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The system of intelligent protection from modes against 

asymmetrical conditions in DN  

2.2 Main parameters   

The problem of the synthesis of intelligent protection 

against asymmetric mode in Matlab using modeling 

using the Fuzzy Logic Toolbox [5-8] is considered. The 

output linguistic variable is "Asymmetry" and the 

linguistic output parameters are "Delay" and "Control". 

The obtained membership functions (MF) of the terms of 

the linguistic variables input and output of the FC as a 

result of modeling are shown in Fig. 2 and Fig. 3. 

 

Fig. 2. Graphical representation of the FP terms of the input 

linguistic variable - "Asymmetry" 

 

Fig. 3. Graphical representation of MF terms of output 

linguistic variables - "Control" and "Delay" 
 

In Fig. 4 shows a block diagram of the FC 

synthesized on the basis of simulation modeling. As can 

be seen, to ensure the operation of FC with one input and 

two outputs according to the Mamdani algorithm, a 

logical inference mechanism with fuzzy rules is 

obtained. This mechanism is structured as follows. Using 

a simple fuzzy linguistic model, it is possible to 

synthesize an FC with one input and two outputs  

 

IF     ,  THEN      AND               (1) 

     ̅̅ ̅̅̅      ̅̅ ̅̅ ̅̅       ̅̅ ̅̅  

where  ,   are state variables, respectively,   is a 

control parameter; А, В, and C - linguistic values (terms) 

of variables X, Y and Z on universal sets       and   , 

that is        ,           and        .  

 

Fig. 4. Structural diagram of АС 

In accordance with the above, the FC functioning 

algorithm is expressed as follows: 

System rm2: 1 inputs, 2 outputs, 5 rules

QS (5)

I (2)

L (5)

rm2

(mamdani)

5 rules
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The term-subsets of the linguistic variable 

"Asymmetry" is described as )(QSTi , where ii EQS 1 с

5,1i : 

SBE 11
    (Very big)       QSQS 11,  

BE 12              
(Big)          QSQS 12,  

ME 13         
(Medium)      QSQS 13,  

SE 14             
(Low)          QSQS 14,  

NE 15         
(Natural)        QSQS 15,

 

The term-subsets of the linguistic variable "Delay" 

is described as )(LT j , where
 jj EL 2 and 5,1j : 

    
MaxE 21  (Maximum)     LL 21,  

    
BE 22           

(Big)              LL 22,  

ME 23  
       (Medium)      LL 23,

                                    
 

   
SE 24          (Low)            LL 24,

   
 

   
ZE 25     

(Very low)        LL 25,
   

The term-subsets of the linguistic variable "Control" 

is described as )(DTk , where kk ED 3 and 2,1k : 

ACE 31       (Stop)         DD 31,
                                         

 

QCE 32        
(Open)        DD 32,  

where )(),(),( 321 DLQS kji   respectively, the MF of 

term-subsets of linguistic variables ,,LQS
 

and D , 

which are defined in the unversimums ,1iE jE2  and 

kE3 . 

Table 1 shows the forms and parameters of the terms 

of linguistic variables. As can be seen from (2), the fuzzy 

linguistic model consists of five simple implications and 

the general fuzzy relationship R can be defined by 

combining the fuzzy relations 

  
ii

i
i

i

EERR 21
5,15,1






  

In this case R, the FP of fuzzy relations is determined 

as follows: 

  
   












)(),(),(min,...,)(

,)(),(min,)(),(),(min
max),,(

2...3125152...31

22122...312111

DLQSD

LQSDLQS
LDQS

EEEE

EEEEE

R





    

 

For defuzzification, you can apply the centroid 

method [4-7]: 














dzz

dzzz

z
)(

)(

0




 

where n-the number of output quantization level. 

Table 1. Terms, MF and parameters of input and output 

linguistic variables 

Terms MF Parameters 

Asymmetry, IK  

Very low Z - shaped [0  0,02] 

Low Trapezoidal [0,05  0,2  0,25   0,4] 

Medium Trapezoidal [0,25 0,4  0,5 0,6] 

Big Trapezoidal [0,5  0,6  0,7  0,8] 

Very big S - shaped [0,7  1] 

Control, I  

Stop Trapezoidal [-1,006 -0,7164 -

0,3066 -0,0064] 

Open Trapezoidal [0,0086 0,2376  

0,7196 1,0026] 

Delay, L 

Zero Z - shaped [0 0,05] 

Low Trapezoidal [0 0,05 0,15 0,2] 

Medium Trapezoidal [0,15 0,2 0,4 0,45] 

Big Trapezoidal [0,4 0,45 0,85 0,95] 

Maximum S - shaped [0,8  0,9] 

2.2 Simulation results    

On the basis of the above algorithm, computer modeling 

calculations of the proposed intelligent protection against 

asymmetric mode based on FC have been carried out. 

For this purpose, a Simuling-model of protection is built 

and is shown in Fig. 5, which consists of an FC (rm), an 

executive body (subsystem) and recording measuring 

devices. In Fig. 6 shows a fragment of the FC decision-

making procedure. On this fragment, a decision is made 

( )00555,0I
 

disconnecting the circuit with a time 

delay sec226,0L
 
in accordance with the asymmetry 

values 175,012  IIKI .  

The input fuzzy parameter "Asymmetry" is expressed 

as  , and the numerical values are obtained using the 

simulation of the Monte Karlo method and are 

graphically presented in Fig.7. As can be seen from Fig. 

7, a, the value   of the variable changes in the interval  . 

In this case, the obtained values for the variable "Delay" 

using the Simuling-model are generated on the interval  . 

For various values of "Asymmetry", the diagram of the 

protection system is shown in Fig. 7, b. As you can see 

from these figure, the FC does not make any decisions 

with the aim of disconnecting the circuit to an unbalance 

value of 0,2. But when the unbalance value exceeds 0.2, 

the FC generates a control signal to turn off the circuit 

with a delay of 2 seconds. 

 

 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 
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Fig. 6. Fragment of decision making 

 

 
a) 

 
b) 

Fig. 7. Meaning of "Asymmetry" and "Control" in time: a - for 

"Asymmetry"; b - for "Control" 
 

For another case, the diagram of the system is shown 

in Fig. 8. As can be seen for different levels of 

asymmetry, the NC makes a similar decision. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Operation diagram of the FC 
 

As a result of the calculations, fuzzy dependences 

 IKfL
~


 
and  IKI ~

 
were obtained. Fig. 9 shows 

the dependencies of the change  IKfL
~


 
for creating 

a delay during the protection operation. As you can see, 

when the asymmetry value is set 05,00QS , the 

"Delay" variable takes on the value sec9,025,0 L , 

when it turns  3,025,0 QS
 
out, and when practically 

the protection is triggered instantly )0( L . 

 

 

Fig. 9. Fuzzy dependence  IKfL
~

  

 

 
Fig. 5. Simulation Simulink-model of intelligent protection 
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Fig. 10 shows the dependence that expresses the 

dependence  IKI ~
 
of the "Direction" on the degree 

of asymmetry. As you can see, with the value 

15,00QS
 
of "Asymmetry" the protection does not 

work, with 22,015,0 QS
 
FC it delays the operation 

of the protection with a time delay sec3,01,0 L , and 

with 3,022,0 QS
 
FC it generates a control action to 

disconnect the circuit and is triggered almost instantly. 

 

 

Fig. 10. Fuzzy dependence  IKfI
~

  

 

Fig. 11 shows the steps of changing the variables 

"Control" (I) and "Delay" (L), as well as a diagram of 

smart protection operation, with random changes in the 

values of "Asymmetry" obtained with Monte Carlo 

simulation. As can be seen from the figure, in 

accordance with the value of the input variable 

"Asymmetry" ( 12 IIK I  ), the FC makes an adequate 

decision and instantly or with a time delay generates a 

control signal for actuating the executive body or blocks 

it. 

 

Fig. 11. Diagrams of decision making and triggering of FC 

protection 

3 Reinforcement learning-based 
controller to protect and control 
synchronous motor 

3.1 Technical background 

Some asymmetric conditions, caused phase imbalances, 

phase rotation faults and open phasing, are associated 

with AC motors. But if a DC motor is powered by a DC 

converter, this controller protects the motor from these 

conditions. However, these converters present an en-

hanced fault tolerance capability, but an open-circuit 

fault can leads to ripple beyond load requirements. 

Поэтому разработка новых средств моделирования и 

управления DC converters позволяет фактически 

реализовать эффективную защиту и надѐжную 

работу DC motors. The paper also is shown the example 

of using an intelligent controller example based on the 

deep deterministic policy gradient algorithm (DDPG), 

which controls a three-phase permanent magnet syn-

chronous motor (PMSM) is presented and compared to a 

cascaded PI-controller as a baseline for future research 

[9]. The circuit diagram of the phases for PMSM is simi-

lar to each other and the armature circuit of the external-

ly excited motor (Figure 12) [10]. 

 

Fig. 11. The circuit diagram of the phases for PMSM 
 

In practical applications, power electronic converters 

are used in between the motor and a DC link to provide a 

variable input voltage. Various converters provide 

different output voltage and current ranges, which affect 

the control behavior, which can include in the simulation 

as well as a mechanical load model.  Usually, the motor 

often shall run at different velocities and, thus, the input 

voltage is not constant. Typical controllers provide either 

a desired output voltage or a duty cycle in a normalized 

form. This continuous value needs to be mapped to a 

switching pattern over time.  

A novel approach is to use reinforcement learning 

(RL) to have an agent learn electric drive control from 

scratch merely by interacting with a suitable control 

environment. The controller acts as DDPG-agent and an 

environment includes the motor model and the reference 

trajectories. The DDPG-agent receives a reward 

depending on how close the motor is following its 

reference trajectory. We used RL-based motor 

environment, developed in [9], which simulate 

combinations of converter, electric motor and load, 

depicted in Fig. 12.  

 

Fig. 12. Scheme of converter, motor, load and control flow 

from an action to a new observation 
 

The control action at is converted to an input voltage 

    of the motor.  Then, the next state      is calculated 

using an ODE solver, according ODE system for PMSM 

(eq.9).   

0 1 2 3 4 5
0

0.5

I2/I1

 

 

0 1 2 3 4 5
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0

1
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0 1 2 3 4 5
0

0.5
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t
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L

621



 

 

(

 
 
 

    

  
    

  
    

  
    

  )

 
 
 

 

(

 
 
 

 

  
                    

 

  
                          

 

 
           

   )

 
 
 

   (9)             

 

where         and         are d-axis and q-axis 

currents/voltages for rotor fixed coordinates d and q; is 

torque produced by the motor;    is torque from the load; 

   is permanent linked rotor flux;  is moment of inertia; 

  is stator resistance;      are d-axis and a-axis 

inductance;    is the mechanical angle. A PMSM may 

have more than one pole pair, thus   . In this case the 

electrical angular velocity  is      .  

This solver uses the motors differential equations 

including the load torque (eq.10). 

                      
                    (10) 

with a constant load torque a, viscous friction coefficient 

b and aerodynamic load torque coefficient c. These 

parameters as well as a moment of inertia of the load 

      can be freely defined by the user to simulate 

different loads. 

Afterwards, the reward      is calculated based on 

the current state and current reference     . If a state 

exceeds the specified safety limits, the limit observer 

stops the episode and the lowest possible reward is 

returned to the agent to punish the limit violation.   

4.2 Limit observation and motor damage 
protection 

The typical operation range of electric motors is 

limited by the nominal values of each variable. However, 

the technical limits of the electric motor are larger. 

Those limits must not be exceeded to prevent motor 

damage, which might be inflicted due to excessive heat 

generation.  Motors are stopped if limits are violated in 

real applications, including in the event of dangerous 

situations due to asymmetric modes in the converter. For 

safety agent training, we can specify the nominal values 

and safety margin   

                                      (11) 

An important task for the control is to hold those 

limits. Consequently, learning episodes will be 

terminated if limits are violated as in real applications, 

and a penalty term can be chosen that is affecting the 

final reward to account for those cases. 

4.2 Test example 

In this example, we used the proposed approach to train 

a DDPG-agent using the open-source Python package 

[10]. The agent learns to control the current of a PMSM 

with a continuous action space. Motor and load 

parameters are compiled in Tab. 2. 

 

Table 1. Example’s motor and load parameter 

Variable Value 

Stator Resistance,    in Ohm 4.9 

d-axis inductance   in Henry 0.079 

q-axis inductance   in Henry 0.113 

Moment of inertia of the rotor,   0.00245 

Permanent linked rotor flux,    0.165 

Pole pair Number,   2 

 

The reward function is the shifted weighted sum of 

absolute error with reward weight 1 on the current i and 

0 otherwise. The training consists of 75000 simulation 

steps partitioned in episodes of length 1000.  

     ∑     |           
 | 

              (12) 

The testing process is depicted in Fig. 13. At the 

beginning, the MAE is 229.15 and decreases to 83.04 at 

75 000 steps. The  control  behavior  during  the  training  

and  afterwards is  visualized  in  Fig. 1. The agent does 

perform well. This shows that the RL control approach 

for electric motors reaches control quality similar to a 

state-of-the-art controller, and that RL is a highly 

promising approach for electric motor control.  The  

control  quality  of the  DDPG-agent  might  be  

improved  with  an  optimization  of the DDPG-

parameters and architecture in future research.  

4 Conclusions 

1. An analysis of the existing protection and 

developments against asymmetric and incomplete-

phase modes was carried out and it was determined 

that with the uncertainty of the initial information, 

depending on the degree of asymmetry, the 

requirement of selectivity and sensitivity is not met. 

To reduce failures and increase the reliability of 

protection, a new protection method based on the 

theory of fuzzy logic is proposed. 

2. A block diagram and an algorithm for triggering 

intelligent protection against asymmetric conditions 

based on fuzzy controller with one input and two 

output parameters are proposed. The terms, types and 

parameters of their membership functions are 

determined. 

3. The results of fuzzy controller synthesis are 

presented and the results of the calculated 

implementation of the protection actuation algorithm 

are obtained. The obtained results of computational 

experiments show that with a change in asymmetry 

in the interval 0-1.0, the selectivity and reliability of 

protection against asymmetric modes are fully 

ensured. 

4. An approach to modeling and control for controlled 

drive systems with PMSM based on RL is proposed, 

which allows finding optimal policies for controlling 

voltage DC converters in normal and emergency 

conditions. The resulting learning models can be 

considered as a option of protection against 

asymmetric conditions arising in a DC converter. 
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Development of an Adaptive Module for Control of Energy 
Supply of the Consumer in the Distributive Electrical Network 
0,4 kV for Elimination of the Phase Load Unsymmetry 
 
Yu.A. Klimenko1,*, A.P. Preobrazhensky 1 
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Annotation.  The paper considers the possibility of modeling the process of controlling the power supply of the consumer in the 
lower levels of network organizations to improve the quality indicators of electrical energy in the distribution electrical networks of 
0.4 kV.  The analysis of the process of control of indicators of the quality of electricity in the supply of energy to consumers.  The 
block diagram of the adaptive power supply control module of the consumer and the algorithm of the control process are presented.  
A consumer power supply control module in 0.4 kV distribution networks is proposed. 
 
 
Introduction 
 
Improving production efficiency depends on the supply 
of energy resources to consumers in accordance with the 
requirements of the Laws of the Russian Federation [1], 
GOST [2,3], industry and other regulatory documents 
[4,5].  New scientific developments in this field of energy 
should be aimed at improving the network economy of 
energy suppliers [6,7], modernizing the technological 
equipment of electricity consumers [8,9]. 
 The purpose of this work is to develop a model of the 
consumer's power supply control process in the adaptive 
system [10] of the power quality control and management 
complex [11,12] in the 10 / 0.4 kV power distribution 
network [13,14] and to solve the optimization problem 
[15] of the control technological process  quality of 
electrical energy (EE) [16,17] by developing an 
algorithm for monitoring and control. 
 
1 Adaptive control system. 
 
 An adaptive control system to eliminate the asymmetry 
of the phase load will be used in the concept of creating 
a complex for monitoring and managing the quality of the 
EE of a section of a 10 / 0.4 kV electrical distribution 
network (Fig. 1).  The control complex for the section of 
the distribution network for monitoring and managing the 
quality of energy efficiency is a symbiosis of electrical 
and telecommunication networks, technological 
equipment, software and consists of a central 
management complex (CMC), control measuring 
complexes of 10 kV (CMC-10 kV) and 0.4  kV (CMC-
0.4 kV), remote measuring points (RMP), adaptive power 
supply control modules of consumers (CAM) (Fig. 1). 
The result of the use of the adaptive control system is the 
uniform distribution of the single-phase load over the 
phases of the three-phase network, increasing the energy 
characteristics of the network. 
A diagram of a section of a 10 / 0.4 kV electrical 
distribution network using an adaptive control system is 
shown in Fig. 2. 

The control system includes a CMC -0.4 kV, a RMP, 
CAM.  CMC are located at 10 / 0.4 kV substations.   
 

 
Fig.  1. Scheme of the complex for monitoring and managing 

the quality of electricity in the 10 / 0.4 kV electrical 
distribution network section. 

 

 
Fig.  2. Diagram of an adaptive control system for eliminating 

phase asymmetry of a 10 / 0.4 kV electrical distribution 
network section. 

 
RMP is located on the end supports of the overhead line-
0.4 kV.  CMC, RMP and CAM perform the following 
main functions: monitoring EE parameters; collection, 
processing, transmission of data to the CMC. 
 

624

mailto:klm71165@mail.ru


2 Adaptive power supply control 
module 
 
 The 0.22 kV consumer power management adaptation 
module (CAM) is part of an adaptive control system for 
eliminating the load asymmetry of the phases of the 0.4 
kV power grid [18], which will be used in the concept of 
creating a complex for monitoring and controlling the 
quality of electric power in the 10/0 distribution network 
section  , 4 kV.  CAM is intended for uniform distribution 
of a single-phase load over the phases of a 0.4 kV three-
phase network.  AM contains input terminals L1, L2, L3, 
N for connecting the mains and output terminals L and N 
for connecting the load, and also includes a measuring 
device (MD), a device for selecting phases (switch) 
(PSD), a device  control and data transmission (CDTD), 
communication device (CD) (Fig. 3). 

 
Fig.  3 Consumer power management adaptation module. 
  
The task of the CAM device is to achieve balancing of 
phase currents (loads) of a three-phase distribution 
network of 0.4 kV, reducing the volume and cost of 
hardware, ensuring the realization of the goal of 
balancing phase currents (loads). 
This CAM works as follows.  Power supply to each 
consumer is carried out through the CAM, which is 
installed on the support of the power transmission line at 
the point of connection of the branch of the overhead line 
(OHL) of 0.4 kV.  Power is supplied to the CAM input 
contacts in phases.  The measuring device (MD) 
determines the magnitude of the parameters of the power 
grid for each of the phases: voltage, current load, power 
factor, electric power consumption of electricity (full, 
active, reactive) and others.  The MD sends data on the 
state of the power grid to the CDTD for data analysis.  
The CDTD of each CAM transmits data on the state of 
the electric network at each specific point of the 0.4 kV 
overhead line through the CD to the measuring control 
complex to process the measurement data and decide on 
switching certain consumers to balance the loads along 
the phases of the power line, as well as  sends control 
commands to a specific CAM for switching and load 
balancing.  CDTD processes the received information, 
makes a decision and sends a command to the PSD to 
switch a certain consumer to a phase that meets the 
specified requirements.  Having received a command, the 
PSD switches the consumer's power supply to a 
predetermined phase and reports information on the 

switching performance to the control unit and the control 
unit. 
 The implementation of this device eliminates the use of 
additional hardware for regulating the asymmetry of the 
phase parameters of the 0.4 kV network. 
 
3 Algorithm of the consumer energy 
supply control process 
 The block diagram of the algorithm of the process of 
managing the power supply of the electricity consumer to 
eliminate the phase voltage asymmetry and phase voltage 
deviations is shown in Fig.  4. The description of the 
operation of the algorithm is presented point by point. 
 1. Beginning of the algorithm. 
 2. Entering the technical characteristics of the power 
transmission line (PTL).  The following technical 
characteristics are introduced: the total length of the 
power lines , the number of power line wires , the cross-
sectional area of the power line wires , the distance from 
the starting point of the power line to the point of 
connection of each AM to the power line , the specific 
resistance of the power line conductors, maximum 
transmission capacity of power transmission lines , 
maximum power of electrical equipment of consumers 
connected to power lines. 
 3. Enter restriction parameters for the network.  It is 
necessary to introduce the following basic restrictions: 
the tolerance for the maximum permissible deviations of 
the voltage value is not more than ± 10% of the nominal 
voltage , the tolerance for the value of the voltage 
unbalance factor between the phases of a three-phase 
four-wire electrical network is not more than ± 4% of the 
nominal voltage , tolerance  to exceed the amount of 
power consumed by the consumer's electrical equipment 
relative to the declared maximum power determined by 
the terms of the power supply agreement. 

 
Fig.  4 Algorithm of the process of energy management of the 

consumer. 
 

625



4. Measurement of the electrical parameters of the 
network at the points of CAM connection to the power 
transmission line.  To calculate the symmetry of 
electrical loads  and voltages in phases of a three-phase 
electrical network, the following parameters are 
recorded: electric current flowing in the circuit I, electric 
voltage U , active power factor , reactive power factor, 
electric active power P, electric reactive power Q. 
 5. Calculation and analysis of asymmetry of phase 
voltages and values of maximum deviations of phase 
voltages and values of power consumption.  This is 
necessary to determine the configuration of the 
distribution of the connection of CAM consumers in the 
phases of power lines.  The values of phase voltages 
should be equal to each other, i.e.  it is necessary to fulfill 
the relation 

                  𝑈𝑈₁ = 𝑈𝑈₂ = 𝑈𝑈₃     ,                                 (1) 
where, U1, U2, U3 - electric voltages of phases L1, L2, 
L3 respectively. 
 The deviation of the voltage levels of the phases of the 
three-phase four-wire electrical network should be no 
more than ± 10% according to paragraph "3" of the 
algorithm: 

                     𝑈𝑈𝑀𝑀𝑀𝑀𝑀𝑀 < 𝑈𝑈𝑖𝑖 < 𝑈𝑈𝑀𝑀𝑀𝑀𝑀𝑀  ,                            (2) 
where, Ui - is the voltage value of phase i; UMIN , UMAX - 
minimum and maximum voltage values. 
Next, we check the ratios of the phase voltage deviations 
among themselves:  
|𝑈𝑈₁ −𝑈𝑈₂| < ∆ ?;|𝑈𝑈₂ −𝑈𝑈₃| < ∆ ?;|𝑈𝑈₃ −𝑈𝑈₁| < ∆ ?   (3) 
If relation (3) is not satisfied, then the transition to step 
"6" of the algorithm occurs.  To determine the 
correspondence between the consumed and allowed 
capacities, the average active power consumed by the 
electrical equipment at the point of connection of the 
consumer CAM to the power transmission line is  
calculated: 

            𝑃𝑃потреб = 𝑈𝑈𝑖𝑖 ∙  𝐼𝐼𝑖𝑖 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖     ,                           (4) 
where, Pпотреб - active power consumption;  Ui , Ii , cosφ i 
- network parameters of the i phase. 
The condition for matching the capacities is checked 
when moving to paragraph "10" of the algorithm. 
 6. The choice of the algorithm action based on the 
analysis of the asymmetry of the mains phase voltages 
and the maximum deviations of the mains phase voltages.  
If the voltages U1, U2, U3 have equal values in phases 
L1, L2, L3 of the network according to the tolerance 
requirement for voltage unbalance and maximum voltage 
deviations specified in paragraph "3" and the condition: 

(|𝑈𝑈₁ −𝑈𝑈₂|  < ∆)  ∧  (|𝑈𝑈₂ −𝑈𝑈₃|  < ∆ )  ∧
                              (|𝑈𝑈₃ −𝑈𝑈₁|  < ∆)                           (5) 

then, no actions are taken to switch the load on the phases 
of the power transmission line and the transition to point 
"12" "End of the algorithm" is performed.  If the voltages 
U1, U2, U3 have unequal values in phases L1, L2, L3 of 
the network in accordance with the tolerance requirement 
for voltage unbalance and maximum voltage deviations 
specified in paragraph "3" and condition (2) and (5) is not 
met, then actions are taken  to switch the consumer load 
to the power transmission line phase, which meets the 
requirements specified in paragraph "3" and proceeds to 
paragraph "7" of the algorithm. 
 7. Determination of the configuration of the optimal 
connection of the consumer's CAM to the phases of the 

transmission line.  The voltage regulation method can be 
carried out by distributing the power of consumers over 
the phases of the network to equalize the voltage level 
and switching the load of the consumer to the phase of 
the network, which meets the requirements of relation 
(5). 
 8. Decision-making on the distribution of the connection 
of CAM consumers taking into account the indicators of 
electric voltage at the points of connection to the power 
transmission line.  the decision is made on the basis of 
determining the most optimal variant of the distribution 
of CAM consumers by phases. 
 9. Automatic switching of CAM consumers to selected 
network phases.  Switching selected CAM consumers to 
other phases of power lines is carried out in compliance 
with relation (2). 
 10. The choice of the algorithm based on an analysis of 
the comparison of power consumption with the allowed 
(declared).  If the condition for limiting the permitted 
power for the consumer is met and the power consumed 
by the electrical equipment does not exceed or equal to 
the allowed: 

                           𝑃𝑃потреб ≤ 𝑃𝑃разреш                              (6) 
then, you go to "12" "End of algorithm".  If the condition 
for limiting the permitted power for the consumer is not 
met and the power consumed by the electrical equipment 
exceeds the permitted: 

                           𝑃𝑃потреб > 𝑃𝑃разреш                              (7) 
then proceeds to step "11". 
11. Temporary limitation of the consumption of electrical 
energy through the consumer's CAM.  At present, 
exceeding the maximum power is a violation of 
consumer obligations under an electricity supply 
agreement, for which a restriction on the consumption 
regime is introduced [14]. 
 12. End of the algorithm execution. 
 13. Controlling influence of the adaptive control system.  
An adaptive system for controlling electrical loads as part 
of a control measuring complex and an adaptive module 
for controlling energy supply of a consumer eliminates 
uneven distribution of electrical loads in phases, 
asymmetry of currents and phase voltages for monitoring 
and controlling the quality of electricity in a section of a 
distribution electrical network. 
 14. Database for receiving, storing transmission of 
information. 
 
4 Results of modeling the operation of 
the algorithm of the consumer's power 
supply control process 
 
The adaptive power supply control module of the 
consumer, using the operation of the control process 
algorithm, analyzes the parameters of the network phases 
according to the magnitude of the voltage level [18,19]. 
When the voltages U1, U2, U3 have equal values in 
phases L1, L2, L3 of the network according to the 
tolerance requirement meets the specified limitation 
conditions, the action of the algorithm is performed to 
move from point "6" to point "12" of the algorithm and 
the optimization process is not performed. If the voltage 
value exceeds the limits of the limits, a transition is made 
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to point "7" of the algorithm, then the optimization 
process is performed on the choice of the electric phase 
for powering electrical appliances, which corresponds to 
the specified conditions of the limits [20] . 
Let us consider an example of calculating the problem of 
optimizing the operation of an adaptation module using 
linear programming when the voltage in the supply phase 
of the network drops below a given level under the 
conditions of restrictions. 
Let the consumer's electrical equipment through the 
adaptation module be powered from phase A of the 
electrical network. The voltage values of the phases of 
the network L1, L2, L3 are 190 V, 200 V, 230 V, 
respectively. The voltage value of phase A is lower than 
the level specified by the condition-limitation of item "3" 
and the conditions (2) and (5) of the algorithm are not 
met. 
Let us solve this problem using the dual simplex - the 
method [21] of linear programming using a simplex 
table. 
The objective function is as follows: 
 
                   F(X) = 190x1+220x2+230x3                  (8) 

 
Let us determine the minimum value of the objective 
function under the following constraint conditions: 
 
                      190x1+220x2+230x3≤242                   (9) 
                     -190x1-220x2-230x3≤-198                 (10) 

 
To construct the first reference plan, the system of 
inequalities is reduced to a system of equations by 
introducing additional variables [22]. We introduce the 
basic variables Х4, Х5. 
The coefficient matrix A = a (ij) of this system of 
equations has the form: 
 

A = 
190 220 230 1 0 

-190 -220 -230 0 1 
 

 

 

 

 
Let's solve the system of equations for the basic 
variables: X4, X5. 
The initial version of the simplex table is shown in able 
1.                         

                                                                    Table 1 

Basis B x1 x2 x3 x4 x5 

x4 242 190 220 230 1 0 

x5 -198 -190 -220 -230 0 1 

F(X0) 0 -190 -220 -230 0 0 

 
After performing the transformations, the simplex table 
acquires the final version (table 2).             
The optimal plan can be written as follows: 

 

                      x1 = 0, x2 = 0, x3 = 99/115                   (11) 
        F(X) = 190*0 + 220*0 + 230*99/115 = 198   (12) 

                                                                  
Table 2 

Basis B x1 x2 x3 x4 x5  

x4 44 0 0 0 1 1  

x3 99/115 19/23 22/23 1 0 -1/230  

F(X1) 198 0 0 0 0 -1  

 
The optimal plan can be written as follows: 

 
                      x1 = 0, x2 = 0, x3 = 99/115                   (11) 
        F(X) = 190*0 + 220*0 + 230*99/115 = 198   (12) 

 
We will also determine the maximum value of the 
objective function (8) under the above conditions-
constraints (9). 
The initial version of the simplex table is shown in Table 
1. After performing the transformations, the simplex 
table acquires the final version (Table 3). 

                                                                       Table 3 

Basis B x1 x2 x3 x4 x5 

x5 44 0 0 0 1 1 

x3 121/115 19/23 22/23 1 1/230 0 

F(X2) 242 0 0 0 1 0 

 
The optimal plan can be written as follows:  
 
                       x1 = 0, x2 = 0, x3 = 16/115                 (13) 
       F(X) = 190*0 + 220*0 + 230*16/115 = 242   (14) 

 
We see that the condition for limiting the voltage value 
in phase A of 198 V was not met. To fulfill this condition, 
it is necessary for CAM to switch the power supply to 
phase B or C, which satisfy the condition for limiting the 
voltage value in the range of variation of the objective 
function from 198 V to 242 V according to expressions 
(12), (14). That is, as a result of solving the optimization 
problem, the control process is carried out for the 
selection of the supply phase for the power supply of the 
consumer. 
 
Conclusion 
 
The presented article discusses the issues of modeling the 
process of managing the energy supply of the consumer. 
As a result, a structural diagram of the adaptive module 
for controlling the consumer's power supply, an 
algorithm for the process of controlling electrical loads in 
a three-phase 0.4 kV electrical distribution network was 
developed. Also, a study was carried out to simulate the 
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operation of the algorithm for the control process of 
electrical loads based on the use of the dual simplex 
method of linear programming. As a result, simulation 
modeling of the state of the network and the operation of 
the algorithm for changing the configuration of the 
consumer's connection was carried out to achieve a 
uniform distribution of power over the phases of the 
network and the magnitude of permissible voltage 
deviations. 
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Abstract. Resonance modes at harmonic frequencies in electrical networks are a serious problem. They arise 
due to the availability of electrical equipment with capacitive and inductive elements. The values of the 
harmonics of currents and voltages increase at resonances. The voltage quality indices in resonant modes 
exceed the limit values. Harmonics cause energy losses in electrical equipment, reduce its service life, create 
economic damage. Capacitor banks are often damaged by resonances. Network nodes with resonant circuits 
and resonant harmonics can be determined using the frequency characteristics of the nodal reactance 
(susceptance). The paper presents an algorithm and HARMONICS software for the analysis and forecasting 
of resonance modes, the results of studies of resonance modes in the high-voltage networks of Eastern Siberia.  

1 Introduction  

Resonance modes at harmonics frequencies in power 
grids have been [1-5] and remain a big challenge [6-10].  
They occur due to availability of equipment with 
capacitance and reactive elements [11, 12].   The hazard 
of resonance modes lies in the fact that if a non-sinusoidal 
current with harmonic components multiple to the main 
frequency (harmonics) and/or non-multiple to the main 
frequency (interharmonics) on which the resonance 
circuit occurred, runs in the grid, then current and voltage 
surge may occur at those harmonics.  Current and voltage 
harmonics cause additional power losses in the electric 
equipment; they damage it, reduce its service life and thus 
cause economic losses.  To avoid negative consequences 
of resonance modes, standardization documents provide 
for the occurrence of resonances.  

“Guidelines for monitoring and analyzing the power 
quality in public power supply system” [4] that were in 
force in Russia in 2002-2008 stated that “non-sinusoidal 
nature of voltage in the point of common connection 
(PCC) may be caused both by distorting utilities of 
consumers connected directly to PCC and by equipment 
of power supply companies operating in the modes 
favoring the occurrence of non-sinusoidal nature of their 
volt-ampere characteristics or occurrence of resonance 
modes”. In 2003 in the Project Technological rules for the 
wholesale electricity market [5] it was noted that 
“network companies during their operation are 
responsible for network modes unfavorable or hazardous 
for equipment and consumers (resonance modes...)”. In 
2019 a document “Unified technical policy in the power 
grid complex of Rosseti” [13] mentioned that “Usage of a 
capacitor is allowed subject to avoidance of resonance 
phenomena in all the operating conditions of a network”.  
It was also noted that “when selecting the power factor 

correction unit (PFCU) containing capacitor banks (CB) 
for the network section where frequent distortions of 
current and voltage curves occur, PFCU shall be checked 
(CB in particular) for possible overloading by harmonic 
currents”.    

The paper offers an algorithm for determination of 
resonance nodes, harmonics and interharmonics on the 
base of analysis of the results of calculations made using 
HARMONICS software.  HARMONICS software was 
developed in ESI SB RAS [14].  The analysis allows 
identification of network sections and harmonics with the 
presence of resonance modes or modes close to them.   
The paper presents the results of studies on the resonance 
modes in the high-voltage networks in the East Siberia.  
An algorithm and HARMONICS software can be used for 
forecasting the resonance modes for power quality control 
in the course of networks operation. 

2 An algorithm for analysis of resonance 
modes 

Theoretical foundations of electric power engineering 
[11] state that two types of resonance modes may occur in 
the electrical circuit:   series resonance, i.e., voltage 
resonance, and parallel resonance, i.e., current resonance.    

Voltage resonance occurs in case of series connection 
of resistance, inductive reactance and capacitive 
reactance.  Circuit reactance at resonance equals zero.  
Circuit impedance is active and reaches its lowest value.  
Current and voltage at the circuit entry match in phase.  
Current has the highest value.  If value of inductive and 
capacitive reactances exceeds that of resistance, then 
value of voltage on the capacitive and inductive 
reactances will exceed voltage at the circuit entry.  
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Current resonance occurs at parallel connection of 
resistance, inductive and capacitive reactances.  Circuit 
susceptance at resonance equals zero. Circuit admittance 
reaches its minimum value. Current and voltage in the 
unbranched part of the circuit match in phase. The value 
of current happens to be the lowest.   Values of currents 
in parallel branches with inductive and capacitive 
reactances may exceed current in unbranched part of the 
circuit.   

For analysis of the network modes at harmonic 
frequencies the electric network is represented by a 
current source and admittance relative to any node.   
Modes are calculated by solving the system of equations 

hhh IZU = ,                             (1) 

where h - harmonic order; hU - column matrix of nodal 
voltages of the h-th harmonic that are to be determined; 

hI  - column matrix of nodal currents of the h-th 
harmonic that are generated by non-linear loads; hZ  - 
matrix of self- and mutual impedances of the network 
nodes, which is obtained as result of inversion of the nodal 
admittance matrix hY [15]. 

Data of the system of equations (1) for analysis of 
resonance conditions in any node are used for 
computation of the following parameters: )h(UK  - the h-

th harmonic factor; hI  –  current value of the h-th 

harmonic;  2
h

2
hhh xr/1z/1y +==  – admittance of the 

network node; 2
h

2
hhh xr/rg +=  –  conductance of the 

network node; 2
h

2
hhh xr/xb +=  – susceptance of the 

network node. %95)h(UK , %100)h(UK  are limit values 

of the index   )h(UK used in the analysis for 95% and 
100% of measurement time specified in [16]. Resonance 
harmonics can be adjusted by computing the frequency 
characteristics for hy , hg , and hb . For a large-
dimensionality network it is a sophisticated problem that 
requires account of a large number of network elements, 
significant time for calculating and analysis of frequency 
characteristics. Experience of studying the harmonics 
conditions allowed development of an algorithm for 
searching the resonance conditions on the base of the 
results of calculations using HARMONICS software that 
facilitates determination of nodes and harmonics with 
resonance modes.  The modes are initially calculated for 
3, 5, 7, 9, 11, 13, 17, 19, 23, and 25-th harmonics.  
Measured values of indexes )h(UK  on the listed 
harmonics in the electric networks, as a rule, exceed the 
limit values specified in [16].  For adjusting the resonance 
harmonics the range of harmonics is then changed.   

An algorithm for determination of resonance nodes 
and harmonics includes provisions listed further.   

1) Computation of mode parameters and nodal 
parameters on harmonics 3, 5, 7, 9, 11, 13, 17, 19, 23, 25 
for determination of values )h(UK , hI , hy , hg , and hb .  

2) Analysis of parameters as per Item 1) for the nodes 
where values )h(UK exceed the limit values %95)h(UK ,

%100)h(UK . 
In the course of the analysis it should be kept in mind 

that index )h(UK exceeds the limit value not only in the 

resonance mode but at high value of current hI  in the 
node as well.   

Since susceptance in the resonance mode equals zero, 
conductance and admittance are equal in value, then 
combinations of these values are searched for 
determination of nodes with resonance on the computed 
harmonics.   

Nodes where modes are close to resonance conditions 
are also identified.  Numerical values of conductance and 
admittance are rather close, whereas the value of 
susceptance is much lower than conductance and 
admittance.   

 For identification of resonance modes or modes close 
to them the signs of susceptance on the adjacent 
harmonics are analyzed.  Change of the sign evidences 
availability of the resonance mode on the interval of 
harmonics.  Susceptance sign of the node may change 
several times, which evidences availability of the 
resonance modes on several harmonics simultaneously.  

As a result of Item 2) the nodes, harmonics or 
harmonics intervals are determined where resonance 
modes or modes close to them occur.   

3) Analysis of parameters as per Item 1) for the nodes 
where values )h(UK ) do not exceed the limit values

%95)h(UK , %100)h(UK . 
For finding the resonance modes, the values of 

admittances are analyzed for searching the nodes and 
harmonics with low values of admittances.   Susceptances 
are further analyzed in the nodes with low values of 
admittances for identification of the sign change.   

As a result of Item 3) the nodes, harmonics or 
harmonic intervals are determined where resonance 
modes or modes close to them occur.  

4) Determination of the number of the resonance 
harmonic or interharmonic on the interval of harmonics 
obtained in Items 2) and 3).   

For identification of the number of a resonance 
harmonic the frequency characteristic of susceptance is 
computed from 50 Hz on the harmonics interval at a step 
of 0.5%.  The frequency characteristic curve is 
constructed.  The harmonic or interharmonic number at 
which the susceptance sign changes, i.e., resonance 
occurs, is determined using frequency characteristic.  

For adjusting the number of a resonance harmonic the 
harmonic interval is reduced with account of the results of 
above calculations, and frequency characteristic is 
computed anew from the presumed resonance harmonic 
at a step of 0.2%. The obtained frequency characteristic 
of susceptance is used for adjusting the number of a 
resonance harmonic.   If necessary, calculations are 
repeated at a lesser step.  

5) Determination of resonance harmonics in the node 
at different changes in the network. Connection and 
disconnection of transmission lines, capacitors, passive 
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filters, and changing loads can lead to resonant modes. 
For assessing of occurrence of resonance modes in the 
node in case of changes in the network, Items 1) - 4) of 
the algorithm shall be fulfilled.  

3 Results of the analysis of resonance 
modes in the networks of East Siberia 

3.1  An example of using the algorithm for 
searching the resonance modes in one of the 
nodes of the calculated scheme 

Analysis of the mode parameters when searching for the 
resonance modes in Node 2401 of the calculated network 
whose fragment is shown in Fig. 1 is given as an example.  

 

                                                                                           EPS 
81 km  130 km  

2402 2401 2280 EPS 

 
 
Fig. 1. Fragment of the calculated network with Node 2401. 
 
 

Parameters as per Item 1) for the analyzed node are 
given in Table 1 and Table 2.   

 

Table 1. Mode parameters of harmonics 3, 5, 7, 9, 11 

Harmonic  3 5 7 9 11 

hI , A 21.35 10.70 7.30 2.78 7.39 

hy , p.u. 5.02 2.15 1.01 0.92 1.39 

hg , p.u. 0.69 0.37 0.76 0.76 1.22 

hb , p.u. -4.97 -2.11 -0.67 -0.52 0.67 

)h(UK , % 0.98 1.15 1.67 0.69 1.22 

%95)h(UK , % 1.5 1.5 1.0 0.4 1.0 
 %100)h(UK ,% 2.25 2.25 1.5 0.6 1.5 

Table 2. Mode parameters of harmonics 13, 17, 19, 23, 25 

Harmonic  13 17 19 23 25 

hI , A 9.70 2.48 4.61 2.91 0.78 

hy , p.u. 1.29 3.19 4.76 2.88 1.4 

hg , p.u. 1.29 2.16 4.75 2.27 1.16 

hb , p.u. -0.04 2.34 -0.16 -1.76 -0.78 

)h(UK , % 1.72 0.18 0.22 0.23 0.13 

%95)h(UK , % 0.7 0.5 0.4 0.4 0.4 

%100)h(UK ,% 1.05 0.75 0.6 0.6 0.6 
 
 
Index )h(UK exceed the limit values %95)h(UK  on the 

7, 9, 11 and 13-th harmonics, and %100)h(UK   on the 7, 9 
and 13-th harmonics (in bold).   

Conductance and susceptance on the 7-th harmonic 
are close in value.   Index )7(UK  is high due to higher 
value of current on the 7-th harmonic. The value of all the 
conductances on the 9-th harmonic is of the same order, 
which evidences the lack of resonance in the vicinity of 
the 9-th harmonic.  Susceptance on the interval of 
harmonics 9-11 changes from “minus” to “plus”, which 
evidences the resonance of voltages.  Admittance and 
conductance on the 11-th harmonic are close in value, 
whereas susceptance is half the admittance and 
conductance.  So far as the value of susceptance is of the 
same order as admittance, we can assume that there is no 
resonance in the vicinity of the 11-th harmonic, and  

)11(UK   exceeds the limit value due to high value of 
current on the 11-th harmonic.  For adjusting the number 
of a resonance harmonic the frequency characteristics of 
susceptance shall be used. On the interval of harmonics 
11-13 the susceptance sign changes from “plus” to 
“minus”. Admittance and conductance on the 13-th 
harmonic are close in value, whereas susceptance is rather 
low as it has no impact on admittance. Thus, current 
resonance occurs on the interval of harmonics 11-13. For 
adjusting the number of resonance harmonic the 
frequency characteristic of susceptance shall be used. 
Susceptance sign on the interval of harmonics 13-17 
changes from “minus” to “plus”, which evidences the 
presence of the resonance of voltages.  Values of all the 
conductances on the 17-th harmonic are of the same order.  
Comparison of the values of susceptances on the 13-th 
and 17-th harmonics evidences the voltage resonance on 
the harmonic close to the 13-th harmonic.  Susceptance on 
the interval of harmonics 17-19 changes from “plus” to 
“minus”, which evidences the resonance of currents. 
Admittance and conductance on the 19-th harmonic are 
close in value, whereas susceptance is rather low. We can 
conclude that current resonance occurred on the harmonic 
close to the 19-th harmonic.   

Frequency characteristics of admittance, conductance 
and susceptance were computed on the harmonics 
intervals 3-25 using HARMONICS software.   From Fig. 
2 it follows that frequency characteristics of susceptance 
intersects abscissa four times changing the sign:  between 
9-th and 10-th harmonics; two times between 12-th and 
13-th harmonics and between 18-th and 19-th harmonics, 
which evidences the occurrence of four resonances. 
Results of the analysis of frequency characteristics of 
susceptance are given in Table 3. They correspond to 
activated state of lines in Fig. 1.    

Disturbances that may cause change in the number of 
resonances and resonance harmonics in Node 2401 
include disconnections of transmission lines connected to 
Node 2401.  Frequency characteristics of susceptances of 
Node 2401 of transmission lines in Fig. 3 are given for 
comparison.  It is obvious that the number of resonances 
and numbers of resonance harmonics for each state of a 
transmission line are different. 
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Fig. 2. Frequency characteristics of admittance, conductance 
and susceptance on the harmonics intervals 3-25. 

 

 
Fig. 3. Frequency characteristics of susceptance of Node 2401: 
1 - two lines are turned on; 2 - line 2401–2402 is turned on, line 
2401–2280 is turned off; 3 - line 2401–2402 is turned off, line 
2401–2280 is turned on. 
 

Table 3 gives intervals of harmonics where there is a 
resonance harmonic and the values of susceptances 
corresponding to the interval of resonance harmonics for 
three states of transmission lines. 

Table 3. Results of analysis of frequency characteristics of 
susceptance 

State of 
transmission 
lines 

Interval 
resonant 

harmonics and 
  interharmonic 

Interval 
values 

 bh, p.u. 

Both lines 
are turned on 

9.75 – 10.00 (-0.03) – (0.13) 
12.00 – 12.25 (0.16) – (-0.05) 
13.00 – 13.25 (-0.04) – (0.09) 
18.75 – 19.00 (0.42) – (-0.16) 

2401–2402 is 
turned on,  
2401–2280 is 
turned off 

11.50 – 11.75 (-0.02) – (0.05) 
18.50 – 18.75 (0.12) – (-0.72) 

2401–2402 is 
turned off,  
2401–2280 is 
turned on 
 

5.75 – 6.00 (-0.03) – 0.06 
7.75 – 8.00 (0.02) – (-0.18) 
9.00 – 9.25 (-0.10) – (0.04) 

12.00 – 12.25 (0.11) – (-0.10) 
14.00 – 14.25 (-0.01) – (0.10) 
21.00 – 21.25 (0.44) – (-0.07) 

3.2  Impact of a capacitor bank on occurrence of 
resonance conditions 

Fig. 4 shows a fragment of the calculated network where 
a 50 MVAr capacitor bank owned by a power supply 
company is connected to Node 1980.  Capacitor bank is 
activated for maintaining the voltage at the main 
frequency in conformity with requirements of 
standardizing documents.  A traction substation is 
connected to Node 1981.  Values )3(UK  and  )5(UK  
measured in three phases of Node 1981 before and after 
activating the capacitor bank are given in Figs. 5 and 6.  
Capacitor bank was activated after the 19-th minute.  It is 
obvious those after activating the capacitor bank the 
values )3(UK  and )5(UK increased.  They exceeded the 
limit values specified in [16].   

110 kV 

27.5 kV 
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1981 

981 

980 
10 kV 

20
0 

м 

 

 EPS 

 
Fig. 4. Fragment of the calculated network with capacitor bank. 

 
Fig. 5. KU(3) measured in three phases. 

 
Fig. 6. KU(5) measured in three phases. 
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Values )h(UK   for harmonics 7, 9, 11, 13, 17, 19, 23 and 
25 are given in Figs. 7 and 8.  After activating the 
capacitor bank the values of all the listed harmonics 
decreased.  Their values are less than half of the limit 
ones.  
 

 
 Fig. 7. KU(7), KU(9), KU(11), KU(13) measured in phase A. 

 
 Fig. 8. KU(17), KU(19), KU(23), KU(25) measured in phase A. 

For analysis of the impact of capacitor bank on the 
network mode at the harmonics frequencies, mode 
parameters in Node 1981 without a capacitor bank were 
calculated using HARMONICS software, and they were 
calculated after the bank activation. Results of 
calculations are given in Table 4.  

Table 4. Parameters of the node and mode 

Parameter  Harmonic 
3 5 

ghN, S  0.0046 0.0092 
ghCB, S 0.0 0.0 
ghN+CB, S 0.0046 0.0092 
bhN, S -0.0116 -0.0125 
bhCB, S 0.0076 0.0127 
bhN+CB, S -0.0039 0.0003 
yh+CB, S 0.0060 0.0092 
KU(h), %  1.14 1.75 
KU(h)CB, %  2.36 2.96 
 

Notations in the Table: ghCB – conductance of a 
capacitor bank;  ghN – conductance of a node; g hN+CB – a 
sum of conductance of capacitor bank and of node; bhCB – 
susceptance of capacitor bank;   bhN – susceptance of  
node; bhN+CB  – a sum of susceptance of capacitor bank 
and susceptance of node; yhN+CB – admittance of a 
capacitor bank and node;  )h(UK  – value of the index 

before activation of a capacitor bank;   CB)h(UK  – value 
of the index  after activation of a capacitor bank.  Data in 
the table demonstrate that susceptance of the node before 
activation of a capacitor bank (bhN) had a “minus” sign on 
the 3-rd and 5-th harmonics.  After activation of a 
capacitor bank the susceptance (bhN+CB) of the 5-th 
harmonics changed the sign to “plus”.   Change of 
susceptance sign evidences the voltage resonance on the 
interval of harmonics from 3-rd to 5-th.   As a result, the 
values )3(UK and )5(UK ) increased and exceeded the 
limit values specified in [16].  . 

3.3  Resonance modes in the 220 kV network 

Fig. 9 shows a fragment of the calculated 220 kV 
network from Node 2012 to Node 2880. The distance 
between nodes is about 840 km.  The 220 kV network 
powers more than 20 traction substations. 

  2808 

2870   2880 

 2009 

      

PES PES 

   2012   2010 

 
 Fig. 9. Fragment of the calculated 220 kV. 

 
 Parameters of modes and nodes of the network for 3, 

5, 7 and 11-th harmonics were calculated using 
HARMONICS software.   Results of calculations are 
presented in the form of graphs in Figs. 10-13.    

Fig. 10 shows computed parameters for the 3-rd 
harmonic.   

 
Fig. 10. Parameters of nodes and mode on the 3-rd 
harmonic. 
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The susceptance curve does not intersect the abscissa, 
which means that there are no resonances on the 3-rd 
harmonic.   The value )3(UK increases with decrease of 
admittance.   

On the 5-th harmonics (Fig. 11) the resonances occur 
at a distance of 400 - 700 km from Node 2012.  
Susceptance changes its sign four times.  Two serial and 
two parallel resonances occur in the network.  The value 
of susceptance in the neighbourhood of resonance 
harmonics reduces; values of admittance and conductance 
are also reduced and become close in value.  Index )5(UK
increases. In the vicinity of resonances it reaches its 
maximum that exceeds the limit value %95)5(UK .  

 

 
   Fig. 11. Parameters of nodes and mode on the 5-th 
harmonic. 

Resonance circuits on the 7-th harmonics were formed 
from the point of 234 km to 941 km (Fig. 12).  
Susceptance changes its sign four times. Two voltage 
resonances and two current resonances occurred in the 
network.   The values of )7(UK exceeded %95)7(UK  but 

it turned out to be lower than the limit value %100)7(UK .  

 
  Fig. 12. Parameters of nodes and mode on the 7-th   
harmonic. 

Resonance circuits on the 11-th harmonic were formed 
throughout the network.  Susceptance changes the sign 
nine times. Nine resonance circuits occurred in the 
network, five of which correspond to voltage resonance 
and four correspond to current resonance.  Since currents 

of the 11-th harmonic of a traction station are negligible, 
index )11(UK ) does not exceed the limit value of

%100)11(UK . 
 

 
Fig. 13. Parameters of nodes and mode on the 11-th 
harmonic. 

4 Conclusions 

1. Resonance modes in the network nodes are of 
random nature, cover vast areas of the network and are 
caused by different changes in the network, very often at 
several harmonics and interharmonics simultaneously, 
and are among the causes  why )h(UK  exceeds the limit  
values specified in State Standard 32144-2013. 

2. Tables generated using HARMONICS software 
reveal the mechanism of voltage harmonics occurrence in 
the network nodes and together with frequency 
characteristics of conductance, susceptance and 
admittance identify resonance modes.  

3. The algorithm proposed for analysis of resonance 
conditions at the harmonics frequencies together with 
HARMONICS software can be applied for power quality 
control during networks operation for the purpose of 
forecasting the resonance conditions. 

The research is conducted in the framework of the research 
project №AAAA-A17-117030310438-1 of the program of 
fundamental research of Siberia Branch of the Russian Academy 
of Sciences III.17.4. 
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control in control stations 

Andrey Ostanin1*,, Dmitriy Lotsman1, Alexey Vasilyev2, and Vladislav Fomenko2  
1 Siberian department of «System Operator of the United Power System», Joint-stock Company, Kemerovo, RF 
2National Research Tomsk Polytechnic University, Tomsk, RF 

Abstract. Voltage and reactive power mode control is performed by dispatcher for the purpose of ensuring 
required reserves on steady state stability and load stability as well as permissible voltage operating 
conditions of electric grid equipment. The decision made by dispatcher engaged in controlling reactive 
power and voltage modes is founded on instructional materials developed in advance for each voltage 
control station (CS) with focus on data about typical modes of power system or energy area operation. The 
actual efficiency of reactive power compensation facilities depends on many factors (the composition and 
operation of grid elements, the composition and operation of generating equipment, etc.). To make final and 
balanced decision, in some cases, it is necessary to perform some estimation calculations, which take more 
time for decision making. To minimize and reduce the time required by dispatcher for their decision making 
and improve its accuracy when involved in voltage and reactive power mode control, it is reasonable to 
develop software able to determine the efficiency of reactive power compensation facilities in real time. 

Voltage and reactive power mode control is one of the 
critical goals and responsibilities of dispatch control in 
accordance with [1] and [2]. Voltage and reactive power 
mode control performed by the dispatch control is aimed 
at ensuring required reserves of steady state stability  and 
load stability as well as permissible voltage modes of 
electric grid equipment operation. 

Dispatcher involved in voltage and reactive power 
mode control takes decisions on the need to change 
operating conditions and modes of reactive power 
compensation facilities (RPCFs) and generating 
equipment. The decision made by the dispatcher is based 
on instructional materials developed in advance for each 
voltage control station (CS). When developing guidance 
materials, the estimation of the RPCF and generating 
equipment efficiency intended for voltage regulation of 
each CS is determined under typical modes of power 
system and energy area operation. The actual RPCF and 
generating equipment efficiency, in most cases, will 
differ from that specified in recommended guidance 
materials. These differences can be explained, first of all, 
by inconstancy of factors that determine the voltage at 
initial and final stages of power transmission. 

Let us consider the relation of voltages without 
taking into account its shunt admittance and external 
connections features (see Fig. 1). To cope with the 
specified task, a transmission line is used as a simplified 
example. 

RPCFs jQrpcfs

Pl+jQl

Pg+jQg

R X IL

U2

U1

1
2

1U – voltage at the beginning of the transmission line (node 1); 

2U – voltage at the end of the transmission line (Node 2); 
R , X  –  active resistance and inductance of the transmission 
line; 

LI  – current flowing through the transmission line;  

lP , lQ – active and reactive load power in node 2; 

gP , gQ  – active and reactive power of a generator in node 2; 

rpcfsQ  – reactive power produced by RPCFs. 
Fig. 1. Equivalent circuit of the transmission line without 
shunt admittance adjacent to the power system node. 

According to [3], the voltage at the beginning of the U1 
branch depends on the voltage at the U2 end and 
transmission line parameters. This relation can be 
described by the following expression: 

( ) ( )22 ' '' ' ''
1 2  3 3L L L LU U I X I R I R I X = − − − +   (1) 
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Real and imaginary parts of the overhead line current I 
can be found from the following expression: 

' ''

2 23 3
l g l g rpcfs

L L L

P P Q Q Q
I I jI j

U U
− − −

= − = −   (2) 

From expressions (1) and (2) the following conclusion 
can be drawn: voltage in CS depends on the composition 
and operating modes of its network elements, the 
composition and operating modes of generating 
equipment, RPCFs and the power of consumers. In the 
case when the specified transmission line functions as a 
part of a complex power system, the relation of the 
above mentioned elements becomes much more 
complicated. 

When controlling the electrical mode, the dispatcher 
do not have up-to-date information on the RPCF and 
generating equipment performance efficiency, which can 
lead to unfounded decisions. In some cases, to make a 
balanced decision on the feasibility to use the 
appropriate RPCFs or generating equipment for voltage 
regulation, the dispatcher need to perform some 
operational calculations for steady-state modes using 
software systems. This can take more time for decision-
making. 

As an example, let us consider the efficiency of the 
operating mode impact of some RPCFs and generating 
equipment on the voltage in the CS of busbar of 500 kV 
Barabinskaya substation. The following factors may 
have a significant impact on the utilization efficiency of 
PECFs and generating equipment involved in voltage 
regulation in the considered CS depending on the current 
circuit conditions: 

1. Reactive load capacity of the controlled RPCFs in 
operation: 

1.1. Controlled shunt reactor R-532 at 500 kV 
Barabinskaya substation; 

1.2. Controlled shunt reactor UShR-1-500 at 500 kV 
Voskhod substation; 

1.3. Controlled shunt reactor 2R-500 at 500 kV 
Tavricheskaya substation; 

1.4. Static thyristor compensator STK-1 at 500 kV 
Zarya substation. 
2. The state of the 500 kV Barabinskaya - Voskhod and 
500 kV Zarya - Barabinskaya transmission lines, as well 
as the active-power flow according to the data of the 500 
kV power transmission line data; 
3. The state of 1AT 500/220 kV 500 kV CS 
Barabinskaya and AT-1 500/220 kV 500 kV Voskhod 
substations; 
4. Availability of reactive power reserves at power plant 
generators of the power system in Novosibirsk and 
Omsk regions. 

Table 1 shows a list of actions with RPCFs and 
generating equipment which use is the most effective for 
voltage regulation in the considered CS indicating their 
maximum and minimum efficiency performance 
determined for the operating modes in July and 
December 2019. 
 

Table 1. Efficiency performance of RPCFs for voltage 
regulation in the CS of busbar 500 kV Barabinskaya 

substation 

№ 
 

Actions with RPCFs for 
voltage regulation in the 

CS of busbar 500 kV 
Barabinskaya substation" 

Efficiency of RFCF 
performance 

Minimum Maximum 

1.  Changes in reactive power consumption by a controlled 
shunt reactor 

1.1.  R-532 at the 500 kV 
Barabinskaya substation 

14 
MVAr/kV 

10 
MVAr/kV 

1.2.  Controlled Shunt Reactor 
(CSR) -1-500 at the 500 kV 
Voskhod Substation 

–1 35 
MVAr/kV 

1.3.  2R-500 at the 500 kV 
Tavricheskaya substation –1 55 

MVAr/kV 
2.  Consumption and reactive 

power output variations by a 
static thyristor compensator 
STK-1 at 500 kV Zarya 
substation 

–1 75 
MVAr/kV 

3.  Change of the shunt reactor state 
3.1.  R-534 at the 500 kV 

Barabinskaya substation 10 kV 20 kV 

3.2.  R-2-500 or R-3-500 at the 
500 kV Voskhod Substation 1 kV 5 kV 

3.3.  1R-500 at the 500 kV 
Tavricheskaya substation –1 3 kV 

3.4.  R-532 at the 500 kV Zarya 
substation –1 4 kV 

4.  Total reactive power load variation of power plant 
generators 

4.1.  Power system of 
Novosibirsk oblast 

500 
MVAr/kV 

20 
MVAr/kV 

4.2.  Power system of Omsk 
oblast –1 185 

MVAr/kV 
1 – the sign «–» means that for a given RPCF, the 
efficiency characteristic of the impact of its reactive 
power load variation on the voltage in the considered CS 
is in the ineffective regulation zone. 

The utilization efficiency of the RPCF used for 
voltage regulation is a complex parameter expressed as 
the dependence of the voltage in the CS on the 
consumption / reactive power output of a step-controlled 
or continuously variable RPCF. The efficiency 
characteristic of the impact of the continuously 
adjustable RPCFs in the general case consists of a 
section, where the variation in the output / consumed 
reactive power of RPCFs does not cause significant 
voltage regulation in the CS (hereinafter referred to as 
the ineffective regulation zone) and a section where the 
change in the output / consumed reactive power leads to 
significant voltage regulation in the CS (hereinafter 
referred to as the effective regulation zone). 

In the effective regulation zone, the dependence of 
the voltage on the RPCF reactive power is close to 
linear; accordingly, it can be represented by a constant 
efficiency value. Figure 2 shows an example of a 
generalized efficiency characteristic of the controlled 
shunt reactor impact on the voltage in the CS. 
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1 – effective regulation zone by the decrease of the CSR 
reactive power consumption; 
2 – ineffective regulation zone; 
3 – effective regulation zone by the increase of the CSR 
reactive power consumption; 
Qc – CSR reactive power consumption in current operation 
state.  

Fig. 2. Efficiency characteristic of a controlled shunt reactor 
impact on voltage in CS 

The availability of an ineffective regulation zone is 
due to the presence of a reserve of reactive power for 
loading or unloading of continuously adjustable RPCFs, 
which ensure the voltage maintenance directly in the CS. 
For different RPCFs, the width of the ineffective 
regulation zone and the characteristic slope in the 
effective regulation area are in the general case different. 
These parameters are also not constant for the same 
RPCFs operating in various circuit-mode situations. The 
lack of information about the availability of an 
ineffective regulation zone can also significantly 
complicate the dispatcher decision-making. 

The development of automation technology intended 
for dispatching control makes it possible to increase the 
relevance and reliability of information provided to the 
dispatcher, reduce the decision making time required by 
this personnel for controlling the power system voltage 
performance and minimize unreasonable decisions 
making. Software is being developed in the Siberian 
department of «SO UPS», JSC in cooperation with 
Tomsk Polytechnic University. The developed software 
allows determining in real time the efficiency of the 
RFCF performance for voltage regulation in the CS 
using information on the current circuit-mode situation 
in the power system. 

For the software being developed, the initial data are: 

1. File with information about the current balanced 
steady-state electrical mode (hereinafter referred to as 
the File); 
2. List of CS; 
3. List of the RPCFs and generating equipment used 
for voltage regulation in each CS; 

4. Information concerning connection of CS, RPCFs 
and generating equipment to the computational power 
system model. 

The information on the current steady-state electrical 
mode is formed by an algorithm state estimation in 
accordance with [4] and [5], whose input receives 
information from the operational information complex of 
a dispatch center about the current electrical mode in the 
form of telemetering signals. This information is 
generated in the form of a file as a software format for 
calculating steady-state electrical modes, which is fed to 
the input of the algorithm for determining the RPCF 
efficiency for voltage regulation in the CS. An enlarged 
algorithm for determining the RPCF efficiency for 
voltage regulation in the CS is shown in Figure 3. 

After completing the calculation cycle, the 
information on relevant efficiency of all RPCFs intended 
for voltage regulation in CS is displayed in special 
output  forms for each control station. In these forms for 
each CS, all RPCFs and generating equipment are 
ranked according to the degree of their application 
efficiency for voltage regulation. After that, the 
information is transmitted to the operational information 
complex for its analysis by the dispatcher during the 
actual control of the electric power voltage mode. 

Table 2. Actual efficiency of actions with RPCFs for 
voltage regulation in the CS 

№ 
 

Actions with RPCFs for voltage 
regulation in the CS of busbar of 

the 500 kV Barabinskaya 
substation 

Efficiency of 
RPCF utilization 

for 
loading/unloading 

1.  Variations in reactive power consumption by a controlled 
shunt reactor 

1.1.  R-532 at the 500 kV Barabinskaya 
substation 

13,7/13,8 
MVAr/kV 

1.2.  CSR -1-500 at the 500 kV Voskhod 
Substation 38,2/–1 MVAr/kV 

1.3.  2R-500 at the 500 kV 
Tavricheskaya substation –/–1 

2.  Variation in consumption and 
reactive power output by a static 
thyristor compensator STK-1 at 
500 kV Zarya substation 

–/–1 

3.  Changes in the the shunt reactor state 
3.1.  R-534 at the 500 kV Barabinskaya 

substation 11,4 kV 

3.2.  R-2-500 or R-3-500 at the 500 kV 
Voskhod Substation 1,5 kV 

3.3.  1R-500 at the 500 kV 
Tavricheskaya substation – 

3.4.  R-532 at the 500 kV Zarya 
substation 0,6 kV 

4.  Total reactive power load variation of power plant 
generators 

4.1.  Power system of Novosibirsk 
oblast 

24,1/53,3 
MVAr/kV 

4.2.  Power system of Omsk oblast –1 
1 – the sign «–» means that for a given RPCF, the 
efficiency characteristic of the impact of its reactive 
power load variation on the voltage in the considered CS 
is in the ineffective regulation zone. 
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Reference data loading

Cycle initiation in accordance with the 
number of CSs. The first CS is taken from the 

list (then – CS_i) i=1

Cycle start in accordance of the number of 
RPCFs for CS_i. The first RPCF is taken from 

the list (then – RPCF _n), n=1

Changing the reactive power of  RPCF in the 
model of power system

Save in memory initial voltage (Ur) in CS_i

Computation of 
steady-state 

electric mode

Calculated Voltage  
saving for CS_i 

Result recording in 
output form

All RPCFs are 
considered for 

CS_i?

No

Next RPCF is taken for consideration 
for CS_i (n=n+1)

Yes

Next CS is taken for 
consideration 

(i=i+1)

Are all CSs 
considered?

No

Yes

End

Start

 
Fig. 3. Block-diagram of an enlarged algorithm for evaluating the RPCF efficiency for voltage regulation in the CS 

For the above-mentioned CS of busbars of the 500 
kV Barabinskaya substation, Table 2 shows the actual 
efficiency of actions with RPCFs for voltage regulation 
in the CS, as well as the information about ineffective 
voltage regulation zones in the CS in the mode on 
28.12.2019. 

For the mode under consideration as can be seen in 
Table 2, measures 1.1 and 3.1 have the highest efficiency 
for voltage regulation in the CS of busbars 500 kV 
Barabinskaya substation. These measures are associated 
with the shift in the reactive power balance directly in 
the CS, while the application of measures 1.3., 2, 3.3. 
and 4.2 is unreasonable. 

In the course of practical calculations employing the 
developed software for real modes, the following issues 
were resolved: 

1. Means with the highest efficiency intended for 
voltage regulation in the CS have been determined; 
2.  Ineffective means for voltage regulation in the CS 
have been identified; 
3. Fast response and high speed of balanced decision 
made by the dispatcher when dealing with voltage 
regulation in the CS have been ensured. 

In this paper, an efficient algorithm is developed and 
analyzed. The developed algorithm ensures an efficient 
performance assessment of facilities used for voltage 
regulation in control stations in the real-time mode 
utilizing information on real circuit conditions and 
power system operating parameters. Moreover, the 

proposed algorithm offers the best compromise to 
dispatcher in terms of accuracy and optimal decision-
making time when using control means for voltage 
regulation in control stations. 
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Abstract. Application of the frequency scan method for the determination of resonant conditions in 
a transmission power grid requires great effort since the harmonic power system simulation model 
needs to be developed. This process is rather complicated since the original model used for 
fundamental frequency load-flow analysis is built with respect to certain assumptions and, thus, 
intolerable errors are introduced when frequency-domain properties of the power system are 
investigated. To strike a balance between inputs needed for the development of such model (time, 
data amounts) and accuracy of the results, it is proposed to employ a method which makes it 
possible to represent dead-end, double-ended and tapped 110-220 kV substations as a single 
frequency-dependent equivalent so that the harmonic power system model is reduced. Such an 
element essentially is a series R-L or R-L-C shunt, parameters of which vary with frequency. The 
algorithm for the evaluation of its parameters is proposed and the test case for a real 110 kV grid 
area is discussed. Results of the method application show that it can be used in practice.  

1 Introduction  

Frequency scan (FS) is regarded as one of the most 
widely used methods for the investigation of harmonic 
voltage level variation trends, which consists in the 
estimation of the frequency response of power system 
positive (negative) sequence impedance as seen from the 
nodes of an electrical grid and subsequent identification 
of resonant frequencies [1-4]. As outlined in [1, 4, 5], 
development and verification of a power system 
simulation model is by far the most time- and labor-
consuming stage of the investigation when 220 kV and 
above transmission grid is of concern. It is due to the fact 
that 110-220 kV grid areas, which do not have a 
significant impact on a power system fundamental 
frequency load-flow, are usually modelled as equivalent 
power take-offs, while valid frequency response can only 
be obtained if such areas are fully incorporated into a 
power system model [1, 4]. For this reason, considerable 
enhancement of the original fundamental frequency 
power system model is required in order to perform FS, 
resulting in drastic increase in its size defined by the 
number of nodes and branches. Therefore, maintenance 
and practical use of the derived harmonic model 
becomes rather difficult, which makes the assurance of 
acceptable KU (voltage total harmonic distortion) and 
KU(n) (nth harmonic voltage factor) levels in a 
transmission grid a rather complicated task. 
 Since over-limit voltage harmonic distortion is a 
topical issue for Russian grid utilities [6], a method of 
power system simulation model reduction is proposed in 
this article. The method makes it possible to represent 
dead-end, double-ended and tapped 110-220 kV 

substations as frequency-dependent equivalents (FDEs) 
when FS is performed at the 110 kV and above buses of 
the transmission grid substations. 

2 Frequency-dependent equivalents of 
110-220 kV substations 

2.1 Use of frequency-dependent equivalents for 
frequency response analysis: motivation 

Frequency response of the driving-point impedance as 
seen from the nodes of a 220 kV and above transmission 
grid strongly depends on the actual topology of adjacent 
distribution grids (primarily 110 and 150 kV) as well as 
on the parameters of their elements, which makes it 
necessary to incorporate them into harmonic power 
system model [1, 4]. On the other hand, power system 
models used for the load-flow analysis at the 
fundamental frequency (i.e. for the purposes of 
transmission grid operational control) are usually 
developed with the following simplifications taken into 
account: 
• 110 (150) kV dead-end grid fragments can be 
modelled as equivalent power take-offs provided that 
bus voltage levels and line ampacity do not exceed 
permissible values during both normal operation and 
contingencies; 
• 110-220 kV substations can be represented as 
equivalent loads referred to HV side in case no reactive 
power compensators are installed or their output is 
relatively small; 
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• 110-220 kV substations can be represented as 
equivalent loads referred to HV side unless generation 
units are connected to MV or LV buses either directly or 
via dead-end grid fragments. 
 Therefore, harmonic power system model can be 
built on the basis of existing fundamental frequency 
model, but the latter needs to be expanded significantly 
so that the valid FS results could be obtained. It is thus 
proposed to represent dead-end, double-ended and 
tapped 110-220 kV step-down substations as FDEs in 
order to minimize harmonic model size increase. 

2.2 Composite harmonic model of a 110-220 kV 
substation 

Composite harmonic model of 110-220 kV step-down 
substations include the following elements: 
• power transformer; 
• load; 
• reactive power compensation units and filters. 
 Power transformers in the frequency range from 2nd 
to 40th harmonic are represented as an equivalent circuit 
consisting of resistive and inductive elements connected 
in series or series-parallel manner; excitation circuit is 
usually neglected [1-4]. 
 In accordance with [1, 3-5], actual load composition 
must be taken into account when performing harmonic 
assessments in power systems. However, gathering such 
information for composite loads fed from 110-220 kV 
substations is a challenging task since standard-form 
connection contracts and technical specifications stated 
by [8] impose no customer obligations regarding 
provision of contracted capacity disaggregated by 
receiver type during connection procedure. For this 
reason, aggregate load models are used for FS. 
 Such models proposed in [1-5] are essentially passive 
one-ports, parameters of which can be evaluated given 
the fundamental frequency voltage at the connection 
point, active power demand and two consolidated values, 
namely electronic and motor fractions of the total active 
power demand. Besides, reactive power demand can be 
used for evaluation of parameters in case motor fraction 
is less than 10%. It is also noteworthy that load model 
proposed in [4] also accounts for the total capacitance of 
outgoing 6-35 kV feeders. 
 Driving-point impedance frequency response is also 
heavily influenced by reactive power compensation units 
and filters in service. Such devices are represented in a 
harmonic power system model as a shunt inductance or 
capacitance [1-4, 7]. 
 Hence, a 110-220 kV step-down substation feeding 
composite load can be modelled as a passive one-port in 
the frequency range of interest. The impedance of such a 
one-port is determined by its topology and parameters of 
the constituent elements and, in return, can be associated 
with a series R-L shunt in case of a substation feeding 
lagging load. If reactive power compensation units 
installed at the substation are in service and/or 
distribution grid feeders’ capacitance is taken into 
account, the model can be extended to R-L-C shunt (see 

Fig. 1). Generally, parameters of the equivalent shunt are 
frequency-dependent. 
 Representation of 110-220 kV substations in a 
harmonic power system model as FDEs of such a 
specific topology is required in case impedance with 
reversal imaginary part cannot be modelled as a single 
element by means of a software tool used for FS. 

 

Fig. 1. Frequency-dependent equivalent of a 110-220 kV 
single-transformer step-down substation: a) – original two-port; 
b) – equivalent shunt. 

2.3 Description of the proposed method 

According to recommendations given in [4], frequency 
response assessment of the driving-point impedance as 
seen from transmission grid nodes is usually performed 
under the assumption that a power system is perfectly 
balanced in terms of both circuit and state parameters, 
which makes it possible to employ single-phase 
approach. In that respect, since the fundamental 
frequency steady-state of the original substation one-port 
is determined by the voltage and apparent power flow at 
the transformer HV side, parameters of an FDE can be 
calculated by means of the method described below (see 
Fig. 2 for the algorithm flowchart). 

Begin

No

Data input

Evaluate 
Żdp(1)

Evaluate 
Ż‘ld(1)

Im[Ż‘ld(1)] < 0?

Evaluate 
Żdp(n)

Redefine harmonic 
load model

Yes

End  

Fig. 2. Flowchart of the algorithm for the evaluation of 
parameters of a 110-220 kV substation frequency-dependent 
equivalent. 

Żtr(n) 
ktr 

Req(n) XLeq(n) XCeq(n) 

Uhv(1) 

Phv(1) + jQ hv(1) 

a) 

b) 
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 The input data are as follows: 
• Fundamental frequency load-flow parameters: 

- phase-to-phase voltage at the HV bus Uhv(1); 
- three-phase apparent power demand referred to the 
HV side Phv(1) + jQhv(1). 

• Transformer parameters: 
- OLTC tap position; 
- fundamental frequency impedance at the given tap 
position Ż tr(1); 
- turns ratio at the given tap position k tr. 

• Load parameters: 
- fraction of the electronic load KE; 
- fraction of the motor load KMT (if considered); 
- total capacitance of outgoing 6-35 kV feeders (if 
considered). 

• Reactive power compensator parameters: 
- total reactance of reactive power compensators in 
service (if any). 
Bus voltage and apparent power at the fundamental 

frequency are obtained on the basis of the preliminary 
load-flow analysis. Transformer parameters are defined 
given its nameplate data. It is also recommended to use 
actual data on load composition; however, average KE 
and KM values presented in [7, 9] can be used if such 
information is unavailable. 
 Additional information is needed in case three-
winding and split-winding transformers are installed at 
the substation: 
• HV, MV and LV transformer branch impedance at 
the given OLTC and DETC tap positions; 
• active and reactive power demand ratio on the MV 
and LV sides respectively (can be assumed with respect 
to check measurements). 
 For simplicity, the algorithm is further described for 
a substation with a single two-winding transformer as an 
example. 
 Step 1. Equivalent driving-point impedance of the 
substation one-port is calculated by the formula (1): 

2
hv(1)

dp(1) hv(1) hv(1) 2 2
hv(1) hv(1)

( ) (1)= + ⋅
+


U

Z P jQ
P Q

 

 Step 2. Fundamental frequency load impedance 
referred to the HV side is evaluated. If no reactive power 
compensation units are in service, the impedance can be 
obtained from equation (2): 

ld(1) dp(1) tr(1) (2)′ = −  Z Z Z  
 In presence of reactive power compensators load 
impedance can be found by the formula (3), where XvcuΣ 
is the total reactance of compensators referred to the HV 
side: 

ld(1) vcu
dp(1) tr(1)

ld(1) vcu

(3)Σ

Σ

′ ⋅
− =

′ +


 



Z jX
Z Z

Z jX
 

 Step 3. If the reactive power demand is used for the 
evaluation of the load model parameters, the value of the 
imaginary part of Ż’ ld(1) is then analyzed. A negative 
value indicates that either a more sophisticated load 
model is required to determine FDE parameters or the 
adjacent area of the 35 kV and below distribution grid 
needs to be represented in the harmonic power system 
model. 

 It is essential to test this condition since models 
proposed in [1, 5], parameters of which are derived from 
the reactive power, are valid in case of the inductive 
load. In real operation, a load might be capacitive due to 
the following reasons: 
• motive load operating conditions (i.e. synchronous 
motors with a leading power factor); 
• presence of the capacitor banks in the downstream 
distribution grid; 
• light-load conditions and/or significant capacitance 
of outgoing 6-35 kV feeders. 
 Step 4. FDE parameters are evaluated in the 
frequency range of interest. Design formulae are 
determined by load and power transformer models as 
well as presence of reactive power compensators. For 
instance, if models presented in Fig. 3 and proposed in 
[1] are adopted and no compensators are installed, 
equivalent parameters at the nth harmonic frequency can 
be found from equations (4) and (5): 

2
2 2

ld(1) 1
eq tr( )2 2

E MT ld(1) 1

1( ) (4)
1 Re[ ] 1

′
= ⋅ ⋅ +

′− − +
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eq tr( )2 2
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 Capacitive reactance XCeq is set to zero since chosen 
load model does not account for the impact of outgoing 
feeders. Transformer parameters at the nth harmonic 
frequency and K1 factor can be calculated as follows: 
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 Names of the variables in the last equation are 
assumed in accordance with [1]. 

 

Fig. 3. Examples of load and two-winding power transformer 
harmonic models: IEEE ‘Induction motors’ load model (left), 
Electra-167 transformer model (right). 

 It should be noted that each one-port consisting of a 
power transformer as well as loads and reactive power 
compensation units connected to it are replaced with its 
own FDE. Therefore, it is reasonable to represent 
multiple-transformer substation in the harmonic power 
system model as a single equivalent. Its parameters are 
estimated in the frequency range of interest as the total 
impedance of equivalent shunts connected in parallel. 

R2(1) 

jnX1(1) 

Rs(1) 

Rp(1) 

jnXtr(1) 

ktr 
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 As a result, dead-end, double-ended and tapped 110-
220 kV step-down substations can be represented as 
FDEs by means of the proposed method. The advantages 
of the method are as follows: 
• FDE parameters are determined directly from the 
load-flow parameters on the HV side, which makes it 
possible to build harmonic power system model with 
minimum adjustment of the original fundamental 
frequency model and, therefore, to simplify its 
development, practical use and maintenance; 
• representing FDEs as series R-L (R-L-C) shunts 
facilitates application of the method since such elements 
are basic for harmonic analysis software tools. 

3 Simplified representation of the 110-
220 kV substations 

Under certain conditions, simplified representation of 
110-220 kV substations in the harmonic power system 
model is possible due to the frequency-domain 
properties of load and transformer models.  
 According to [5], an aggregate load can be modelled 
as a series R-L shunt if the motor fraction is small (less 
than 10%). If reactive power compensation units are not 
installed at the substation, a transformer can be excluded 
from the original ‘transformer + load’ one-port given the 
specific combination of load-flow parameters at the 
fundamental frequency. Therefore, the original one-port 
can be replaced by the series R-L shunt; its parameters 
are estimated given the HV bus voltage and apparent 
power on the HV side at the fundamental frequency. 
 It must be emphasized that the discussed conversion 
can be regarded as equivalent in terms of electric circuit 
theory only at the fundamental frequency. Thus, 
conversion acceptance criteria were defined. The criteria 
(9) state that the impedance modulus relative difference 
for the original and converted one-ports (amplitude-
frequency response, AFR) as well as impedance angle 
difference (phase-frequency response, PFR) does not 
exceed 5% in the frequency range of interest: 

conv orig
dp(n) dp(n)

AFR orig
dp(n)

conv orig
dp(n) dp(n)

PFR orig
dp(n)

100 5%

(9)
arg( ) arg( )

100 5%
arg( )

 −
δ = ⋅ ≤



−
δ = ⋅ ≤


 



 



Z Z

Z

Z Z

Z

 It is then possible to assess permissibility of the 
simplified representation of 110-220 kV substations 
under given load-flow conditions at the fundamental 
frequency. Based on the above-stated criteria, a set of 
load-flow parameters can be divided into regions where 
the simplification is and is not justifiable.  
 As an example, such regions are presented in the 
Fig. 4 for the substations with a single 110-220 kV split-
winding transformer installed. Frequency-dependence of 
the transformer impedance is taken in accordance with 
IEEE-399 [10], loads connected to secondary windings 
LV1 and LV2 are assumed to be linear.  
 Simplified substation representation is allowed if the 
transformer operating point lies below the border drawn 

in the ‘p.u. transformer load – maximum tgφ of LV1 and 
LV2 loads’ plane. Boundaries presented in Fig. 4 are 
valid under the following conditions: 
• transformers are manufactured in accordance with 
regulations [11, 12]; 
• fundamental frequency voltage at the HV bus is 
within the range of 0.8Unom to maximum operating 
voltage based on the requirements [13]. 

 

Fig. 4. Simplified representation regions for the substations 
with a single 110-220 kV split-winding transformer installed. 

 Since AFR and PFR of the original one-port 
impedance are heavily influenced by the ratio between 
loads connected to transformer secondary windings, 
boundaries are defined for two operating modes: 
• Mode 1: even load distribution (SLV1 = SLV2; tgφLV1 
= = tgφLV2; solid line); 
• Mode 2: uneven load distribution (Smax/Smin ≤ 2; 
tgφSmax/tgφSmin ≤ 1,5; dashed line). 
 It can be seen from Fig. 4 that load ratio has a 
significant impact on the permissibility of the simplified 
representation of substations in a harmonic power 
system model. If loads are distributed evenly between 
transformer secondary windings, a simplification can be 
implemented over the wide range of transformer load 
(from no-load operation to 1.0-1.1S rated) and tgφ (from 0 
to 0.7) values. On the contrary, the allowable region 
shrinks if loads are unequal: a conversion can be 
performed in case transformer load does not exceed 0.3-
0.5Srated (the former value corresponds to the tgφSmax 
between 0.05 and 0.4, the latter – between 0.6 and 0.7). 
 It should be noted that if the impact of transformer 
outages on the transmission grid frequency response is of 
interest, the assessment of simplified representation 
permissibility for 110-220 kV substations with 2 or more 
transformers installed should be performed in case of an 
outage due to increase in power flow through the 
transformers left in operation. 

4 Test of the method: a real-life 110 kV 
grid area case study  

The proposed method was tested for an area of a 110 kV 
grid; its simplified one-line diagram is presented in Fig. 
5. Power is supplied from the 220 kV substation K, 
which is electrically close to 500 kV transmission grid 
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facilities. The area of interest consists of dead-end 
fragments connected to substation K 110 kV buses and 
interconnector between substations K and A, which 
feeds tapped and double-ended 110 kV substations. The 
interconnector is normally open-circuited (substation 
15 110 kV bus coupler and line circuit breakers at the 
substation C are open). Total length of the interconnector 
is 302 km; the section between substations K and 15 is 
117 km long. 

Power 

system

Sub. K

220 kV

110 kV

Sub. C

110 kV

Sub. 1

Sub. 2

Sub. 3

Sub. 4

Sub. 5

Sub. 6

Sub. 7

Sub. 8

Sub. 9

Sub. 10 Sub. 11

Sub. 12

Sub. 13

Sub. 14

Sub. 15
(Bus coupler 

open)

tow. 
220 kV sub. A  

Fig. 5. Simplified one-line diagram of the 110 kV grid analysis 
area for the test of the proposed method. 

 FS was performed to obtain AFR and PFR of the 
driving-point impedance as seen from the 110 kV bus of 
substation K. This grid point is of interest since it defines 
a boundary between areas of responsibility of regional 
distribution and transmission grid operators. 
 Driving-point impedance AFR and PFR curves as at 
10:00 06/20/2018 (Moscow time zone, summer check 
measurement day) are presented in Fig. 6. Total area 
load demand amounted to 67.8 + j27.6 MVA. Curves are 
plotted for three types of a harmonic power system 
simulation model: 
• detailed model (all the 110 kV transformers are 
represented) – 106 nodes, 141 branches; 
• FDE representation – 50 nodes, 64 branches; 
• simplified representation of 110 kV substations 7-9. 
 It should be noted that curves are plotted only for the 
first and the last case since FDE representation is strictly 
equivalent in the frequency range of interest. Therefore, 
AFR and PFR curves for the first and second case are 
essentially the same (relative deviation does not exceed 
0.05% and is caused by rounding errors). 
 At the same time, simplified representation of 
substations 7-9 causes moderate decrease in impedance 
modulus close to the first resonant frequency (less than 
2%, circled in the Fig. 6) and introduces slight upwards 
shift (5 Hz) of such frequency.  
 It can be seen that application of the proposed 
method makes it possible to cut down number of nodes 
and branches more than by half (from 106 down to 50 
and from 141 to 64 respectively) with the same 
computational accuracy. Simplified representation 
introduces light errors; however, they are offset by input 
data reduction since gathering and processing of the 110-

220 kV transformer data is not required in this case, 
which, eventually, makes it possible to speed up the 
transmission grid frequency response analysis. 

  
a) 

 
b) 

Fig. 6. Positive (negative) sequence driving-point impedance 
frequency response as seen from the 110 kV buses of the 220 
kV substation K: a) – AFR curve; b) – PFR curve. 

5 Conclusions 

Based on the foregoing, the following conclusions can 
be made: 
1. Development and verification of a power system 
simulation model is the most time- and labor-consuming 
stage of the harmonic voltage trend investigation when 
the transmission grid is of concern since 110-220 kV 
grid areas, which do not have a significant impact on a 
power system fundamental frequency load-flow, are 
usually modelled as equivalent power take-offs, while 
valid frequency response can only be obtained if such 
areas are fully incorporated into a power system model. 
2. Dead-end, double-ended and tapped 110-220 kV 
step-down substations can be modelled as frequency-
dependent equivalents (FDE) unless generation units are 
connected to MV or LV substation buses either directly 
or via dead-end grid fragments. The FDE is a series R-L 
or R-L-C shunts with frequency-dependent parameters. 
Such a specific representation is required in case 
impedance with reversal imaginary part cannot be 
modelled as a single element by means of a software tool 
used for FS. 
3. A method of harmonic power system model 
reduction is proposed, which makes it possible to 
employ FDEs for the purposes of FS instead of the full 
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substation representation. FDE parameters are estimated 
on the basis of the fundamental frequency load-flow 
parameters at the beginning of a transformer branch. 
Therefore, the size of a harmonic power system model 
can be reduced, which simplifies its development, 
practical use and maintenance. 
4. It is demonstrated that if aggregate load fed from the 
substation is modelled as a series R-L shunt, simplified 
representation of such a substation is allowed under 
certain fundamental frequency conditions. In this case, 
substation as a whole can be modelled as a series R-L 
shunt; its parameters are evaluated given the HV bus 
voltage and apparent power flow; transformer impedance 
is neglected. Permissibility analysis is performed on the 
basis of plots which reflect the possible transformer 
operating conditions: if the operating point lies below the 
border defined according to permissibility criteria, a 
substation can be represented in a simplistic manner. 
5. The proposed method of harmonic power system 
model reduction was tested for a real-life 110 kV grid 
area. It is shown that the number of nodes and branches 
can be reduced more than by half if FDEs are employed. 
Simplified representation introduces moderate errors, 
but, at the same time, data amount needed for the 
performance of FS is reduced, which speeds up the 
analysis. 
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Abstract. The article is devoted to the thyristor voltage regulator (TVR) development. The TVR purpose is 
to control power flows and regulate voltage in 6-20 kV distribution electrical networks (DEN). The 
principle of TVR operation is based on the plus EMF (or minus EMF) introduction into power line when the 
shared use of longitudinal (change of magnitude) and transverse (change of phase) voltage regulation. The 
description of the TVR prototype is given. The TVR prototype consists of a 0.4 kV thyristor switches, 
power transformers (shunt and serial) and a 6 kV switchgear. The TVR has a two-level control system (CS). 
The TVR prototype experimental research was conducted in four stages: check of power equipment, first 
level CS research, second level CS research, prototype tests as a whole. The connection diagrams (thyristor 
switches unit, transformer and measuring equipment) and contact connections reliability were checked 
when the power part was tested. A qualitative characteristic of the input and output signals was obtained 
when testing the first level CS. It is found that the thyristor control pulses are formed according to the 
developed algorithm. The correctness of control system algorithms, executed and transmitted commands, 
passed and received data was confirmed as a result of the second level CS tests. The TVR research results 
indicate that the prototype provides the smoothness and specified accuracy of voltage regulation in all 
modes. The control range of the output voltage relative to the input was ±10%. The discreteness of 
regulation did not exceed 1.5%. The range of change in the shift angle of the output voltage relative to the 
input was ±5˚.  Research confirmed the TVR ES operability and its readiness for trial operation. 

 

1 Introduction  

The electric power industry development and its 
transition to a new technological level are connected 
with implementation of Internet of energy concept [1, 2]. 
This technology is aimed at converting electric networks 
from a passive device for transporting and distributing 
electricity to an active one that ensures energy security 
and power supply quality [3, 4]. The interaction of 
distributed electricity sources, its accumulators and 
active consumers will be carried out on the basis of 
"horizontal" connections and multi-party services. This 
approach will preserve the advantages of both 
centralized and decentralized power supply systems [5, 
6]. 

Two important tasks must be solved when building 
distribution electrical networks (DEN) that operate on 
the Internet of energy principle: power flows control and 
power quality ensuring [7]. These tasks can be solved 
using devices that implement D-FACTS (Distributed 
Flexible Alternative Current Transmission Systems) 
technologies. D-FACTS include such devices as an 
unified power flow controller (UPFC) [8], an interline 

power flow controller (IPFC) [9], a distributed static 
series compensator (DSSC) [10], a thyristor controlled 
phase angle regulator (TCPAR) [11], a thyristor 
switched series capacitor (TSSC) [12], etc. Currently, 
these devices are either in development or at the stage of 
trial operation. 

Low power quality in the MV DEN is often caused 
by voltage deviations. Load tap changers (LTCs) [1-16] 
and step voltage regulators [17, 18] are used to regulate 
the voltage levels. Booster transformers (BT) are widely 
used [19]. The main BT disadvantage is their low 
response which makes them inefficient in electric 
networks with a dynamic load. 

A thyristor voltage regulator (TVR) prototype which 
was developed by scientists of Nizhny Novgorod state 
technical university n. a. R.E. Alekseev allows to 
provide the power flow controlling and to ensure power 
quality [20]. 

The principle of TVR operation is based on the 
shared use of longitudinal (change of magnitude) and 
transverse (change of phase) voltage regulation. Adding 
EMF in the line under longitudinal regulation allows to 
change the voltage level on the consumer's buses. The 
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change in phase of the output voltage under transverse 
regulation allows to control active and reactive power 
flow.  

The TVR favorably differs in response, switching 
resource and smooth regulation compared to 
electromechanical regulators. 

The article is devoted to research of TVR prototype 
operability, the effectiveness of control system, and the 
readiness of the prototype for trial operation. 

2 Operation principle of thyristor 
voltage regulator 

 Fig. 10 shows a schematic circuit of the thyristor 
voltage regulator. 

The TVR is based on longitudinal and transverse 
control thyristor modules, shunt and series transformers. 
The primary windings of the shunt transformer T1 are 
delta-connected. The secondary windings of each three 

phases T1 are made in the form of three galvanically 
isolated sections. 

The sections with EMF1 (e1А, e1В, e1С) form a three-
phase voltage system for power supply the transverse 
control module (TS1-TS4). 

The sections with EMF2 (e2А, e2В, e2С) form a three-
phase voltage system for power supply the longitudinal 
control module (TS5-TS8). 

The transverse and longitudinal control modules of 
each phase are made according to the reversible AC 
bridge scheme. The bridges diagonals are series 
connected and form a power supply circuit for the 
primary windings of serial transformers (T2). 

The secondary windings of T2 are included in the 
phase dissection of DEN lines. Their voltages are 
summed with the TVR input voltage.  

Thyristor switches placed in the secondary windings 
of circuit T1 are under low potential. This significantly 
reduces the requirements for their isolation from 
constructional elements. 

A
B
C

T1

ТS1А

ТS3А

ТS2А

ТS4А

ТS5А

ТS6А

ТS7А

ТS8А

ТS5B

ТS6B

ТS7B

ТS8B

ТS5C

ТS6C

ТS7C

ТS8C

e1A

e2A

e2A

e2B

e2Ce2B

uAB

uBC

uCA

e2C

ТS1В

ТS3В

ТS2В

ТS4В
e1В

ТS1С

ТS3С

ТS2С

ТS4С
e1С

T2

A1В1С1

A2
В2
С2

uC2A2 uA2B2
uB2C2

eA eВ eС
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1 - transverse control module 

2 - longitudinal control module 

 
Fig. 1. Schematic diagram of the TVR power part . 

 
It should be noted that using the pulse-phase control 

principle allows to regulate the value and phase of the 
TVR output voltage smoothly. 

The direct transmission mode of input voltage to the 
TVR output is implemented when the TS3, TS4 and 
TS6, TS8 of all phases are switched on. In this case, all 
secondary windings T2 are excluded from the supply 
circuit T1, and the primary windings T2 are shorted to 
neutral, and their voltage, as well as the voltage of the 
secondary windings ∆u, is zero.  

As a result, the TVR output voltages are equal to the 
corresponding input voltages: 

uА1В1 = uA2B2; 
uВ1С1 = uB2C2; 
uС1А1 = uC2A2. 

The phases of the output voltage are changed by 
transverse regulation. This allows to control the active 
and reactive power flows in the power line. In this case 
voltages are formed shifted by 90° relative to the phase 
voltages of the network. 

It is possible to implement the delay and advance 
modes of the TVR output voltage relative to the input. 
The delay mode is activated when switches TS2, TS3 
and TS6, TS8 of all phases are on. At the same time, 
EMF e1А, e1В, e1С, are introduced into the power supply 
circuit of the primary windings T2 which differ from the 
input voltages of the TVR in proportion to the 
transformation ratio of the transverse control stages T1 
(k11). It should be noted that the EMF of phase B (e1В) is 
used for phase A. The EMF of phase B (e1В) is in 
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antiphase with the line voltage uВ1С1. Similarly, the EMF 
of phases C (e1С) and A (e1А) are used for the B and C 
phases voltages, respectively. These EMFs are in 
antiphase with the input line voltages uС1А1, uА1В1. 
Accordingly, the addition voltages of the secondary 
windings ∆uАпп, ∆uВпп, ∆uСпп are introduced into the 
line. These additional voltages differ from the voltages 
of the primary windings uА1, uВ1, uС1 in proportion to the 
transformation ratio (k2) T2: 

∆uАпп = k2·uА1 = k2·e1В = - k11·k2·uВ1С1; 
∆uВпп = k2·uВ1 = k2·e1С = - k11·k2·uС1А1; 
∆uСпп = k2·uС1 = k2·e1А = - k11·k2·uА1В. 

The vector diagram of the input and output line 
voltages for the delay mode is shown in Fig. 2. From the 
presented diagram it follows that the introduction of a 
transverse regulation step into the line of each phase 
allows to obtain linear voltages at the TVR output, 
lagging in phase relative to the input voltages by an 
angle α. 

А2

В2

С2

А1

В1С1

UA1B1

UВ1С1

UС1А1

UС2А2

UВ2С2
UA2B2

∆uA

α

∆uB

∆uC

 
Fig. 2. Voltage vector diagram for the delay mode. 
 

It can be shown that EMF e1А, e1В, e1С are reversed 
when switches TS1-TS4 and TS6-TS8 of all phases are 
turned on. Due to this, the mode of advancing the TVR 
output voltage relative to the input voltage is also 
realized on the angle α. 
 Change of phase of the output voltage relative to the 
input one allows to regulate an active and reactive power 
flows transmitted through the AC power line between 
two nodes of the DEN which are determined by the 
formulas: 

1 2 sin
PL

U UP
x
⋅

= ⋅ δ ; 

( )2
1 1 1 2

1 cos
PL

Q U U U
x

= ⋅ − ⋅ ⋅ δ ; 

( )2
2 2 1 2

1 cos
PL

Q U U U
x

= ⋅ − ⋅ ⋅ δ , 

 
where U1 and U2 – voltages of a power line (PL) initial 
and in the end; Q1 и Q2 – reactive power of a PL initial 
and in the end; xPL - power line reactance; δ – angle 
between the U1 и U2 voltage. 
 The longitudinal control modules are powered by 
secondary windings T1 with EMF values e2А, e2В, e2С. 
Moreover, the EMF of the secondary windings e2А, e2В, 
e2С are in antiphase with the input line voltages of the 
TVR uА1В1, uВ1С1, uС1А1 and differ from them in 
magnitude in proportion to the transformation ratio (k12). 
 When the switches TS6A, TS7C and TS3, TS4 of all 
phases are switched on, the EMF difference of the 
longitudinal control stages e2С-e2А is introduced into the 

power supply chain of phase A of the primary winding 
T2. Accordingly, when the switches ТS8А, ТS7В and 
ТS6В, ТS5С are turned on, the differences in the EMF 
e2А-e2В and e2В-e2С are introduced in the supply circuit 
of phases B and C T2. Thus, the voltage additions of the 
secondary windings ∆uАlon, ∆uВlon, ∆uСlon, which differ 
from the specified geometric difference in proportion to 
the T2 transformation ratio k2, are introduced into the 
series of the TVR line: 
∆uАlon = k2·uА1 = k2·(e2С - e2А) = k12·k2·(uА1В1 - uС1А1); 
∆uВlon = k2·uВ1 = k2·(e2А - e2В) = k12·k2·(u В1С1 - uА1В1); 

∆uСlon = k2·uС1 = k2·(e2В - e2С) = k12·k2· (u С1А1 - u В1С1). 
The voltage vector diagram for the voltage reduction 

mode is shown in Fig. 3. 
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Fig. 3. Voltage vector diagram for the voltage reduction mode. 
 

The mode of increasing the TVR output voltage is 
activated when the switches ТS5А, ТS8С, ТS5В, ТS6С, 
ТS7А, ТS8В and switches TS3, TS4 of all phases are 
turned on. In this case, the EMF (e2А, e2В, e2С) supplying 
the primary windings of the series transformer are 
reversed. 

The shared use of longitudinal and transverse control 
modules allows to make a longitudinal-transverse 
regulation of the TVR output voltage. 

The developed technical and circuit solutions formed 
the basis for the TVR prototype. 

3 Thyristor voltage regulator prototype 

The main technical characteristics of the TVR prototype 
are given in table 1. 

Table 1. Technical characteristics of the TVR . 

Parameter Value 
Nominal voltage (supply voltage) 6 kV ±10% 

Variation range of the angle 
voltage phase α ± 5° 

Measurement resolution of the 
phase shift voltage α 1.5° 

Range of regulation voltage  ± 10% 
Regulation discreteness of the 

voltage amplitude ≤ 1.5% 

Load power ≤ 630 кVA 
Shunt-wound transformer power 106 kVA 

Series transformer power 3×28 kVA 
 
 The TVR prototype is a container-type 6 kV 
substation, consisting of 0.4 kV longitudinal and 
transverse control thyristor modules, three-phase shunt 
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and three single-phase series transformers and a 6 kV 
switchgear. Fig. 4 – 6 show the prototype appearance. 

The TVR control system (CS) is two leveled. The 
first level CS (CS1) implements the physical execution 
of commands for the operational control of thyristors 
[21], carried out by the pulse-phase method. The CS1 is 
based on the algorithm of two-zone alternate regulation 
[22]. This method provides an output voltage change in 
the positive and negative power directions intervals, and 
also does not require the use of a current sensor. That 
allows to maintain the regulating properties of the TVR 
with a significant change in the value of the load current, 
as well as at idle. 

 

 
Fig. 4. TVR prototype 

    
Fig. 5. Thyristor switch cabinet. 

 
Fig. 6.Power transformer compartment. 
 

The CS1 software part is implemented in the 
LabVIEW with Real Time and FPGA modules. 
Executable files provide the operation of the controller 

with a field programmable gate-array (FPGA), which 
generates and transmits control pulses to the TVR 
thyristors in the modes of transverse, longitudinal and 
longitudinal- transverse regulation. 

Fig. 7 shows the main blocks of the CS1 software 
part. 
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Fig. 7. Structure scheme of the CS1 software part  

The CS1 hardware was implemented on three NI 
myRIO controllers. This was necessary to increase the 
speed of data processing. The controller carries out 
interaction between phases, as well as receiving and 
transmitting information to any external adaptive control 
system. The Real Time module provides measurements 
of frequency, power, RMS voltages and currents. The 
FPGA is the second hardware layer. 

External commands as control actions are sent to the 
controller, which transmits them to the FPGA. 
Synchronizing pulses are formed at the FPGA level from 
the obtained voltage values of the high-voltage winding 
of the transformers. These pulses are generated at the 
moment of voltage polarity change when it crosses zero 
and are differentiated into four main synchronizing 
signals U0, U+, U-, U0+. Due to the commands received 
from the controller, pulses are formed in the FPGA to 
control the TVR thyristors. At the FPGA level, zero 
crossings are isolated from the incoming sinusoidal 
signal, analyzed when the sine is in a positive and 
negative state, and synchronizing pulses are formed 
when the sign changes from minus to plus U0+. 

Fig. 8 shows the control unit implementation. 

 

Fig. 8. Control unit of the CS1  
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The TVR is controlled through a specialized interface 
of the control panel. The control panel is shown in Fig. 
9. 

 
Fig. 9/ Control panel appearance of the CS1  

 
The second level CS (CS2) performs the functions of 

centralized control and monitoring with the subsequent 
development of control commands for the CS1, as well 
as storage, transmission and remote access to 
information [23]. 

Fig. 10 shows CS2 functional diagram. 
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Fig. 10. Functional diagram of the CS2. 

 
To the TVR prototype input and output measuring 

devices ENIP-2 are connected, it allows to calculate the 
RMS voltage, current and phase. The monitored 
parameters are transmitted to CS2 at a specified 
frequency using the Modbus TCP protocol. 

The CS2 performs the functions of storage, 
processing of the received data and further transfer of 
analyzed parameters to the operator. 

In addition, control actions are formed for the CS1. 
To do this, a connection is established between the CS1 
and CS2 controllers via their own data transfer interface. 

The CS2 contains two subsystems – CNCS 
(centralized network control system) and RCS (regulator 
control system). XML-RPC acts as a protocol for 
exchanging data and control signals in the RCS-CNCS 
network. The RCS console is used to control RCS 
configuration parameters. 

The CNCS collects and processes information 
received from the RCS. The stored information can be 
visualized in the CNCS client and used to form control 
actions on the CS1. 

The devices included in the CS2 are connected to a 
local area network with a switch via a high-speed 

Ethernet connection. The CNCS system may be remote. 
For this, a communication channel was organized 
between the two commutators. 

The operation of CS2 is based on the following 
algorithms: 

- data aggregation algorithm received from RCS; 
- network state determination and message delayed 

transmission algorithm; 
- emergency situation tracking algorithm by 

threshold exceeding. 
Experimental research was carried out to check the 

TVR prototype power equipment, control system and the 
device as a whole. 

4 Experimental research of thyristor 
voltage regulator prototype 

TVR prototype research was carried out according to the 
developed program and methods in four stages: power 
part testing, CS1, CS2 and prototype as a whole. 

4.1 Tests of the TVR prototype power 
equipment 

The following operations were performed when the 
TVR prototype power equipment testing: 

- checking the connection diagrams (transformer and 
measuring equipment, thyristor switch unit); 

- checking the integrity of conductors and 
semiconductor elements, as well as the reliability of 
contact connections (checking the insulation of 
conductors, the integrity of thyristor bodies, circuits of 
pulse amplifiers); 

- checking the supply voltage polarity and magnitude 
of the boards of the pulse amplifiers; 

-  checking the local control console. 
The following was found based on the results of 

power unit check: 
- 6 kV switchgear insulation resistance is at least 

1000 MΩ, 0.4 kV network insulation resistance is at 
least 1 MΩ; 

- 6 kV and 0.4 kV switchgear insulating strength with 
power frequency test voltage complies with the 
standards; 

- no breakdowns and failures of the main circuits 
equipment were detected, the electrical circuits are 
functioning properly, the interlocks are in good order, 
and no damage has occurred that impedes their further 
work; 

- contact resistance of detachable connections does 
not exceed 75 μOhm; 

- resistance of bolted or welded busbar joints does 
not exceed 1.2 times the resistance of a busbar section of 
the same length without joints. 

4.2 Tests of the CS1 TVR prototype 

The CS1 test consisted in checking the correctness of 
implementing the thyristor control algorithm and its 
functioning. 
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The all control signals tracing was checked. The 
settings for the main and auxiliary modules of the 
program were calculated and stored in the read-only 
memory. Debugging of program blocks in case of 
emergency situations was performed. 

The correctness of switching on thyristors in the 
transverse, longitudinal and longitudinal-transverse 
voltage regulation modes was checked. 

The correctness of the control pulses formation at the 
moment of voltage zero crossing was checked. 

Fig. 11 shows oscillograms of digital signals on 
thyristors during testing. 

 

 
Fig. 11. Control panel of the CS1 controller during testing. 

 
As a result of the research carried out, it was found 

that in the longitudinal and transverse regulation modes, 
control pulses by the control system are fed only to the 
thyristors which are embedded by the algorithm, it 
indicates the correct operation of the control system. 

Fig. 12 shows an example of a control pulse shaping 
oscillogram. 

 Research has shown that a synchronizing pulse 
generated by a high voltage sensor appears at the 
moment the voltage sine wave crosses zero, which also 
corresponds to the control algorithm. 

 

 
Fig. 12. Synchronizing pulses generated by the high voltage 
sensor when the voltage sine wave crosses zero from minus to 
plus. 

4.3 Tests of the CS2 TVR prototype 

The following was checked when CS2 testing: 
- the main subsystems of the actions logic; 
- interaction with an external monitoring and control 

system; 
- user interaction; 
- centralized collection, storage and processing of 

data; tracking equipment failures and communication 
channels; 

- notifications of system users about failures; 
- protection and authentication. 
The signal generators were connected to the 

appropriate lines and generated signals with the 
parameters of voltage, current, phase shift within the 
range of acceptable values. On the service laptop, the 
console in which the values of the TVR parameters were 
monitored was launched, and control commands were 
sent to the CS1. 

As a tests result the correctness of CS2 algorithms, 
the correctness of the executed and transmitted 
commands, as well as the transmitted and received data, 
were confirmed. The correctness of displaying the 
equipment status and communication lines was 
confirmed.  

During the experiments, the correctness of the 
transmitted alarm messages, the ability to comment, 
acknowledge, filter, navigate from the message to the 
object that generated it were confirmed. The functions of 
displaying and exporting the history of archived alarms 
and creating sound and mail notifications about 
emergency events were also confirmed. The correctness 
of the receipt of sound and mail notifications about 
failures in communication channels and in equipment 
was confirmed. 

4.4 TVR prototype tests as a whole 

Experimental research of TVR prototype as a whole 
was carried out in the longitudinal, transverse and 
longitudinal-transverse voltage regulation modes. 

Fig. 13 shows an example of the thyristor control 
pulses shaping oscillogram in the longitudinal regulation 
mode. When switching the TVR mode numbers, the 
duration of the control pulses changes, and the filling 
frequency of the pulses themselves is 10 kHz, which 
ensures the stability of the thyristor opening process. 

 
 
Fig. 13. Oscillogram of forming control pulses for thyristors 
and synchronizing voltage of A phase in longitudinal regulation 
mode. 
 

Fig. 14 shows the example of the TVR output 
voltages oscillogram in the longitudinal regulation mode. 
The analysis of the results showed that the regulation 
range of the output voltage relative to the input was ± 
10%. The regulation discreteness of does not exceed 
1.5%. 
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Fig. 14. Output voltages oscillogram of A and C phases in the 
longitudinal regulation mode (voltage reduction mode). 
 

Fig. 15 shows the example of the TVR output 
voltages oscillogram in the transverse regulation mode. 
The Analysis of the results showed that the output 
voltage shift angle variation range relative to the input 
was ± 5˚. 

 

 
 
Fig. 15. Output voltages oscillogram of A and C phases in 
transverse regulation mode (delay mode). 
 

Fig. 16 shows the example of the TVR output 
voltages oscillogram in the longitudinal-transverse 
regulation mode. 

 

 
 
Fig. 16. Output voltages oscillogram of A and C phases in 
longitudinal-transverse regulation mode (reduction and delay 
mode). 
 

The research results have shown the correctness of 
supplying thyristor control pulses in full accordance with 
the developed algorithm. It was found that the TVR ES 
provides smoothness and specified accuracy of voltage 
regulation in all modes. 

 

5 Conclusion 

The electric power systems building on the Internet 
of energy principle is accompanied by the need to 
implement flexible flow distribution in networks with a 
multi-circuit configuration and multiple power sources. 
The use of a thyristor voltage regulator allows this 
function to be carried out in 6-20 kV power distribution 
networks. 

The prototype of thyristor voltage regulator has been 
developed and manufactured, which makes it possible to 
exercise voltage control in the distribution electrical 
network, both in magnitude and in phase. It makes 
possible to redistribute power flows and optimize 
voltage at the load nodes. 

Experimental research of power equipment, first and 
second level control systems (CS1 and CS2) and TVR 
prototype as a whole has been carried out. 

The power equipment tests showed the correctness of 
the assembled connection schemes (thyristor switch unit, 
transformer and measuring equipment), as well as the 
reliability of contact connections. 

A qualitative characteristic of the input and output 
signals was obtained when the CS1 testing. It was found 
that the thyristor control pulses were formed according 
to the developed algorithm.  

The correctness of control system algorithms, 
executed and transmitted commands, transmitted and 
received data was confirmed as a result of the CS2 tests.  

The TVR prototype research results indicated that the 
device provides smoothness and specified accuracy of 
voltage regulation in all modes. 

The experimental research confirmed the TVR 
prototype operability and algorithms for its functioning, 
as well as the prototype readiness for trial operation 
 
Research was supported by Russian Science Foundation grant 
(project No. 20-19-00541). 
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Voltage unbalance in power systems feeding AC traction power systems is a worldwide known 

problem. One of the main aspects of this problem is the negative effect of voltage unbalance on 

motor loads causing operating problems and economic damage. It is necessary to perform 

unbalanced power flow studies and calculate voltage unbalance indexes to assess this negative 

effect of voltage unbalance and the develop of compensating measures during the design stage. 

Usually, calculations of the AC traction power supply system and the distribution network feeding 

it are carried out separately during the design of new lines of railways electrified by alternating 

current (AC) and reconstructing of existing ones. This approach is a source of deviations in the 

power flow studies because the lack of consideration of mutual influences between the traction 

power system and the distribution power system. In this paper, we compare a digital model in 

which the traction power supply system and the distribution network are modeled separately with 

a model that considers mutual influences between the traction and external power supply 

systems, including power flows through the traction network caused by the distribution network 

(transit currents). For digital modeling of these processes, authors used ETAPTM software with 

eTraXTM package. It allows to run unbalanced power flow studies when the generation and load 

are being changed over time, including train movement. During a separate simulation of the 

traction power system and distribution network, traction network was modelled using the 

equivalent sources connected to traction substation buses and the distribution network was 

modeled taking into account the fact that traction load was given from the simulation of the 

traction power system. The traction load was considered as lumped loads connected to the 

traction substation buses.At the same time, in both cases, the unbalanced power flow study was 

carried out by the phase domain method. Based on the results of  two models comparison, it was 

concluded that the combined model containing a traction power supply system and distribution 

network, is more effective in terms of improving the accuracy of assessment voltage unbalance in 

accordance with current regulatory and technical documents on power quality. 

 

1 Introduction  

Voltage unbalance is the well-known worldwide 
important in power grids feeding AC traction power 
systems. AC traction power system trains are 1-phase 
loads with huge power consumption causing unbalanced 
power flows through traction substations. It causes 
voltage unbalance at all buses of the power system. 
According to Russian national standard [1] negative 
voltage unbalance factor (VUF2) should be lower than 
2% during 95% of the period of measurement (one 
week) and lower than 4% at any moment of the same 

period. According to recent work [2] VUF2 value does 
not provide the full scope of information to analyze the 
negative influence of AC traction power system on the 
other loads in upstream power system including 
induction motors. It makes necessary to improve the 
methodology of AC traction power system modeling. In 
this paper authors compares the traditional way of AC 
traction power system modeling with equivalent sources 
with the way using the detailed model of the upstream 
power system. All results were given using made in 
ETAPTM software with eTraXTM based on Current 
Injection method described in [3]. In Russian papers this 
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approach is described in [4]. The software package is 
certified under [5]. The idea of detailed consideration of 
the upstream power system in AC traction power system 
analysis is known and the examples of the models are 
described in [6,7]. Consideration of the detailed 
upstream power system provides the possibility to see 
power flows of non-traction power through AC traction 
power system. The traditional models with equivalent 
sources at each AC traction substation cannot provide 
these results. The main purpose of this paper is to show 
the benefits of the co-simulation of AC traction power 
and the upstream power system and the difference 
between these two approaches of AC traction power 
system modeling for design and operation. 
 

2 AC traction power system modeling 
approaches 

2.1 Traditional approach of AC traction system 
modelling 

The design of AC traction power system has a long 
history of many decades. The implementation of AC 
traction was necessary to improve the capacity of 
railway lines to transfer more freight sand to increase the 
speed of passenger trains. According to limited 
capabilities of computational devices engineering 
companies used simplified models to size the equipment 
of traction substations and find the minimal value of the 
pantograph voltage. That approach was based on the idea 
that the power system could be replaced by equivalent 
sources. Each equivalent source is being represented as a 
voltage source and the impedance calculated from the 
fault current at the input bus of the traction substation. 
All voltage sources have the rated voltage and the same 
phase zero angle. That model (Fig. 1) makes the feeding 
of all substations independent without any power flows 
between substations at the side of the upstream power 
systems (grid). 

 
Fig.1. The traditional model of AC traction power system. 
 
 

2.2 Combined model of AC traction power 
system and the grid. 

The necessity of co-simulation of AC traction power 
system and the grid could be shown using a simple 
example (Fig.2) made in ETAP. 
 

 
Fig.2. The simple model showing transit currents in the AC 
traction power system. 
 
This effect is also known as transit currents. This 
example consist of: 

• U1 - Equivalent 220 kV power grid source with 10 
kA 3-phase fault current and 12 kV 1-phase 
fault current. The operation voltage is 100%. 

• Line_1 - transmission line with 50 km length, 
R1=9 Ohm, X1 = 21 Ohm, Y1 = 0.000135 S, 
R0=16 Ohm, X0 = 70 Ohm, Y0 = 0.000067 S 
(lumped parameters) 

• Single-phase traction transformers 220/27.5 kV 
Tr1 and Tr2 with 25 MVA, Z=10%, X/R=20 
connected to AB. 

• CatenaryAndRails – catenary and rails with 50 km 
length, R=11 Ohm, X=37 Ohm (lumped 
parameters). 

• Load1 – 100% constant power lumped load at the 
end of the line with 100 MW, 50 Mvar. 

 
This simple example shows that even at no load 
conditions catenary is an additional transmission line for 
grid power. The current at 27.5 kV is 17.9 Amps. It is 
not quite big for the grid (2.2 Amps) but it is important 
in traction substations modeling. Of course this example 
does not show the real transit currents and voltage 
unbalance. It is described in the test case below. 

3 Test case description 

3.1 Railway, train parameters and train schedule 
data 

The modeling of the traction power system starts from 
the railway and trains. The volume of freight 
transportation is being increased. The test case is related 
to high-load freight railways in Russia. The current 
typical configuration of a freight train in Russia is 7100 
tons driven by 3S5K Yermak locomotive. It has the 
following rated parameters: 

• Rated traction motors power - 9840 kW 

• Maximum traction effort - 1017 kN 

• Maximum speed – 110 km/h 
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• Average speed – 49.9 km/h 

• Mass – 288 tons. 

The traction effort curve added to ETAP library for 
modeling is shown in Fig.3 

 
Fig.3. Traction effort curve of Yermak locomotive. 

 
The railway modelled in this test case is two-way 150 
km line with 3 stations (at the ends of the line and in the 
middle) with 5 substations (Fig.4). The elevation profile 
is assumed as flat.

 

Fig.4. Railway and substations. 
 

The modelled train schedule is 10 min headway and 5 
min dwell time (Fig.5). 

 

Fig.5. Train schedule. 
 

The modelled configuration of the train is: 

• 1 3S5K Yermak locomotive (288 tons); 

• 84 freight cars (85 tons and 7140 tons in total). 

Fig.6 shows this configuration. 

 Fig.6. Train configuration. 
 

The limit of acceleration was assumed as 0.5 m/s2. The 
limit of deceleration was assumed as 1 m/s2. 

The model of the moving train is based on solving of 
differential equations using numerical integration.  The 
results are: 

• Traction effort, kN 

• Acceleration, m/s2 

• Speed, km/h  

It provides the mechanical power of the train and it is 
being recalculated to the active and reactive power. 
These values are being substituted to the location of the 
train as the constant power load. The model of the 
constant power load is a good assumption for traction 
power system analysis because the purpose of the driver 
and locomotive automation systems is to keep the speed 
fixed the specific location. Thus we get the necessity to 
keep the mechanical power as the fixed value regardless 
of the pantograph voltage level.  

3.2 Substations and grid data 

All 5 substations has 2 3-phase 3-winding transformers 
with the following parameters: 

• 40 MVA rated power 

• Rated voltages of windings 230 kV (primary) 27.5 
kV(secondary) and 10 kV (tertiary) 

• ZPS=17.5 %, ZPT=9.97 %, ZST=6.68 % 

• X/R = 19 

Each traction substation also has 3 MVA non-traction 
load (signaling systems and other loads). 

In the normal conditions only one transformer at each 
substation feeds the catenary. 

The modelled grid is 11 bus 220 kV grid with 2 slack 
bus sources. 

Impedance data is presented in Table 1. Load and 
generation data is presented in Table 2. Fig.7 shows the 
graphical view of the grid with traction substations. All 
impedances of lines are considered as lumped values. 
Bus SS2 also contains shunt reactor with 60 Mvar rating. 
All traction substation buses (TSS1-TSS5) does not have 
specified load power because its load is the result of 
moving trains analysis. 
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# Branch ID Start 
bus ID 

End 
bus ID 

R, 
Ohm 

X, 
Ohm 

Y, μS 

1 Z_SS2-3 SS2 3 3.7 16.6 100 

2 Z_SS2-4 SS2 4 4.3 19 100 

3 Z_SS2-TSS3 SS2 TSS3 1.8 8 50 

4 Z_SS2-TSS4 SS2 TSS4 6.5 29 180 

5 Z_SS3-2 SS3 2 9.5 40 250 

6 Z_TSS2-SS3 TSS2 SS3 4.5 20 120 

7 Z_TSS3-SS1 TSS3 SS1 10 48 280 

8 Z_TSS4-
TSS5 

TSS4 TSS5 6 27 160 

9 Z_TSS5-1 TSS5 1 10.3 46.1 280 

Table 1. Branch data 

# Bus 
ID 

Type Vmag, 
% of 
220 
kV 
(rated) 

Vang, 
deg. 

P, MW Q, Mvar 

1 1 Slack 103.39 -0.25 - - 

2 SS1 Load - - 4.3 2 

3 3 Load - - 11 7 

4 4 Load - - 10 6 

5 SS2 Load - - 40 -40 

6 TSS1 Load - - Result 
of 

analysis 

Result of 
analysis 

7 TSS2 Load - - Result 
of 

analysis 

Result of 
analysis 

8 TSS3 Load - - Result 
of 

analysis 

Result of 
analysis 

9 TSS4 Load - - Result 
of 

analysis 

Result of 
analysis 

10 TSS5 Load - - Result 
of 

analysis 

Result of 
analysis 

11 2 Slack 102.55 -7.93 - - 

Table 2. Bus load and generation data 

 

 

Fig.7. Visual representation of the modeled system 
 

3.3 Equivalent sources modelling 

The standard way to calculate equivalent source 
parameters is to calculate 3-phase and 1-phase faults at 
the selected bus. It has been done using StarZ module of 
ETAP. Its main advantage is consideration of prefault 
power flow. All currents calculated at traction 
substations buses are shown in Table 3. 

# Bus ID 3-
phase 
fault 
current, 
kA 

3-
phase 
fault 
X/R 

1-
phase 
fault 
current, 
kA 

1-
phase 
fault 
X/R 

1 TSS1 4.657 14.78 4.595 14.22 

2 TSS2 4.828 14.93 4.522 13.84 

3 TSS3 5.131 12.8 4.773 11.93 

4 TSS4 3.995 8.98 3.838 8.77 

5 TSS5 4.03 7.133 3.942 7.07 

Table 23. Equivalent sources data 
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4 Results analysis and comparison 

4.1 Train output results 

The result of moving train shows the following curves of 
Mw and Mvar for one train (Fig.8,9). The simulated time 
is 3 h 30 mins. Axis X shows time in seconds. 

 

Fig.8. Train active power consumption 
 

 

Fig.9. Train reactive power consumption. 
 

It shows that the considered train configuration is a high 
load for the power system. The assumption of the flat 
elevation profile provides a possibility to compare the 
energy required to accelerate the train from 0 to 80 km/h 
and the power need to maintain the speed without 
additional resistances considering: 

• Track elevation 

• Track bend radius 

In the real case with elevation profile and bend radius of 
track Mw and Mvar curves of trains will be more 
complicated and will have more impacts related to 
acceleration after changing of slope. 

Results at Fig.8 and Fig.9 are independent from the 
upstream grid because it is constant power model but the 
voltage at the pantograph. But if we compare the current 
of any train we get the difference shown on Fig. 10. The 
current in the model with equivalent sources is higher 
because of the lower source voltage. 

 

Fig.10. The relative difference between the locomotive current 
in the equivalent source model and the model with the detailed 

grid. 
 

4.1 Power system response on traction load 

The design and operation of traction power system 
require assessment of transformers power rating and 
power quality factors. The kVA function as the sum of 
power of 3 phases for the 4th substation is shown on 
Fig.11. This result has been calculated in the model with 
the detailed grid. 

 

Fig.11. 3-phase kVA versus time for the 3rd substation 
calculated in the model with the detailed grid. 

 
The calculation in the case with equivalent sources at 
each traction substation. The Fig. 12 shows the relative 
difference between P, Q and S calculated in the model 
with the detailed grid and the model with equivalent 
sources for the same substation. 

 

Fig.12. Relative difference between P, Q, S calculated in the 
model with the detailed grid and model with the equivalent 

sources. 
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The difference for this specific substation shows that 
active power is higher, the reactive power is lower, and 
the complex power is lower. The result could be 
different for other grid and other traction power system. 

VUF2 in % is one of the most important factors need to 
be calculated in any unbalance load flow study including 
AC traction power system analysis. In Russia the limits 
of this factor are described in the standard [1]. The 
values of VUF2 calculated for the first substation are 
shown on the Fig.13. 

 

 

Fig.13. VUF2 calculated at 220 kV bus of 1st substation for the 
model with the detailed grid and the model with equivalent 

sources. 
 

This plot shows that the model with equivalent sources 
provides underestimated values of VUF2. The results for 
peak loads differs more almost 3 times. 

Plots for other substation (Fig.14-17) shows the same 
effect – VUF2 is higher for the model with the detailed 
grid. 

 

Fig.14. VUF2 calculated at 220 kV bus of 2nd substation for the 
model with the detailed grid and the model with equivalent 

sources. 
 

 

Fig.15. VUF2 calculated at 220 kV bus of 3rd substation for the 
model with the detailed grid and the model with equivalent 

sources. 
 

 

Fig.16. VUF2 calculated at 220 kV bus of 4th substation for the 
model with the detailed grid and the model with equivalent 

sources. 
 

 

Fig.17. VUF2 calculated at 220 kV bus of 5th substation for the 
model with the detailed grid and the model with equivalent 

sources. 
 

Fig.13-17 concludes that the model with equivalent 
sources underestimates voltage unbalance. The SVC 
sized using those results will not compensate unbalanced 
currents in the appropriate state. 

It is need also to mention that recent researches 
described in [2] shows that it is need to consider the 
relative phase angle between the negative and the 
positive sequence of voltage at any bus feeding induction 
motors. 

The model with the detailed grid provides the possibility 
to see values the difference between phase angles of 
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negative and positive sequence of voltage. Fig. 19 shows 
the function of that angle for Substation 2 (SS2) 220 kV 
bus (see Fig.18). 

 

Fig.18. Substation 2 in the model with the detailed grid. 
 

 

Fig.19. The relative angle between positive and negative 
sequence of voltage at 220 kV bus of Substation 2 (SS2). 

 

This value also is a good example for comparison of the 
model with detailed grid to the model with equivalent 
sources. Fig.20 describes the difference between the 
relative phase angle between negative and positive 
sequences. 

 

Fig.20. The relative angle between negative and positive 
sequence of voltage at 220 kV bus of Traction Substation 2 

(TSS2). 
 

5 Conclusions 

Based on the foregoing, the following conclusions can 
be made: 
1. There is the difference between train current 
calculated for the compared models with the detailed 
grid and the equivalent sources at the input bus of 
traction substations. 
2. The compared models show the difference in power 
flows versus time for each traction substations. It could 
affect the sizing of traction substations transformers. 
3. The model with equivalent sources shows 
underestimated value of VUF2. It could cause to 
incorrect sizing of SVC devices. 
4. The model with the detailed grid provides the 
possibility to analyze the value of the relative phase 
angle between the negative and the positive sequence of 
voltage at any bus in the system. It is important due to 
recent studies including [2]. 
5. The model with equivalent sources shows the lower 
the value of the relative phase angle between the 
negative and the positive sequence of voltage at buses of 
traction substations. 
6. The model with the detailed grid is recommended for 
all studies related to substation transformer and SVC 
sizing. 
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On the power quality of electrical energy supplied to joint stock 
company “Aleksandrovsky mine” 
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Abstract. Joint Stock Company (JSC) “Mine Aleksandrovsky” is located in the Mogochinsky district of 
the Trans-Baikal Territory. “Mine Aleksandrovsky” concluded an energy supply agreement with JSC 
“Chitaenergosbyt” for the purchase of electric energy from it. In accordance with the contract, the electric 
energy supplier undertakes to supply electric energy that meets the requirements of the current legislation of 
the Russian Federation. The power quality in the Trans-Baikal Territory in most regions does not meet the 
requirements of State Standard 32144-2013. Suppliers and the network organization are responsible to 
consumers for the reliability of its electric energy supply and its quality within the boundaries of their 
electric networks. Despite the obligations of the contract, the electric energy supplied to “Mine 
Alexandrovsky” does not meet the requirements. In 2017 the ball mill engine in the shredding department of 
the gold recovery factory failed as a result of power outages and the supply of low power quality through 
the 6 kV line. The article provides information on interruptions in power supply over the years of operation 
of the enterprise, the results of analysis of the power quality, information on damage to electrical equipment 
caused by low power quality, and economic damage. 

1 Introduction  

In Russia, there is a big problem with the power quality 
[1]. Before the Law “On Electric Power Industry” was 
enforced in 2003 [2], the country had had an economic 
mechanism for managing the power quality. It was 
presented in three documents [3-5] and obliged both the 
utility and consumers of electrical energy to deal with its 
quality. According to these documents, in the event of 
non-compliance with the requirements of the state 
standard for the power quality, utilities and consumers 
would have to incur additional financial costs in the 
amount of discounts/surcharges to the electricity rates 
[5]. After the adoption of the Law “On Electric Power 
Industry”, these documents [3-5] were canceled. New 
mandatory regulatory and technical documents 
governing the relationship between the utility and 
consumers in the field of power quality have not been 
developed, although the law states that all entities of the 
electric power industry are obliged to supply consumers 
with electrical energy, the quality of which corresponds 
to “technical regulations and other mandatory 
requirements”. As regards the power quality, the law has 
not been complied with since it entered into force and is 
not being implemented at present. After the adoption of 
the law, market relations began to take root in the power 
industry. The issues of power quality turned from a 
technical problem into commercial terms between the 
consumer of electrical energy and the last resort supplier, 
which are recorded in the contracts for energy supply 

and sale/purchase of electrical energy. There are still no 
regulatory-technical and legal documents that would 
necessarily regulate the relationship between the 
consumer and the utility in the field of power quality [1]. 
The entities of the electric power industry engaged in the 
power supply to consumers do not want to deal with the 
power quality themselves, because it is unprofitable, and, 
as a result, consumers suffer by buying low power 
quality [6, 7].  

2 Description of the Joint Stock 
Company “Aleksandrovsky Mine”   

One of the consumers, which has suffered many times 
from the poor power quality, is the JSC 
“Aleksandrovsky Mine”. Its founder is the JSC 
“Zapadnaya Mining Company” [8]. The JSC 
“Aleksandrovsky Mine” was founded in 2008 for the 
development of the Aleksandrovskoye gold-ore deposit 
in the Mogochinsky district of the Trans-Baikal Territory 
by open-pit mining. After conducting geological 
prospecting, a project was developed for the ore 
extraction and processing, which entailed the 
construction of the gold recovery plant, hydraulic 
structures, an ore transportation road, and a rotational 
camp. In September 2013, the first Aleksandrovsky gold 
was smelted. It is worth noting that the processing of the 
mined ore is carried out at the gold recovery plant, where 
the most efficient beneficiation technologies are adopted 
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and modern equipment supplied under the contract is 
used [9]. The extraction of gold is 92-93%. The gold 
recovery plant was constructed according to the 
documentation prepared by the CJSC “TOMS 
Engineering” [10]. The company has a year-round 
continuous operation. It has created more than 650 jobs. 
By investing money in the organization of production, 
creating jobs, manufacturing products, paying taxes to 
the state budget, the company contributes to the 
development of the country's industry and economy. 
However, from the very beginning of its work, the plant 
began to experience difficulties due to the low quality of 
the supplied electrical energy, and, as a result, numerous 
stoppages in the production process and long downtime 
of the gold recovery plant. 

3 Power quality problems at the JSC 
“Aleksandrovsky Mine” 

3.1. On the power quality in the agreement for 
energy supply 

The supplier of electricity to the JSC “Aleksandrovsky 
Mine” is the JSC “Chitaenergosbyt”. The JSC 
“Chitaenergosbyt” in the Trans-Baikal Territory is the 
last resort supplier, which has to supply (sell) electricity 
to consumers under the purchase/sale agreements.  

A power supply (electricity purchase/sale) contract 
has been concluded between the JSC “Aleksandrovsky 
Mine” and JSC “Chitaenergosbyt” [11]. The clause of 
the contract “Obligations of the Supplier” indicates that 
the Supplier (the JSC “Chitaenergosbyt”) undertakes to 
“Supply electrical energy (power) under the terms of this 
contract. The quality and other parameters of the 
supplied electricity (power) must comply with the 
requirements of the current legislation of the Russian 
Federation, including the current technical regulations, 
and the requirements of State Standard 13109-97 unless 
the relevant technical regulations come into force. At the 
time of the contract conclusion, the applicable standard 
for the power quality was the State Standard 13109-97” 
[12]. On July 1, 2014, it was replaced by the State 
Standard 32144-2013 [13], which is the current standard 
for the power quality. The clause of the contract  
“Consumer Rights” states that the Consumer (the JSC 
“Aleksandrovsky Mine”) has the right to “receive 
electrical energy (power) of proper quality under the 
terms of this contract”, and  “require maintenance of 
quality indices of electrical energy at the point of its 
supply following the requirements of the current 
legislation of the Russian Federation, including the 
current technical regulations, and the requirements of the 
State Standard 13109-97 unless the relevant technical 
regulations come into force”.  The contract [11] also 
indicates that the JSC “Aleksandrovsky Mine” has the 
third category of power supply reliability. 

Consumers in the Mogochinsky District receive 
electrical energy from the networks of the JSC 
“Chitaenergo”, a branch of the PJSC “IDNC of Siberia”. 
The JSC “Chitaenergosbyt” and the JSC “Chitaenergo” 
signed an agreement for electricity transmission services 

[14]. Under the agreement, the JSC “Chitaenergo” 
undertakes to supply consumers with electrical energy, 
the quality of which complies with the technical 
regulations and other mandatory requirements, including 
State Standards. The JSC “Chitaenergo” also undertakes 
“to ensure the transmission of electricity received into its 
network from points of reception to the points of 
delivery, the quality and parameters of which must 
comply with technical regulations, State Standard ...”. 
The JSC “Chitaenergo” also undertakes to transfer 
electrical energy by the agreed reliability category. 
Under the agreement, the JSC “Chitaenergo” is 
responsible for “deviation of power quality indices 
above the values established by the mandatory 
requirements adopted under the legislation of the 
Russian Federation”. The obligations on the quality of 
power supply declared by both the JSC 
“Chitaenergosbyt” and the JSC “Chitaenergo” have not 
been fulfilled since the time of the JSC “Aleksandrovsky 
Mine” connection to the JSC ”Chitaenergo” networks. 

3.2 Consequences of the poor power quality for 
the JSC “Aleksandrovsky Mine” 

Table 1 provides information on the downtime of the 
gold recovery plant from January 2014 to September 
2017, caused by the poor power quality. 

Table 1. Information on the plant downtime. 

 
Year 

Number of 
downtimes 

Loss of 
working time,  

hour:min 
2014 130 159:23 
2015 140 216:03 
2016 133 141:43 
2017from January 
1 to August 13  

691 332:53 

 

Under the power supply agreement [11], the 
permissible number of shutdown hours for the third 
category of power supply reliability is 72 hours per year 
but no more than 24 hours in a row, including the period 
of power supply restoration. The analysis of the 
downtime shown in the Table indicates that the 
permissible number of hours of the power outage was 
exceeded each year. In 2017, in 7.5 months, it was 
exceeded 3.9 times. In August 2017, a 35 kV power 
transmission tower No. 238 fell. The network company 
was notified of a possible fall in advance, but the repair 
team arrived at the scene of the accident one and a half 
days after the notification. As a result, the plant 
downtime due to just one power interruption was 43 
hours 58 minutes, i.e., from 00:10 h: min on August 11 
to 19:08 h: min on August 12. 

The plant outages were caused by equipment relay 
trips due to unacceptable voltage rises and drops, and 
equipment damage. In 2014, the bearings of the 2.2 MW 
ball mill electric motor were replaced three times. The 
front bearing was replaced once and the rear bearing - 
twice. The third replacement of the rear bearing also 
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involved welding the shaft. The cause of bearing damage 
is voltage imbalance, which causes the rotor vibration 
and, as a result, accelerated wear of the bearings [15, 
16]. In 2015, due to short-term voltage rises, the 
resistance of the discharge circuit of the high-voltage 
frequency converter of the 2.3 MW mill was damaged 
three times. In April 2017, during another unexpected 
power outage, the asynchronous motor of the ball mill 
failed. 

3.3 Results of the electrical energy tests 

In 2015 and 2017, by the decision of the Administration 
of the JSC “Aleksandrovsky Mine”, the power quality 
indices [17-23] were measured at the point of its 
transmission from the JSC “Chitaenergo” to JSC 
“Aleksandrovsky Mine”. The point of transmission is 
located on the border of the responsibility of electrical 
networks under the contract for technological connection 
[24]. The electricity transmission points are cable lugs 
on outgoing feeders in ten 6 kV indoor switchgear cells 
at the 35/6 kV “Fabrika” substation. In 2017, the power 
quality indices were measured at cells no. 11 and no. 12. 
The measurements were carried out by the electrical 
laboratory of the JSC “IRMET”. The measurement 
results are shown in Tables 2-6. Indices exceeding the 
standard values [13] are shown in bold in the Tables. As 
seen in Tables 2 and 3, at both points of electric power 
transmission, the limits of the indices δU(–), δU(+), KU,  
KU(n), Pst, Plt, K2U are exceeded. The values of the 
measured indices indicate that the voltage deviations in 
the phases exceed the established norms, the fluctuations 
in the voltage values exceed the permissible ones, and 
that the voltage is significantly unbalanced and 
nonsinusoidal. The measured values of indices KU,        
KU(n), K2U exceed the limits established in [13], both for 
95% of the measurement time and for 100% of the 
measurement time. 

Table 2. Measured indices of the power quality in cell no. 11. 

Index Cell   no. 11 Limit Phase А Phase В Phase С 
δU(–) 7.50 11.40 10.30 10.00 
δU(+) 10.10 5.50 9.20 10.00  
KU95% 12.03 15.02 12.88 5.00 
KU100% 20.46 40.60 37.17 8.00 
KU(3)100% 14.00 24.44 16.64 4.50 
KU(5)100% 18.97 38.50 36.55 6.00 
KU(7)100% 10.00 7.43 11.12 1.50 
KU(9)95% 1.64 1.83 1.83 1.00 
KU(9)100% 2.88 3.19 3.67 1.50 
KU(11)95% 1.97 2.26 2.12 2.00 
KU(11)100% 3.08 3.96 2.57 3.00 
KU(17)95% 1.26 1.56 1.21 1.50 
KU(27)95% 0.60 0.80 0.61 0.20 
KU(27)100% 1.07 1.54 0.86 0.30 
Pst  2.65 1.75 1.72 1.38 
Plt 1.30 0.88 0.84 1.00 
K2U95% 4.87 2.00 
K2U100% 10.01 4.00 

Table 3. Measured indices of the power quality in cell no. 12. 

Index Cell   no. 12 Limit Phase  А Phase В Phase С 
δU(–) 7.80 10.60 11.30 10.00 
δU(+) 9.70 6.70 9.50 10.00  
KU95% 11.71 15.16 12.40 5.00 
KU100% 23.69 41.92 41.40 8.00 
KU(3)100% 15.71 25.95 18.19 4.50 
KU(5)100% 20.18 38.62 40.88 6.00 
KU(7)100% 9.85 8.00 10.51 1.50 
KU(9)95% 1.51 1.87 1.76 1.00 
KU(9)100% 2.63 3.38 3.51 1.50 
KU(11)95% 1.84 2.27 2.27 2.00 
KU(11)100% 2.82 3.72 2.94 3.00 
KU(17)95% 1.13 1.59 1.30 1.50 
KU(27)95% 0.51 0.85 0.62 0.20 
KU(27)100% 0.90 1.77 0.86 0.30 
Pst  3.18 2.08 1.50 1.38 
Plt 1.30 0.87 0.72 1.00 
K2U95% 4.96 2.00 
K2U100% 8.34 4.00 

The data in Tables 4-6 indicate that at both points of the 
electrical energy transmission there were a large number 
of overvoltages and voltage dips. 

Table 4. Number of overvoltages 

 Voltage 
  U,  % UО 

Duration of overvoltage  Δt, seconds 
5≥ Δt >1 20≥ Δt >5 60≥ Δt >20 

C
el

l n
o.

11
 

120≥U>110 5 35 50 

140≥U>120 2 1 0 

C
el

l n
o.

12
 

120≥U>110 4 30 55 

140≥U>120 2 1 0 

Table 5. Number of voltage dips 

Voltage 
U, % UО 

Duration of voltage dip Δt, seconds 
0.2≥Δt>0.01 0.5≥Δt>0.2 1≥Δt >0.05 

C
el

l  
no

.1
1 90>U≥85 27 19 17 

85>U≥70 2 5 7 
70>U≥40 6 0 0 

C
el

l n
o.

12
 90>U≥85 22 33 6 

85>U≥70 2 2 4 
70>U≥40 6 0 0 
40>U≥10 5 0 0 

Table 6. Number of voltage dips 

Voltage 
U, % UО 

Duration of voltage dip Δt, seconds 
5≥Δt >1 20≥Δt>5 60≥Δt>20 

C
el

l  
no

.1
1 90>U≥85 16 51 84 

85>U≥70 9 4 8 
70>U≥40 2 0 0 

C
el

l n
o.

12
 90>U≥85 25 62 78 

85>U ≥70 9 6 6 
70>U≥40 1 0 0 
40>U≥10 0 0 0 
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In addition to the listed violations, the devices 
measuring the power quality indices recorded a power 
supply failure at both cells. The graphs of active and 
reactive powers in Figs. 1 and 2 show that at about 10 
minutes past 9 pm, the values of active and reactive 
power are zero, which means that on April 12, 2017, 
there was a power outage at the gold recovery plant. 

 

 
  Fig. 1. Graphs of active and reactive powers at cell no.11. 

 

 
  Fig. 1. Graphs of active and reactive powers at cell no.12. 

3.4 Economic damage caused by poor power 
quality 

The company calculated the economic damage for the 
time of lost working hours, shown in Table 1, in the 
form of lost revenue. The damage assessment results are 
shown in Table 7. 

Table 7. Economic damage. 

 
Year 

The average 
productivity 

of metal, 
g/hour 

The amount of 
underproduced 

metal, 
g 

Lost 
revenue, 
thousand 
roubles 

2014 40 6360 9406 
2015 112 24192 50924 
2016 157 22137 59416 
2017 from  
January 1 to 
August 13 

157 52124 119885 

Total  68703 239631 

 

In addition to the losses due to lost revenues, the JSC 
“Aleksandrovsky Mine” had financial losses in the form 
of the cost of equipment that was installed instead of the 
damaged one. The company also incurred the costs to 
cover the repair of the 35 kV power transmission tower 
after the fall. The JSC “Chitaenergo” repair team that 
arrived at the scene of the accident did not have the 
technical tools to eliminate the accident. The JSC 
“Aleksandrovsky Mine” was forced to provide them 
with its equipment, including a bulldozer, an excavator, 
and two mining dump trucks. The costs of the company 
amounted to 233 435 rubles. 

3.5 Complaints of the JSC “Aleksandrovsky 
Mine” about the poor power quality 

Due to the grave consequences caused by the low power 
quality supplied to the JSC “Aleksandrovsky Mine”, the 
administration of the company has repeatedly addressed 
complaints and requests for assistance in improving the 
power quality to various authorities of the Trans-Baikal 
Territory since the JSC “Aleksandrovsky Mine” was 
connected to the JSC “Chitaenergo” electrical networks, 
i.e., since 2013. Letters about the low power quality  
have been repeatedly sent to the governor of the Trans-
Baikal Territory, the chairman of the government, the 
first deputy chairman of the government, the minister of 
natural resources and industry, the director of the JSC 
“Chitaenergo”, the director of the JSC 
“Chitaenergosbyt”. The issues of the power quality 
supplied to the JSC “Aleksandrovsky Mine” have been 
repeatedly discussed at the meetings of the Center for 
Ensuring the Safety of Power Supply in the Trans-Baikal 
Territory. As a result of the appeals, all the governing 
bodies of the Trans-Baikal Territory acknowledge the 
existence of the problem of poor quality, and the fact 
that that its source is the electrified railway. Railway 
traction consumers cause voltage imbalance, non-
sinusoidality and fluctuations. As a result, the power 
quality at the consumers receiving electrical energy from 
a network shared with traction load does not meet the 
established requirements [13]. 

The JSC “Aleksandrovsky Mine” is not the only 
consumer that suffers from the poor quality. The 
meetings of the Center for Ensuring the Safety of Power 
Supply on the Territory of the Trans-Baikal Territory 
have repeatedly considered the issue of the negative 
impact of voltage imbalance spreading throughout the 
entire electrical network from the network supplying the 
railway on the reliability of generating equipment, 
primarily the Kharanorskaya condensing power plant. 
The voltage imbalance in the electrical network, to 
which the plant is connected, leads to the disconnection 
of power units of the plant by relay protection devices 
against negative sequence currents, and to the consumer 
load disconnection by the emergency control devices. 

The letter from the director of the JSC 
“Chitaenergosbyt” to the Federal Antimonopoly Service 
for the Trans-Baikal Territory dated 11.23.2015 [25] 
contains the complaints about the poor power quality 
received by the JSC “Chitaenergosbyt’ in 2014 and 
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2015,  from residents of the town of Mogocha, the 
village of Ust-Karsk, OJSC “Priisk Ust-Kara”, LLC 
RSO “Teplovodokanal”, and others. In December 2017, 
the website of the newspaper “Zabaikalsky Rabochy” 
reported that “At night from December 9 to December 
10, 17 motors and 1 pump at boiler houses and water 
supply facilities failed in several populated areas of the 
Mogochinsky District due to power variation. An 
emergency state was declared in the district” [7]. 

In August 2017, the JSC “Aleksandrovsky Mine” 
appealed to the Arbitration Court of the Trans-Baikal 
Territory with a statement of claim against the JSC 
“Chitaenergosbyt” to recover the cost of low power 
quality supplied in April 2017 under the power supply 
agreement and to compensate for the amount of damage 
associated with the need to restore the damaged ball mill 
motor. The statement also contained a claim against the 
PJSC “IDNC of Siberia” on the company's obligation, 
within three calendar months from the date of entry into 
force of the decision of the Arbitration Court, to install a 
STATCOM (a device for regulating reactive power) on 
the buses of the 110/35/6 kV “Verkhnyaya Davenda” 
substation or the 35/6 kV “Fabrika” substation to 
improve the power quality. In August 2020, three years 
have passed since the consideration of the case by the 
Arbitration Court. 

4 Conclusions 

1. The JSC “Aleksandrovsky Mine” has been facing 
the problem of the electrical energy quality since its 
connection to the electrical networks of the JSC 
“Chitaenergo”, i.e., since 2013. The company incurs 
financial losses due to the poor power quality. Yearslong 
numerous appeals of the Administration of the JSC 
“Aleksandrovsky Mine” to higher authorities turned into 
long-term correspondence and rarely found efficient 
support and assistance. 

2. In Russia, there is no legal mechanism regulating 
the relationship between the consumers and suppliers of 
electrical energy in terms of its quality. Last resort 
suppliers are monopolists in the areas to which they sell 
electricity. They dictate their terms to consumers but do 
not fulfill their obligations stipulated in the energy 
supply agreement. 

3. There is no governmental control over such 
monopolists. The state does not protect the interests of 
the consumers. In this regard, it is necessary to create an 
organization of specialists, provided with the required 
technical tools, which would have the right to conduct 
expert assessments. Moreover, this organization should 
be capable of providing legal support to the consumers 
and deal with the problems of electrical energy quality. 

 
The research is conducted in the framework of the research 
projects №AAAA-A17-117030310432-9 and   №AAAA-A17-
117030310438-1 of the program of fundamental research of 
Siberia Branch of the Russian Academy of Sciences III.17.4. 
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Abstract. The purpose of the investigation is to analyze resonant modes in electric power systems that feed 
the traction load, to study the mutual influence of the traction network and the external power supply system. 
Simulation model of the power supply system with traction load, implemented with the Matlab/Simulink 
software package, is considered. The proposed model is used to study the influence of various parameters of 
the power supply system on resonant modes, including the length of lines, the short-circuit power of the 
external power supply system, and the spectral composition of locomotive currents. It is shown that the study 
of resonant modes should consider the traction power supply system and the external network as a single 
system. Its frequency characteristics depend on both the parameters of the traction network and the parameters 
of the external power supply system. 
The ways to improve technical characteristics of passive filtering systems (PFS) for traction railway networks 
due to the sustainable choice of passive filter configurations have been investigated. Different PFS that provide 
compensation for voltage distortions in both the traction and external network have been proposed. They 
provide the suppression of powerful low-frequency harmonics and the resonant mode damping in the traction 
network – transformer – external network system. Broadband filters of the 3-5 orders have been proposed to 
control the characteristics of the traction power supply system. 

 

Introduction 
Power electronic converters are the main sources of 
harmonic current pollution in industrial power 
networks. Many railway electrification systems (RES) 
are loaded with conventional AC thyristor-based 
locomotives, which produce substantial amount of third, 
fifth and seven harmonic currents [1-4]. Current 
harmonic distortions can cause overvoltage problems in 
the locomotive pantograph. Voltage total harmonic 
distortion in railway traction networks reaches 20 ... 
45%. 

RES traction substations are supplied by three-phase 
220/110 kV power grid. The traction network and 
power grid are two coupled resonant systems with 
distributed parameters. Their frequency characteristics 
have resonance maxima, the frequencies and amplitude 
of which depend on length of the traction and utility 
networks, traction transformer impedance, etc [1, 2, 5]. 

The critical factors negatively affect the traction 
power supply system efficiency are significant voltage 
drop at the end of long feeder section, current and 
voltage harmonics, overvoltages caused by resonant 
phenomena in the catenary network, and loss of average 
voltage [1, 3, 4, 6]. Actual values of power quality 
parameters go beyond the existing standards in the 
traction network, and in some cases in the utility supply 
system. 

The classical means of reactive power compensation 
and harmonic distortion attenuation in railway 
electrification systems are passive and active power 
filters. Due to their simplicity and reliability, passive 

filters remain the main means of distortion 
compensation in HV and MV networks. 

In the industrial systems, passive filters have various 
configurations that give different compensation 
characteristics. The comparative analysis of the 
topology and characteristics of passive filters for the 
industrial power systems was carried out in [7, 8]. 
However, railway electrification systems have 
significant differences from industrial ones. This fact is 
necessary to be considered when choosing 
compensating devices. 

Passive filters for railway electrification systems 
must perform the following functions [3, 4, 9, 10]: 
-   reactive power compensation; 
- average pantograph voltage increase due to the 
suppression of powerful low-frequency harmonics; 
- damping of resonance phenomena in the traction 
network and the utility supply system. 

This paper investigates the harmonic resonance 
problems in railway electrification systems. Possibility 
to improve the technical characteristics of passive filters 
for RES due to the rational choice of filter 
configurations is considered. Promising filter options 
have been selected that provide electromagnetic 
compatibility of non-linear loads with traction power 
supply system, as well as with utility supply system. 

To study the modes of power supply systems with 
traction loads, simulation model has been developed in 
MATLAB/Simulink. Using the proposed model, the 
mutual influence of the utility supply system parameters 
and the parameters of traction network have been 
investigated. 

Traction power supply system model 
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The structural diagram of the MATLAB/Simulink 
model is shown in Fig. 1. It includes 220 kV utility 
supply system, a power traction transformer, 27.5 kV 
traction system. The locomotive converter is modeled 
by shunt connected current harmonic sources.  

Utility supply system is modeled by Distributed 
Parameter Line from Sim Power Systems library. Utility 
power system is assumed as a pure sinusoidal system 
and does not contain harmonics. The parameters of 
utility supply system model are given in Table 1. 

The catenary network is modeled as cascade 
connection of equivalent PI-type sections.  Each section 
corresponds to the 10 km line and has longitudinal 
impedance and a shunt capacitance.  

The parameters of the catenary network model are 
given in table II. 

Table 1. Parameters  of the utility supply system model 

Table 2. Parameters of the catenary network 

R, Om/Km L, mH/Km C, uF/Km 
1,33 6,5 0,029 

 
The star-delta connected traction transformer has a 

rated voltage of 220 / 27.5 kV and the rated power of 
40,000 kVA; 

The proposed simulation model of the railway 
electrification system enables to study the influence of 
the traction network and the utility supply system 
parameters, the spectral content of the electric rolling 
stock currents on the level of voltage distortion both in 
the traction system and in the utility supply system. 

 
RES frequency characteristics and 
harmonic modeling 
Fig. 2 shows the frequency characteristics of the traction 
network impedance relative to the locomotive 
pantograph when changing the length of the utility 
system from 10 to 100 km.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The catenary network length is fixed at 30 km.  

 
Fig. 2. Frequency characteristics of traction network 
impedance. 

 
From Fig. 2 it follows that the frequency 

characteristics of the considered power supply system 
have resonance maxima in the range of 500 - 1000 Hz. 
Resonance phenomena can cause both the traction 
network and 220 kV bus voltage harmonic 
amplification. The maximum frequencies decrease with 
the increase of the 220 kV line length. It should also be 
taken into account that resonance frequencies are also 
affected by the changes in the utility power system 
modes. 

Typical thyristor-based locomotive current spectrum 
(% of fundamental) is presented in Table 3. In Table 3 h 
is the harmonic number. 
Table 3. Locomotive current spectrum 

h    3   5   7   9  11 13 
% 18,16 16,74 18,61 17,87 18,12 31,08 

Figure 3 shows the locomotive pantograph voltage 
spectra. The voltage spectra on the primary side of 
traction transformer are shown in Fig. 4. In all cases, the 
harmonic frequencies close to the resonant frequency of 
the system show significant amplification. In this 
context, locomotive pantograph voltage total harmonic 
distortion may exceed 40%. Voltage total harmonic 
distortion on the primary side of traction transformer  
reaches 4.6%, which exceeds the maximum permissible 
values determined by Russian and international 
standards. 

 

 

 

 

 

 

 

 

 

 

 

   Fig.1. Simulation model of the railway electrification system

R, Om/Km L, mH/Km C, uF/Km 
0,108 1,3 0,0086 
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Fig.3. The voltage spectrum of the locomotive pantogaph. 
 

 
Fig. 4. Voltage spectrum on the primary side of the 
traction transformer 
 

RES model simulations have shown that the utility 
supply system and traction network represent two 
coupled systems with distributed parameters. Resonance 
phenomena that occur in this coupled system affect both 
the traction network and the utility power system. Thus 
the key factors of the power quality normalization in the 
railway traction systems are the harmonic pollution 
mitigation and damping for harmonic resonance.  

Filter design for railway 
electrification systems  
Traditional means of reactive power compensation in 
AC RES feeding thyristor-based locomotives are single-
tuned (narrow-band) filters tuned to a resonance 
frequency close to 150 Hz [5, 11]. This filter includes 
series connected capacitor bank and a tuning reactor. In 
some cases, two-resonance filters are used to provide 
reactive power compensation and suppress the most 
powerful 3rd and 5th harmonics of the traction load 
current [10]. The disadvantage of single-tuned filters is 
that they suppress low-frequency harmonics but do not 
damp the resonance maxima of the frequency 
characteristics. Another disadvantage of single-tuned 
filters is that they form parallel resonant circuits with 
traction system inductance, which leads to the additional 
resonant modes. 

In RES, it is necessary to install more efficient 
compensating devices, which can suppress the most 
powerful low-frequency voltage harmonics and reduce 
overvoltage due to the resonant mode damping. Such 
devices are needed primarily for RES that are powered 
by weak power systems with low fault level. It is 
necessary to search for new, more efficient structures of 
passive filters that provide electromagnetic 
compatibility of traction system and utility supply 
system. 

An alternative to narrow-band resonance filter is 
damping broadband filter (BBF). Fig. 5 illustrates the  
second-order broadband filter configuration. Filter 
impedance is given by the following expression 
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                (1) 

 

    

Fig. 5. Second-order broadband filter 
Filter resonant frequency 0 1 LCω = . At 

frequencies above 0ω , the filter has low impedance. 
This provide resonance mode damping and high-
frequency harmonic attenuation. The quality factor of 
the second order broadband filter is determined by: 

                                    

RQ
L C

=
                           (2) For a second-order BBF, typical values of Q vary in 

the range of 0.5-5. 
The simplest broadband passive filters of the 1-2 

order for RES are considered in [2, 3, 12]. The analysis 
conducted in [9, 10] showed that the use of broadband 
damping filters provides reducing the locomotive 
pantograph voltage total harmonic distortion, attenuate 
overvoltage due to the resonance mode damping and 
increase the average pantograph voltage value. 
Broadband filters are appropriate for randomly varying 
loads. The disadvantages of the simplest 1-2 order BBF 
are poor selectivity of the frequency characteristics and 
large fundamental frequency power losses.  

To reduce losses, C-type broadband filters with zero 
fundamental frequency reactance are used [9, 13]. In C-
type filter, an additional capacitor is connected in series 
with the reactor in the shunt branch (Fig. 6). The series 
circuit 2L C−  is tuned in resonance to the fundamental 
frequency. This decreases power losses in the damping 
resistor of the filter at the fundamental frequency. 

С2

L
R

С1

 
 

Fig. 6. C-type filter 
C-type filter resonant frequency:             

              ( )0 1 2 1 2C C LC Cω = +                           (3) 
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The main advantage of C-type filter compared to 
second-order broadband filter Fig. 5 is lower 
fundamental power losses. However, this leads to the 
large range of capacitors. Capacitors 1C and 2C   in the 
circuit (Fig. 6) are related as follows 

                             ( )2 12 1C C n= −
                       (4)

 

where n is number of the harmonic to which the filter is 
tuned. The large total capacity of the passive filter in  
Fig. 6 significantly increases the cost of the device. In 
addition, fundamental power losses are achieved if the 
series oscillatory circuit 2L C−  is precisely tuned to the 
fundamental frequency. The filter fundamental 
frequency losses increases significantly when changing 
the tuning frequency caused by a variations of the shunt 
branch inductance or capacitance.  

Another way to reduce losses at the fundamental 
frequency can be implemented in ladder broadband 
filters  [14]. Third- and fifth-order broadband filters are 
shown in Fig. 7. This filters are single-ended ladder LC 
two-ports. The advantage of such structures compared 
to the C-type filters is significantly lower total 
capacitance of the capacitors. In addition, ladder filters 
have lower sensitivity to parameter variations. 

Analytical expressions for calculating the third and 
higher order filters are very cumbersome and only 
special cases can be designed. For example, author of 
[15] considered the condition C1 = C2. It is, therefore, 
logical to use optimization methods to determine the 
parameters of broadband damping filters. 

 

L2

С1 С3

R L2

С1 С3

RL4

С5

a b
Fig. 7. 3-order broadband filter (a), 5-order broadband 
filter (b) 

 
The BBF design problem is considered as an 

optimization problem with constraints, and may be 
written in the following form: find the values of the 
filter elements that provide a minimum of the objective 
function: 
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In the formulas (5): 
( ),фZ x kω  - input impedance of a BBF at the frequency

kω ; 

( )сZ kω  - impedance of the catenary network at the 
frequency kω ; 
wk   - weighting factors considering the importance of  
k term. Constant 0K  determines the maximum value of 
the active to reactive filter power dependence at the 
fundamental frequency. 

Inequality (5, b) determines the permissible value of 
the active to reactive PFS power ratio  at the 
fundamental frequency. 

Note that the proposed optimization procedure takes 
into account the spectrum of the current generated by 
the locomotive, as well as the RES frequency 
characteristics. The designed filter provides the 
minimum value of the pantograph voltage total 
harmonic distortion by suppressing low-frequency 
harmonics and the resonant mode damping.   

Table 4 show the values of the BBF parameters 
calculated with the proposed optimization procedure. 
The filters reactive power is 4000 kvar. 

 
Table 4. The  element values of 3-5 order broadband filters 

Case study 
The proposed passive filtering system (PFS) consists of 
two sections. The low-frequency section represents a 
narrow-band filter tuned to a frequency close to the 
most powerful third harmonic (145 Hz). The second 
section is implemented by a broadband filter, which 
attenuates high-frequency harmonics ( 5h ≥ ) and damps 
resonance phenomena in the RES. 

Let’s consider three options for broadband filters. 
Filter power is the same and equals 4036 kvar 

Case 1. The PFS with third-order broadband filter. 
BBF parameters were calculated using the proposed 
procedure. PFS circuit is shown in Fig. 8. The values of 
the filter elements are given in Table.5. 

Case 2. The PFS with C-type filter. PFS circuit is 
shown in Fig. 9. The values of the filter elements are 
given in Table. 5.  

Case 3. PFS consists of two narrow - band filters 
tuned to 3rd and 5th harmonic. PFS circuit is shown Fig. 
10. 

C1

L1

C2

L2

C3

R

        
Fig. 8. PFS with 3-order BBF 

N 5C , uF 2L , mH 3C , uF 4L ,mH 5C , uF нR ,Om
 

3 8,5 46,6 4,67 - - 135 
4 8,5 31,0 3,95 97,6 - 135 
5 8,5 35.2 1.89 56.7 4.1 135 
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C1

L1

C2

L2
R

C3

 
Fig. 9.  PFS with C-type BBF 

C1

L1

C2

L2

 
Fig. 10.  PFS with two narrow - band filters  

Table 5.  Element values of PFS with 3-order BBF 
and PFS with C-type BBF 
N 1C , uF  1L , mH 2C  , uF 2L , mH 3C , uF нR ,Om 

3 8,5 141,8 8,5 38,73 2,2 135 
C 8,5 141,8 8,5    58 175 250 

 
The frequency characteristics of the input impedance 

relative to the locomotive pantograph after the 
installation of compensating devices are shown in 
Fig.11.  

 
Fig. 11. Frequency characteristics of the RES input impedance 
after the installation of compensating devices: 1- PFS with 
two narrow - band filters, 2-PFS with C-type BBF, 3- PFS 
with 3-order BBF 

 
Fig. 12 Frequency characteristics of the RES transfer 
impedance after the installation of compensating devices: 1- 
PFS with two narrow - band filters, 2-PFS with C-type 
BBF, 3- PFS with 3-order BBF. 
 

Figure 13 shows the locomotive pantograph spectra 
after the installation of compensating devices. 

 
Fig. 13. Voltage spectrum on the primary side of the 
traction transformer. 
 

 
Fig. 14. Voltage spectrum on the primary side of the 
traction transformer. 
 
Table 6 shows the values of the harmonic voltage 
coefficients when after the installation of compensating 
devices. 
 
 

 
 
 

Table 6. The values of the harmonic coefficients 27,5 kV, % 

Filter option 
The values of the harmonic coefficients 27,5 kV, % 

KU(3) KU(5) KU(7) KU(9) KU(11) KU(13) KU(15) 
 

KU 

Without PFS 18,16 16,74 18,61 17,87 18,12 31,08 3,87 
 

52,64 

PFS with C-type BBF  3,88 5,76 7,28 7,16 6,69 8,02 2,71 
 

16,82 
PFS with two narrow - 

band filters 3,88 0,76 6,05 6,49 6,30 7,93 3,82 18,11 
PFS with 3-order BBF 3,86 2,01 6,75 7,61 7,63 9,54 2,59 17,03 
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Comparison of the analysis results shows that PFS with 

broadband damping filters provide more effective voltage 
harmonic attenuation in the frequency range exceeding 250 
Hz. Due to this, the negative impact of   railway traction 
system on wired communication devices and signaling system 
is reduced. 

Conclusion 
In this paper power quality problems of railway 
electrification systems are considered. In is shown that 
railway traction network and external grid are coupled 
resonance systems. A passive filtering system for 
harmonic mitigation and resonance damping in RES is 
considered. System consists of parallel connection 
narrow-band third harmonic filter and a broadband 
section. The method for design of arbitrary order 
broadband  filters is proposed. The proposed filtering 
system  is effective for harmonic mitigation and 
resonance damping. 

Modeling showed that PFS with the 3-5 order 
broadband filters have significant technical advantages 
over devices based on narrow-band sections and simple 
damping circuits. The proposed PFS provides  more 
effective  high-frequency voltage harmonic attenuation, 
has lower losses at the fundamental frequency and lower 
total capacitance. 

References 
1. Hu H., Shao Y., Ma J., He Z., Gao S. Overview of 

harmonic and resonance in railway electrification 
systems. IEEE trans. on Industry Applications, Vol. 
54, 2018, No. 5, pp. 5227-5245. 

2. Tan P.-C., Loh P., Holmes D., Optimal impedance 
termination of 25-kV electrified railway systems for 
improved power quality. – IEEE Trans. on Power 
Delivery, 2005, Vol. 20, No. 2, pp. 1703-1710. 

3. Tan P-C., Morrison R. E., Holmes D. Voltage form 
factor control and reactive power compensation in a 
25-kV electrified railway system using a shunt active 
filter based on voltage detection. – IEEE trans. on 
Industry Applications, Vol. 39, 2003, No. 2, pp. 575-
581. 

4. S. M. Mousavi, Gazafrudi, A Tabakhpour  
Langerudy, E. F. Fuchs, K. Al-Haddad. Power 
Quality Issues in Railway Electrification: A 
Comprehensive Perspective, IEEE Transactions on 
Industrial Electronics, vol. 62, no. 5, pp. 3080-3090, 
2015. doi: 10.1109/TIE.2014.2386794. 

 

5. Shandrygin DA, Dovgun VP, Egorov DE, Manshin  
MV. An analysis of resonant modes in electric power 
systems with a traction load. Vestnik Irkutskogo 
gosudarstvennogo tehnicheskogo universiteta = 
Proceedings of Irkutsk State Technical University. 
2020; 24(2):396–407. (In Russ.) 
https://doi.org/10.21285/1814-3520-2020-2-396-407/  

6. Wang J., Li H., Feng L., Xu L. Analysis of power 
quality issues of electrified railway. 2017 8th 
International Conference on Mechanical and 
Intelligent Manufacturing technologies (ICMIMT). 
Pp. 179-182. 

7. Das J. Passive filters – potentialities and limitations. 
– IEEE trans. on industry applications.  Vol. 40, No. 
1, January/February, 2004, pp. 232-241. 

8. Nassif A., Xu W., Freitas W. An investigation on the 
selection of filter topologies for passive filter 
applications. – IEEE trans. on Power Delivery, Vol. 
24, 2009, No. 3, pp. 1710-1718. 

9. Hu H., He Z., Gao S. Passive filter design for China 
high-speed railway with considering harmonic 
resonance and characteristic harmonics. – IEEE 
Trans. on Power Delivery, Vol. 30, 2015, No. 1, pp. 
505-514. 

10. Nikolaev I., Stashkov I., Sinjagovsky A., Dovgun V.  
Synthesis of Wideband Damping Filter for Electric 
Traction Systems,  Journal of Siberian Federal 
University. Engineering,  2016, № 1. pp. 61–70. 

11. Morrison R. E., Barlow M. J. Continuous 
overvoltage on A.C. traction systems. IEEE 
Transactions on power apparatus and systems, Vol. 
PAS-102, No. 5, 1983, pp. 1211-1217. 

12. Morrison R. E. Power quality issues on AC traction 
systems. – Conf. rec. 9th international conf. 
Harmonics and quality of power, 2000, pp. 709-714. 

13. Arrillaga J. et al., Power System Harmonic Analysis. 
Hoboken,  NJ, USA: Wiley, 1997. 

14. Xiao Y. The method for designing the third order 
filter. – Proc. 8th IEEE Int. Conf. Harmonics and 
Quality of Power, Oct. 1998, pp. 139-142. 

15. Dovgun V., Egorov D., Novikov V., Zvyagintsev E. 
Parametric synthesis of broadband power harmonic 
filters. Electrichestvo, 2018, No. 12, pp. 14-21. 

 

Table 7. The values of the voltage harmonic coefficients  on the primary side of the traction transformer  220 kV, % 

Filter option 
The values of the harmonic coefficients 220 кV, % 

KU(3) KU(5) KU(7) KU(9) KU(11) KU(13) KU(15) 
 

KU 
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Estimation of Power Losses Caused by Supraharmonics 
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Abstract. Nowadays increases the number of power electronic devices in distribution electrical networks 

rapidly. Modern generation and consumption units use high switching frequency power converters for the 

network connection and therefore cause the voltage and current distortion in the frequency range over 2 kHz 

(so-called “supraharmonics”) in addition to conventional harmonics. Supraharmonics cause additional 

power losses in electrical equipment. The goal of the offered paper is the estimation of power losses caused 

by supraharmonics. The estimation is based on the measurement results obtained in a real MV/LV network 

in Germany. 

1 Introduction  

The increase in the number of power electronic devices 

in distribution electrical networks is the characteristic 

trend in the development of electric power supply during 

many years. Modern generation and consumption units 

use high switching frequency power converters for the 

network connection and therefore cause the voltage and 

current distortion in the frequency range over 2 kHz (so-

called “supraharmonics”) in addition to conventional 

harmonics.  

The presence of harmonic and supraharmonic distortion 

in electrical networks has a direct influence on the power 

and energy losses in the electrical equipment. The 

harmonic and supraharmonic currents cause the 

additional Joule heating of conductors and therefore 

increase the total power losses in these conductors. 

The conductor resistance grows with the growth of the 

frequency and therefore relative small harmonic or 

supraharmonic currents can cause notable power losses. 

In [1-3] is shown that additional power losses in LV 

cables and HV transmission lines caused by 

conventional current harmonics can be up to 30% 

regarding the power losses at the fundamental frequency. 

The influence of supraharmonics on the additional power 

losses can be illustrated using the simplified assumption 

that the values of the line conductor resistances are 

proportional to the root of the frequency [2-5]: 

                                    Rsh = R1       (1)  

where Rsh, R1 – resistance values at the supraharmonic 

frequency fsh and at the fundamental frequency f1 

respectively, h = fsh / f1 is the harmonic order. 

Using the calculation formula for the Joule heating and 

taking into account (1) the relative values of additional 

power losses caused by supraharmonics can be 

calculated as follows:  

                            PLsh / PL1 = (Ish / I1)2  (2) 

where PLsh, PL1 – power losses caused by the 

supraharmonic current Ish at the frequency fsh and by the 

current I1 at the fundamental frequency f1 respectively. 

The dependences (2) are presented in Fig. 1 for some 

ratios of Ish / I1.  

It can be seen from Fig. 1 that additional power losses 

caused by a supraharmonic can be e.g. 10% and more 

regarding the power losses at the fundamental frequency 

and therefore cannot be neglected in the calculation of 

total power losses in electrical networks. The exact 

values of additional power losses are depending on the 

supraharmonic frequency and on the ratio Ish / I1.  

It must be noted that (1) and (2) are valid mainly for 

overhead transmission lines.  

Fig. 1. Relative supraharmonic power losses (2) and the 

corresponding ratio Rsh / R1 

The estimation of power losses caused by 

supraharmonics in a cable feeder under real operating 

conditions is presented below. The estimation is based 

on the measurement results obtained in a real MV/LV 

network in Germany [6]. 
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2 Measurements of supraharmonics  

Results of the measurements carried out in the real 

MV/LV electrical network presented in Fig. 2 were used 

for the estimation of the impact of supraharmonics on 

the power losses in MV cable feeders.  

The network supplies different settlments with mainly 

residential and commercial loads and contains a lot of 

decentralized renewable energy generating units. The 

network contains a MV wind plant and several solar 

parks (MV PV plants) distributed over the whole 

network and connected to the MV grid via dedicated 

transformers. Several powerful wind parks are located in 

the upstream HV network. Numerous LV PV power 

plants are connected in downstream LV distribution 

networks together with other power electronic devices 

using high switching frequency power converters like 

charging stations, consumer electronics, etc. via local 

area step-down MV/LV transformers. 

Measurement devices SIRIUSi-HS [7] were located at 

the measuring points MP1 – MP3 and operated with the 

sampling rate 100 kHz. Supraharmonic voltage and 

current 200 Hz groups (according to [8, 9]) were 

recorded as 1 minute average values over the measuring 

interval of 2 weeks.  

Power quality (PQ) parameters were measured at MP1 – 

MP3 in addition. 

Instantaneous voltage values (sampling rate 10.240 kHz) 
and some PQ parameters as 1 sec average values were 
recorded at the measuring points W1-W24 (LV network) 
using measurement devices WeSense [10].  

Influences of renewable energy sources on the 

supraharmonic distortion and the propagation of the 

supraharmonic distortion in the network under study 

were analysed in [6, 11, 12].   

Power losses estimation in the supraharmonic frequency 

range can be done using the supraharmonic currents 

measured in the MV feeder at the distribution station. 

This is the measuring point MP2 (Fig. 2). 

Measuring device at MP2 was connected to the 

secondary side of the instrument current transformer via 

current clamps. Current clamps were certified for the 

measurements in the frequency range up to 100 kHz.  

The applicability of the standard MV instrument current 

transformer for the measurements in the supraharmonic 

frequency range was estimated taking into account IEC 

Technical Report 61869-103 [13] and investigation 

results [14, 15].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. MV/LV network under study and location of measuring devices  
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Supraharmonic frequency range is divided into a row of 

subranges. The supraharmonics in the frequency 

subrange up to 9 kHz are the subject of special 

consideration in the IEC standards for compatibility 

levels for conducted disturbances and signalling in 

public medium-voltage [16] and in low-voltage power 

supply systems [17]. Technical requirements for the 

connection and operation of customer installations to the 

MV network in Germany contains admissible values for 

the supraharmonic currents in the frequency range 2 to 9 

kHz [18]. Therefore is necessary to pay special attention 

to the transfer characteristics of MV instrument current 

transformers in the frequency range 2 to 9 kHz. 

In [13] is noted that inductive current transformers are 

suitable for the use in the supraharmonic frequency 

range 2 to 9 kHz. Taking into consideration the 

measured frequency dependences for ratio and phase 

errors of MV instrument current transformers presented 

in [14] and [15] it can be concluded that the 

supraharmonic currents can be measured using standard 

MV instrument current transformers with a sufficient 

accuracy (amplitude errors up to a few percent) for the 

simplified estimation of power losses in the frequency 

range 2 to 9 kHz.     

Examples of measured current spectra in the MV feeder 

(MV distribution station, measuring point MP2) are 

presented in Fig. 3 and 4. 

Fig. 3. Measured current spectrum, 95% quantiles of 1 min 

average values, 200 Hz groups, measurement time 24 h, MP2 

Fig. 4. Measured current spectrum, 95% quantiles of 1 min 

average values, 200 Hz groups, measurement time one week, 

MP2  

It can be seen from Fig. 3 and 4 that the current spectra 

are characterized by the domination of the 

supraharmonic component 2.5 kHz. In [6, 12] is shown 

that the components 2.5 kHz in the network under study 

are mainly caused by the operation of the MV wind 

plant.   

The components 5.9 and 6.1 kHz are caused by the daily 

operation of solar plants, the components 4.3 and 4.5 

kHz are caused by the changes of operating points of 

connected units.  

The measuring point MP2 is the connection point of the 

MV cable 3x1x150/25 to the busbar of the distribution 

station. This MV cable connection contains three single-

core cables with aluminium conductors of 150 mm2 and 

copper screens of 25 mm2 for each cable.  

Determination of the frequency dependences for the 

cable resistances is considered below. 

3 Determination of the frequency 
dependences for the cable resistances  

3.1. Analytic calculation method  

Calculation of AC resistance of conductor is a part of the 

IEC standard [19]. In [19] is noted that the AC cable 

conductor resistance is depending on the skin and on the 

proximity effects. The following formula can be used:  

                              Rsh = R’DC (1+YS+YP) (3) 

where Rsh –conductor resistance at the supraharmonic 

frequency fsh, R’DC – DC resistance of conductor at the 

maximum operating temperature θ, YS – skin effect 

factor, YP – proximity effect factor. 

The values of YS and YP are depending on the values of 

the factors XS and XP as follows:  

                           X2
S = (1 / R’DC) 8πfsh 10-7 kS  (4) 

and 

                           X2
P = (1 / R’DC) 8πfsh 10-7 kP  (5) 

where kS, kP – coefficients, e.g. kS = 1 and kP = 1 for  

cables with copper or aluminium solid conductors[19]. 

The skin effect factor YS is given by the following 

equations [19]:  

For 0 < XS ≤ 2.8 

                              YS = (X 4
S / 192 + 0.8 X 4

S)  (6) 

For 2.8 < XS ≤ 3.8 

                     YS = –0.136 – 0.0177 XS + 0.056 X2
S      (7) 

For 3.8 < XS  

                                YS = 0.354 XS - 0.733       (8) 

The proximity effect factor YP according to [19] can be 

calculated only if the factor XP does not exceed 2.8. 
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It can be seen from (4) and (5) that XP = XS for the cables 

with solid conductors taking into consideration the 

assumption kS = kP = 1 [19].  

The values of XP and XS calculated according to (4) and 

(5) for the cables with solid aluminium conductors are 

presented in Fig. 5 and 6. The values R’DC in (4) and (5) 

were determined for each cross-sectional area according 

to [20] taking into account the standard formula [19]: 

                           R’DC = RDC [1+α20 (θ-20)]     (9) 

where RDC – DC resistance of conductor at 20°C, R’DC – 

DC resistance of conductor at the maximum operating 

temperature θ, α20 is the constant mass temperature 

coefficient at 20°C per Kelvin.  

The calculation results for the operating temperature 

20°C are presented in Fig. 5, the calculation results for 

the maximum operating temperature 90°C are presented 

in Fig. 6. 

Fig. 5. Factors XS and XP for cable aluminium solid conductors 

at the operating temperature 20°C  

Fig. 6. Factors XS and XP for cable aluminium solid conductors 

at the operating temperature 90°C 

It can be clearly seen from Fig. 5 and 6 that the cable 

aluminium solid conductors with the standard cross-

sectional areas starting from 16 mm2 and larger are 

characterized by the values of XP higher than 2.8 at least 

at some frequencies in the frequency range 2 to 9 kHz.  

Cable aluminium solid conductors with the standard 

cross-sections of 70 mm2 and larger are characterized by 

the values of XP higher than 2.8 in the full frequency 

range 2 to 9 kHz. 

It means that the method for the analytic calculation of 

frequency-dependent cable resistances [19] is not 

applicable to the calculation of resistances at 

supraharmonic frequencies in many practical cases due 

to the constraints on the combination of parameters 

considered in [19].  

More common analytic method for the calculation of 

frequency-dependent cable resistances is published in 

[21].  

The analytic method for the calculation of the skin effect 

factor YS in [21] is identical with the method [19] 

described above. 

The following formula is suggested in [21] for the 

calculation of the proximity effect factor YP for three 

single-core cables:  

                      YP = m y2 GP /(2 – 5 y2 HP /12)  (10) 

where m = 3 for three single-core circular cables, y – 

spacing ratio, GP, HP – coefficients. 

The coefficients GP, HP are given by the following 

equations [21]: 

For 0 < XP ≤ 2.8 

                         GP = 11 X4
P / (704 + 20 X4

P)     (11) 

For 2.8 < XP ≤ 3.8 

                      GP = –0.08 X2
P + 0.72 XP - 1.04     (12) 

For 3.8 < XP  

                                GP = XP / (4 ) - 1/8      (13) 

For 0 < XP ≤ 2.8 

           HP = (1/3) (1 + 0.0283 X4
P) / (1 + 0.0042 X4

P) (14) 

For 2.8 < XP ≤ 3.8 

                      HP = 0.0384 X2
P + 0.119 XP + 0.095    (15) 

For 3.8 < XP  

                       HP = (2XP – 4.69) / (XP – 1.16)    (16)  

The spacing ratio y = dc / s, where s is the spacing 

between conductor axes, dc is the diameter of an 

equivalent circular conductor.  

The construction of the MV cable 3x1x150/25 means 

that each cable conductor is surrounded by a cable 

screen.  

The AC currents flowing in the cable conductors cause 

the induced currents in the surrounding cable screens and 

therefore cause some additional power losses in the 

screens. It means the increase of equivalent cable 

resistances at the frequencies of the AC currents 

676



 

(fundamental frequency, harmonic and supraharmonic 

frequencies).  

Therefore the formula (3) can be extended to consider 

the influence of the power losses in the cable screens on 

the conductor resistance as follows: 

                       Rsh = R’DC (1+YS+YP+YSC) (17) 

where YSC – the screen losses factor.  

It must be noted that each cable containing axial 

conductor surrounded by a cable screen can be 

considered as a pipe-type cable. Taking into account the 

relation given in [22] for the consideration of the 

increase in losses in the phase conductors due to the 

proximity of the pipe the following formula can be used 

for the screen losses factor: 

                             YSC = 0.5 (YS+YP) (18) 

These considerations are in compliance with the 

recommendation [19] for the calculation of AC cable 

conductor resistances for pipe-type cables. The 

following formula can be used according to [19]:  

                          Rsh = R’DC [1+1.5(YS+YP)] (19) 

Using (4) – (16), (19) the values of the conductor 

resistances at the supraharmonic frequencies Rsh and the 

relations Rsh / R1 can be analytic determined for the MV 

cable 3x1x150/25 under study.  

3.2 Numerical calculation method  

The use of the finite element method (FEM) is a popular 

approach for the numerical calculation of the frequency 

dependences for the cable resistances.  

The advantages of this method are the exact modelling 

of the cable geometry, the simulation of the properties of 

the materials used in the cable construction and the 

simultaneous consideration of all influencing effects 

named above: the skin effect, the proximity effect, the 

influence of the cable screens and all other metallic 

elements (e.g. cable armour, pipes, ducts, trays, etc.) 

which can have an influence on the AC resistances of the 

cable conductors.   

Using the FEM approach it is possible to calculate the 

current density distribution in all parts of the simulated 

cable construction. Taking into account the cable 

geometry and the electrical conductivities of simulated 

constructive materials the power losses in all elements of 

the cable construction can be determined.  

The calculation of the equivalent AC resistance of the 

cable conductor Rsh at the supraharmonic frequency fsh 

can be carry out taking into consideration the following 

formula:  

                                   PLsh = I2sh Rsh (20) 

where PLsh – the average value of total power losses 

caused by the simulated supraharmonic conductor 

current Ish at the frequency fsh in each phase of the three-

phase cable system. 

In respect to the considered MV cable construction 

3x1x150/25: 

                            PLsh = PLsh cond + PLsh sc (21) 

where PLsh cond – the average value of the power losses in 

each phase conductor and PLsh sc – the average value of 

the power losses in each conductor screen.  

For the determination of the frequency dependence for 

the equivalent AC cable resistance it is necessary to 

carry out the row of the simulations at different 

frequencies. The frequency dependence can be 

determined from the following relations:  

                         PLsh / PL1 = I2sh Rsh / I21 R1  (22) 

The values Ish and I1 can be taken e.g. from the 

measurement results.  

Taking into account the FEM simulation of the heating 

processes the cable operating temperature can be 

determined and the influence of the temperature on the 

electrical conductivity can be considered additionally 

[23-25]. 

For the simplification of the calculations it is enough to 

assume Ish = I1. In this case is enough to calculate the 

power losses (21) for each frequency under 

consideration. The formula (22) will be simplified as 

follows:  

                             PLsh / PL1 = Rsh / R1 (23) 

Using (23) the frequency dependence for the equivalent 

AC cable resistance can be determined.  

It must be noted that the electrical conductivity of the 

cable insulation is very small in comparison with the 

conductivities of the cable conductors and metallic 

screens. Therefore it is enough to simulate only metallic 

parts of the cable configuration to simplified estimate the 

power losses (20) and to calculate the equivalent AC 

resistance of the cable conductor.  

Fig. 7 presents a simulation example for the MV cable 

3x1x150/25. The trefoil formation with the spacing 

between conductor axes of 40 mm was simulated. Both 

aluminium conductors and copper screens were 

simplified represented as solid objects.  

The simulation was carried out using the software 

package FEMM [26].  

The calculated current density distribution J in the 

aluminium cable conductors and in the copper cable 

screens is shown in Fig. 7. The supraharmonic phase 

conductor currents of Ish = 0.54 A (r.m.s. value) at the 

frequency fsh = 2.5 kHz were simulated as the origin of 

the magnetic field in the cable. This value of the 

conductor current was measured as 1 min value during 

the measurement campaign at the measuring point MP2.  
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The conductor currents were simulated as a three-phase 

set of balanced phasors with the difference of phase 

angles of 120° between two neighboring phasors.  

Fig. 8 presents the line plot of the current density for the 

straight line contour crossing the centers of two 

neighboring conductors with screens. The coordinates of 

centers in the “position” axis are - 20 mm and + 20 mm 

respectively. The skin effect, the proximity effect, the 

influence of the cable screens can be clearly seen from 

Fig. 8. 

 

 

 

 

 

 

 

Fig. 7. Current density distribution J in the aluminium 

conductors and copper screens of the MV cable 3x1x150/25 

caused by the supraharmonic current 0.54 A (r.m.s. value) at 

the frequency 2.5 kHz  

Fig. 8. Current density distribution J along the straight line 

crossing the centers of two neighboring conductors and screens 

of the MV cable 3x1x150/25 caused by the supraharmonic 

current 0.54 A (r.m.s. value) at the frequency 2.5 kHz 

3.3 Calculated frequency dependences for the 
MV cable under study  

The analytic calculated frequency dependences Rsh / R1 

for the MV cable 3x1x150/25 are presented in Fig. 9. It is 

the frequency dependence calculated taking into account 

only the skin effect (parameter YS), the frequency 

dependence calculated taking into account both the skin 

and the proximity effects (parameters YS and YP), the 

frequency dependence calculated taking into account the 

skin effect, the proximity effect and the influence of the 

power losses in the conductor screens (parameters YS, YP, 

YSC).  

Fig. 9. Analytic and numerical (with the use of FEMM 

software) determined frequency dependences Rsh/R1 for the 

MV cable 3x1x150/25 in the supraharmonic frequency range 

The frequency dependence Rsh / R1 determined with the 

use of the software package FEMM for numerical 

calculations is presented in Fig. 9 for the comparison.  

The corresponding reference values Rsh / R1 = 1 were 

calculated for each presented dependence taking into 

consideration the fundamental frequency 50 Hz.  

It can be seen from Fig. 9 that the skin effect is the 

dominating factor in the increase of the equivalent AC 

resistance of the cable conductor Rsh with the increase of 

the frequency in the supraharmonic frequency range.  

It can be seen from Fig. 9 that the influence of the power 

losses in the conductor screens on the increase of the 

equivalent AC resistance of the cable conductor Rsh with 

the increase of the frequency is much higher in 

comparison with the influence of the proximity effect for 

the MV cable under study.   

It can be concluded from the comparison of the analytic 

and numerical calculated frequency dependences 

presented in Fig. 9 that the analytic formula (17) 

parametrized according to (18) or the direct formula (19) 

are most suitable for the analytic characterization of the 

increase of the equivalent AC resistance of the cable 

conductor Rsh with the increase of the frequency for the 

MV cable under study in the supraharmonic frequency 

range 2 to 100 kHz.  

Taking into consideration the frequency dependence (1) 

presented graphically in Fig. 1 it can be concluded that 

the frequency dependences calculated by (19) or using 

FEM simulations for the MV cable under study are 

characterized by lower values of the relations Rsh / R1 

than the square root from the harmonic order h = fsh / f1.  

For the supraharmonic frequency range 2 to 9 kHz the 

following formula can be suggested for the simplified 

representation of the frequency dependence of Rsh / R1 

for the MV cable under study:  

                                  Rsh / R1 ≈ 0.48       (24) 

Deviations of (24) from the FEMM calculation results do 

not exceed a few percent in the range 2 to 9 kHz.  

678



 

4 Use of measurement results for the 
supraharmonic power losses estimation  

Using (22) the supraharmonic power losses in the MV 

cable under study can be determined. For clarity (22) can 

be represented similar to (2) and rewritten as follows:  

                       PLsh / PL1 = (Ish / I1)2 Rsh / R1  (25) 

Taking into consideration calculated frequency 

dependences Rsh / R1 for the MV cable under study and 

the measurement results for the time rows Ish / I1 

obtained during the measurement campaign the time 

rows for the relative values of supraharmonic power 

losses PLsh / PL1 can be determined. 

Fig. 10 and 11 show the supraharmonic spectrums of 

relative power losses in the frequency range 2 to 9 kHz 

in the 20 kV cable feeder under study determined 

according to (25) for the measurement interval of 24 h 

(Fig. 10) and for the measurement interval of one week 

(Fig. 11).  

The spectrums in Fig.10 and 11 are presented for the 

supraharmonic groups of 200 Hz in accordance with the 

obtained measurement results for the supraharmonic 

currents. For the center frequencies of each group the 

frequency dependences Rsh / R1 calculated according to 

(19) were taken into consideration.  

Fig. 10. Relative power losses in a 20 kV cable feeder, 95% 

quantiles of 1 min values, 200 Hz groups, measurement time 

24 h, MP2 

Fig. 11. Relative power losses in a 20 kV cable feeder, 95% 

quantiles of 1 min values, 200 Hz groups, measurement time 

one week, MP2 

It must be noted that the sum of average values of 1 min 

relative harmonic power losses (harmonics 2nd to 40th) 

for this measurement day considered in Fig. 10 is 24.4%, 

the sum of average values of 1 min relative 

supraharmonic power losses in the range 2 to 9 kHz 

presented in Fig. 10 is 2.4%. The sum of average values 

of 1 min relative harmonic power losses for the complete 

measurement week considered in Fig. 11 is 12.9%, the 

sum of average values of 1 min relative supraharmonic 

power losses in the range 2 to 9 kHz presented in Fig. 11 

is 1.6%.  

It means that the supraharmonic power losses are present 

in modern distribution networks and can reach the values 

of several percent with respect to the power losses at the 

fundamental frequency. The results of the analysis show 

that supraharmonic power losses can exceed 10% 

regarding the power losses caused by conventional 

current harmonics in the MV cable under study. 

Therefore it can be recommended to consider 

supraharmonic power losses for a correct estimation of 

total power losses in modern distribution networks.  

5 Summary 

Method of the supraharmonic power losses estimation 

combining the analytic determination of AC cable 

resistances at the supraharmonic frequencies with the use 

of measurement results of supraharmonic currents in a 

real MV/LV cable network was considered in the paper.  

Analytic calculation results of the determination of AC 

cable resistances at the supraharmonic frequencies were 

verified and precisized using the FEM simulations for a 

MV cable chosen for the investigation. A simplified 

formula for the estimation of the increase of the AC 

cable resistances with respect to the cable resistance at 

the fundamental frequency of the MV cable under study 

for the frequency range 2 to 9 kHz was suggested.  

It was noted that supraharmonic power losses in MV 

networks in the frequency range 2 to 9 kHz can be 

simplified estimated using the measurement results 

obtained by conventional current measuring instruments. 

It was shown that supraharmonic power losses in the 

MV cable under study operating in a real network can 

reach the values of several percent with respect to the 

power losses at the fundamental frequency and can 

exceed 10% regarding the power losses caused by 

conventional current harmonics.  

It can be recommended to consider supraharmonic 

power losses for a correct estimation of total power 

losses in networks with high presence of power 

electronics. 
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